Comparison of modelled and monitored deposition fluxes of sulphur and nitrogen to ICP-forest sites in Europe
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Abstract. The EMEP MSC-W Eulerian chemical transport model, and its predictions of deposition of acidifying and eutrophying pollutants over Europe, play a key role in the development of emission control strategies for Europe. It is important that this model is tested against observational data. Here we compare the results of the EMEP model with measured data from 160 sites of the European Union/ICP Forest (Level II) monitoring network, for the years 1997 and 2000. This comparison comprises: (a) Precipitation amount, (b) Total deposition of $\text{SO}_4^{2-}$ to coniferous and deciduous forests, (c) Wet deposition of $\text{SO}_4^{2-}$, $\text{NO}_3^-$ and $\text{NH}_4^+$ in open field sites, and (d) Concentrations of $\text{SO}_4^{2-}$, $\text{NO}_3^-$ and $\text{NH}_4^+$ in precipitation.

Concerning precipitation, the EMEP model and ICP network showed very similar overall levels (within 4% for 1997 and 11% for 2000). The correlation was, however, poor ($r^2=0.15–0.23$). This can be attributed largely to the influence of a few outliers, combined with a small range of rainfall amounts for most points. Correlations between modelled and observed deposition values in this study were rather high ($r^2$ values between 0.4–0.8 for most components and years), with mean values across all sites being within 30%. The EMEP model tends to give somewhat lower values for $\text{SO}_4^{2-}$, $\text{NO}_3^-$ and $\text{NH}_4^+$ wet deposition to ICP, but differences in mean values were within 20% in 1997 and 30% in 2000. Modelled and observed concentrations of $\text{SO}_4^{2-}$, $\text{NO}_3^-$ and $\text{NH}_4^+$ in precipitation are very similar on average (differences of 0–14%), with good correlation between modelled and observed data ($r^2=0.50–0.78$). Differences between the EMEP model and ICP measurements are thought to arise from a mixture of problems with both the observations and model. However, the overall conclusion is that the EMEP model performs rather well in reproducing patterns of S and N deposition to European forests.

1 Introduction

A major aim of EMEP (Cooperative Programme on the Long Range Transmission of Air Pollutants in Europe, http://www. emep.int) is to support governments with scientific guidance on the causes of air pollution concentrations and depositions within Europe. EMEP model results are an essential input to integrated assessment models (Schöpp et al., 1999; Amann et al., 1999), and have been crucial to a number of emission control agreements, including the recent European Union National Emissions Ceilings Directive. The modelling tool currently in use at the Meteorological Synthesising Centre-West (MSC-W) of EMEP is a Eulerian model which calculates concentration and depositions associated with acidification and eutrophication, as well as ozone (Simpson et al., 2003a). An essential part of the use of such a model has always been thorough evaluation against measurements, in order to give confidence in its basic scientific formulation, and its use for policy research. Typically, these evaluations have consisted of comparisons of modelled concentrations and deposition against measurements available through the EMEP Chemical Coordinating Centre (EMEP/CCC), whose network includes 70 sites reporting wet deposition throughout Europe (Hjellbrekke, 2004).

Although the new EMEP model can estimate deposition to many different types of ecosystems, the present study concentrates on forested areas. The incentive for this study and the focus on forests was the European Union NOFRETETE (Nitrogen Oxide Emissions from European Forest Ecosystems) project, whose purpose was to provide new tools for looking at the emissions of nitrogen from European forest areas. The EMEP model’s predictions of N-deposition formed one of the major inputs to the soil-N model used by Kesik et al. (2005, 2006), and so it is important to evaluate the EMEP model’s predictions for forests in particular.

Further, deposition of sulphur, and of both oxidised and reduced nitrogen to forests is associated with numerous
environmental problems, including acidification and eutrophication, and changes in species composition and biodiversity (e.g. Bobbink et al., 1998; Kreutzer and Weiss, 1998; Nilsson and Grennfelt, 1988; Pitcairn et al., 1998; Schulze, 1989). As a result of these concerns, an extensive measurement network, dedicated to forests, has been in operation for over two decades – that of the International Co-operative Programme on Assessment and Monitoring of Air Pollution Effects on Forests (ICP Forests, http://www.icp-forests.org). ICP forests was started in 1985, under the Convention on Long-Range Transboundary Air Pollution. ICP Forests is responsible for the level I and the more detailed level II monitoring system of forest sites, which have been in operation since 1986 (level I) and 1994 (level II). Level I includes ~6000 monitoring sites in Europe, and evaluates crown condition (defoliation, crown transparency and discolouration), soil condition, and the foliar nutrient status. Level II includes more than 860 monitoring sites and also evaluates e.g. forest growth, meteorology, phenology, ground vegetation and the deposition of air pollutants in addition to the level I parameters.

The ICP data forms the only coordinated pan-European dataset of measurements for forests, and has importance for both the European Union and UNECE policy assessments. The EMEP model’s predictions of S and N-deposition to forests form the basis for EU and UNECE assessments of ecosystem damage to forests and ultimately for emissions control strategy development. It is important that these two datasets of forest deposition be compared, in order to establish their points of both consistency and disagreement.

The present work has several aims: (1) to document the performance of the EMEP model’s deposition predictions for forest areas, for the purposes of the NOFRETETE project; (2) to compare the two forest-deposition data-sets which are important in UNECE and EU for policy purposes, the measurement data of ICP-forests and the modelled data of EMEP MSC-W; (3) to extend and complement previous model evaluations by using an extensive data-set which had not previously been used, and which includes data on total deposition (for sulphur) which the EMEP networks lack.

The need for extensive model evaluation for forest areas in particular is strengthened by the complex nature of atmospheric deposition. Air masses within a forest canopy are subject to a large number of complex interactions, involving e.g. emissions of NO from the forest floor, turbulent exchange with the air above, chemical reactions between NO, NO₂ and O₃, and with VOC associated with aloft air masses or emitted by vegetation (Lenschow and Delany, 1987; Ludwig et al., 2001; Meyers and Baldocchi, 1988; Duyzer et al., 1995; Ganzeveld et al., 2002; Dorsey et al., 2004; Raupach, 1979). Further, experimental evidence for processes such as possible compensation-points for NO or NH₃ (Duyzer and Fowler, 1994; Dorsey et al., 2004; Sutton et al., 1994), and co-deposition effects between SO₂ and NH₃ exist (e.g. Fowler et al., 2001), but data are limited. Further, the large aerodynamic roughness of forests causes dry deposition of gases to be greater than to other ecosystems. Deposition of particles is also greatly enhanced over forests, although the reasons for this are not fully understood (e.g. Garland, 2001; Rannik et al., 2003; Ruigrok et al., 1997). Indeed, many deposition processes to forests remain poorly-understood (see also Fowler and Erisman, 2003; Erisman et al., 2005; Welsey and Hicks, 2000), so measurements of deposition load to forests are very valuable for model evaluation, in order to ensure that models capture at least the magnitude of the load with reasonable accuracy.

Although the EMEP network itself has ca. 70 stations, these stations are spread over a large geographical area, with for example only 5 stations in Sweden and 8 stations in Germany in the year 2000. Given that we are attempting to evaluate a model with grid-size of ca. 50×50 km², there will always be problems of knowing how representative individual stations are of such a large grid-size. The fewer stations to compare with, the more difficult it is to interpret such comparisons.

The ICP-forest dataset has a quite dense spatial coverage, allowing us to use for example 41 sites in Sweden and 29 sites in Germany for this study. This number of stations should give a much better statistical basis for model evaluation than is possible with just the EMEP stations, and gives more information about how the model deals with the gradients in the deposition. Further, although the ICP datasets have some important limitations (e.g. Erismam et al., 2003), with potential problems concerning the representativity of individual sites (which introduces scatter in plots of model versus measurement), an examination of the model results for a large number of sites should give a good idea of overall model biases.

Finally, the ICP measurements allow us to evaluate total deposition for sulphur, whereas the EMEP network only allows evaluation of sulphur wet-deposition. Given the fact that dry-deposition provides an important contribution to total sulphur deposition, these measurements add a valuable extra check on overall model performance.

2 Measurements

The level II monitoring data used in the present study were collected from ICP-forests via the Forest Intensive Monitoring Co-ordinating Institute, FIMCI (De Vries et al., 2001; ICP-Forests). FIMCI was set up as a contractor of the European Commission, to evaluate and validate ICP-forest data (UNECE/EC). The delivered data consisted of quality-assured monitoring data for the period 1997 through 2000.

For this study we have made use of the data from two of these years, chosen because of their very different patterns of precipitation, 1997 and 2000. Data comprised bulk precipitation in open fields, throughfall in coniferous and deciduous forest plots, and stemflow in some deciduous plots. As part
of the FIMCI quality control, obviously contaminated or unrealistic values had been removed from the data set. Sites with more than 50 days of missing data during a year were excluded from the study during that year.

Missing values (ca. 3% of the data) were filled-in by inserting the monthly mean value for that parameter, site and year to enable calculations of annual deposition. Following the above procedures, data from many sites and countries were excluded from this comparison. Data from only seven European countries (Sweden, France, Norway, Finland, Germany, Ireland, and just 2 sites from Italy) fulfilled the strict quality-assurance criteria, giving 160 ICP sites in these seven countries distributed over 140 EMEP grid elements (Fig. 1). Although we use only a subset of the full ICP forests data, these sites cover a wide range of deposition levels.

Total deposition (wet, dry, and "occult"—due to fog/cloud water) to forests can be estimated by measuring throughfall, including stemflow (Draaijers et al., 1996). Such total deposition can only be quantified for ions which do not take part in the uptake and leaching processes in the canopy, e.g. sulphate, sodium and possibly also chloride (Hultberg and Grennfelt, 1992; Erisman and Draaijers, 1995). SO2 which is taken up through the stomata is subsequently released (dissolved in rainwater), so is included in the throughfall data. Thus, although S may be taken up temporarily in the crown, there is no retention, and throughfall is a good way of estimating total deposition. In this study, total deposition is only compared for sulphur.

Nitrogen in the form of both ammonium and nitrate, together with most other plant nutrients, is strongly affected by canopy exchange (mainly uptake on the surface of the foliage), which affects throughfall composition. Unlike for S-species, N-species can be retained by the forest canopy, and throughfall is not a reliable indicator of total deposition. Studies have shown that the level of N taken up by the canopy foliage is likely to be smaller in areas with a high N-deposition compared with nitrogen deficient regions (van Ek and Draaijers, 1991; De Vries et al., 2001; Hallgren Larsson et al., 1995). Different canopy exchange models have been proposed to separate between internal circulation and atmospheric deposition (Draaijers et al., 1996), but the uncertainties are relatively large (Erisman et al., 2005). For these reasons modelled total deposition from throughfall data is not used in this study for comparison with EMEP modelled deposition of N to forests. Only measured bulk deposition of N in open field is compared with calculated wet deposition from the EMEP model.

The ICP deposition to deciduous forests is uncertain due to the limited data on stemflow. Based on the stemflow data which were available (four sites in Germany and two sites in Sweden), factors to derive total deposition, including stemflow deposition, from throughfall deposition were derived. These factors were found to be 1.25 in Germany, and 1.1 in Sweden. The higher factor in Germany is due to a higher dry deposition, as sources are located closer to the forest sites in Germany than in Sweden. The German correction factor was applied to Germany, Denmark and France, since these countries are likely more similar to Germany in terms of climate and sources than to Sweden, while the Swedish factor was applied only to Swedish data.

Inconsistent sampling periods complicate this comparison to some extent. ICP Forest data was collected at monthly intervals in Sweden and Finland, weekly in Ireland and parts of Germany, and on an irregular basis in Italy, Norway and some German counties. France collected data at 27 or 28 day intervals throughout the year (13 periods). Weekly or bi-weekly collections were transformed into monthly data if the break between resulting records fell within 4 days from the calendar months end.

It should be noted that although the ICP-Forest network forms an extensive and very useful data-set, there are limitations to the accuracy with which different components can be estimated. The variability of the data quality from the ICP Forest sites is large. There are several different sampling designs in use and the sites are not always representative for a larger area. Moreover, the sampling frequency can be very long (up to one month). An important uncertainty in this comparison is associated with the precipitation sampling. A field inter-comparison of different bulk collectors used in the ICP network has found it difficult to estimate precipitation volumes accurately (Draaijers et al., 2001). The deviation for precipitation volumes compared to the best estimate ranged from +103% to −27%. Deviations are caused by several factors, such as aerodynamic properties and collecting area of the collector. A large field intercomparison of the precipitation measurements was conducted in Schagerbrug near the west coast of Netherlands in 2000 (Erisman et al., 2003). Precipitation collectors from 20 different countries participated. Only 10–20% of the samples reached an accuracy of better than 10%. The conclusion from this comparison was clear; a better harmonisation of the sampling system in...
ICP Forest is urgently needed. Erisman et al. (2003) also found that 65%, 50% and 45% of estimates for bulk precipitation of SO$_2$$^-$$^-$, NO$_3$$^-$$^-$ and NH$_4$$^+$$+$ respectively, were more than 20% different from the best estimates. Further examples from the ICP study are discussed in Erisman et al. (2005). It should be noted that even when monitored by high-quality rain-gauges by official Meteorological Institutes, rainfall estimation is difficult. Smith and Fowler (2001) suggested that rainfall amounts for 5×5 km$^2$ areas in the UK could be uncertain by between 30%–50% on an annual time-scale.

Although we have tried to minimise the above problems, by making use of a severely restricted sub-set of the ICP data, an illustration of the difficulties that are still associated with these data can be seen in Fig. 2, which compares TDEP (total deposition from throughfall in the forest) with WDEP (wet-deposition from the open field sites) for sulphur, for coniferous forests. Ideally, TDEP should be larger than WDEP, with the difference representing the dry deposition contribution to TDEP. This would always be true if contributions from occult deposition to TDEP, or of dry deposition to WDEP were small, and if the collection efficiencies of the samplers within and outside the forest were similar. However, Fig. 2 shows that for deposition loads of less than ca. 15 kg(N) ha$^{-1}$, WDEP frequently exceeds TDEP, sometimes by a factor of two. Studies within the Swedish network (Uggla et al., 2003) have suggested that the main reasons for such discrepancies are that the contributions of dry-deposition to the open-field collectors are sometimes significant (4–15% annually in Sweden), and that precipitation sampling is very difficult in wintertime. Partly this is because snowflakes are much more sensitive to wind effects than rain, and partly as the use of snow-sacks in wintertime rather than funnels introduces additional uncertainty. Such sacks have strong aerodynamic effects on the sampling, and were found to generally give significantly higher amounts of precipitation (and poorer correlations) than those recorded at nearby Swedish Hydro-meteorological Institute (SMHI) sites. Similar problems may affect other ICP-forest sites, depending on climate and air pollution levels. For example, Draaijers et al. (1996) showed that the open field bulk precipitation samples have a contribution from dry deposition of typically 5–30% for a site in the Netherlands, with this estimate derived from parallel measurements with bulk and wet-only samplers.

Throughfall measurements are generally subject to different artefacts or processes (e.g. occult deposition). For example, a large number of samplers are needed within the measurement area (Draaijers et al., 1996). In Sweden for example, 10 samplers are used, which likely gives uncertainties of around 10–20% for sulphur and nitrogen deposition (Draaijers et al., 1996; Uggla et al., 2003). In general though, ICP observations of total deposition via throughfall are likely to be more accurate than those of the open-field sites, since the latter are more subject to the artefacts caused by dry deposition, and aerodynamic problems with the precipitation collection.

2.1 Comparisons with EMEP sites

In order to put the comparison with ICP Forests data in context, we will also present briefly relevant comparisons against
wet deposition data from the standard EMEP network (Hjellbrekke, 2004). More detailed comparisons, albeit with earlier versions of the EMEP model have been presented in e.g. Fagerli et al. (2003) and Fagerli (2004). The objective is to see whether the same conclusions on model performance could be drawn using the EMEP data as when using the ICP data.

It can be noted that within EMEP similar comparisons have been performed to the Schagerbrug study mentioned above for the ICP network. Weekly precipitation measurements done by EMEP/CCC using wet only samplers (as recommended in the EMEP manual for sampling and analysis, http://www.nilu.no/projects/ccc/manual/index.html) were compared to local daily precipitation measurements using bulk collectors at three different sites in Norway, Poland and Czech Republic (Aas and Hjellbrekke, 2005). The difference in deposition was less than 7%, 13% and 19% for sulphate, nitrate and ammonium, respectively. Several EMEP sites measure the precipitation amount using an official meteorological rain gauge in addition to the bulk collectors or wet only sampler. The difference in volume is usually less than 10% (Hjellbrekke, 2005). These results are generally better than seen in Schagerbrug comparison for the ICP sites. Unfortunately, the EMEP network has far fewer sites than ICP-forests, and no forest-specific measurements are available.

3 The Eulerian EMEP model

For this study, regional concentrations of sulphur and nitrogen compounds have been calculated with the so-called OZONE version of the EMEP Unified Eulerian model, revision rv2.0. This model is a development from previous EMEP modelling activities (Berge and Jakobsen, 1998; Jonsson et al., 1999; Simpson, 1995) and is fully documented in Simpson et al. (2003a) and Fagerli et al. (2004).

Briefly, the Eulerian EMEP model is a multi-layer atmospheric dispersion model for simulating the long-range transport of air pollution over several years. The model has 20 vertical layers in \( \sigma \)-coordinates and is primarily intended for use with a horizontal resolution of ca. 50 x 50 km\(^2\) (at 60° N) in the EMEP polar stereographic grid. The chemical scheme uses about 140 reactions between 70 species (Simpson et al., 1993; Andersson-Sköld and Simpson, 1999), and makes use of the EQSAM module of Metzger et al. (2002a,b) to describe equilibria between the inorganic aerosol components.

All versions of the model use meteorological data from PARLAM (Benedictow, 2002), a dedicated version of the operational HIRLAM model (High Resolution Limited Area Model) maintained and verified at the Norwegian Meteorological Institute. The anthropogenic emission input data used by all model versions are generally based as far as possible upon emissions reported per sector and grid officially reported to the Convention on Long-Range Transboundary Air Pollution (e.g. Vestreng et al., 2004). The meteorological fields, including 3-dimensional cloud cover and precipitation, are available at 3 h intervals and are linearly interpolated to the intermediate timesteps. In PARLAM, different schemes are use for convective and stratiform condensation for cloud cover (Sundqvist et al., 1989; Sundqvist, 1993). Parameterisation of the wet deposition processes in the Unified EMEP model includes both in-cloud and sub-cloud scavenging of gases and particles, with scavenging ratios used to reflect the solubilities of different gases, different collection efficiencies for fine and coarse particles. Details are given in Simpson et al. (2003a).

The dry deposition module makes use of a so-called “big-leaf” approach, with resistances for the stomatal and non-stomatal (external leaf-surface and ground surface) deposition pathways. The stomatal conductance algorithm was originally developed for the calculation of ozone fluxes, and has been extensively documented (Emberson et al., 2000a,b,c; Simpson et al., 2001, 2003b; Tuovinen et al., 2001, 2004). The non-stomatal deposition of \( \text{O}_3 \) is treated with a resistance formulation for the external leaf-surface and the ground surface, along with an in-canopy resistance between the leaf-level and ground-surface. The non-stomatal deposition of \( \text{SO}_2 \) and \( \text{NH}_3 \) (to leaf and ground surfaces) builds upon relationships presented in Smith et al. (2000) and Nemitz et al. (2001) involving temperature, humidity and the ratio \( \text{SO}_2/\text{NH}_3 \), in an attempt to allow for so-called co-deposition and surface acidity (Fowler and Erisman, 2003). Parameterisation of the non-stomatal component of dry deposition for other gases is done by interpolating between the values obtained for \( \text{SO}_2 \) and \( \text{O}_3 \), depending on the solubility and chemical reactivity of the gas in question, loosely based upon ideas presented in Wesely (1989). For NO\(_2\) a simple compensation point approach is used, such that below 4 ppb no deposition occurs (consistent with observations presented in Walton et al., 1997; Fowler and Erisman, 2003; Duyzer and Fowler, 1994). Corrections for low temperature, snow cover and wetness are also applied for the different gases. Dry deposition of aerosol particles depends on their size, with the model version used here distinguishing between fine and coarse aerosols. Details of the parameterisations for both gases and particles are given in Simpson et al. (2003a).

The model also allows for calculations to different types of land-cover within each grid element. Dry deposition fluxes are calculated to a number of land-cover classes within each grid square, including temperate/boreal coniferous, Mediterranean coniferous forests, temperate/boreal deciduous, and Mediterranean broadleaf forests. For the purposes of this study we have used the deposition estimates from the two temperate/boreal forest classes, as these fit well with the dominant species from ICP-forests, namely Norway spruce (\textit{Picea abies}) for coniferous, and beech (\textit{Fagus sylvatica}) for deciduous. The resistance terms and deposition velocities are calculated independently over each land-cover, based upon vegetation characteristics such as height, leaf-area index, and

phenology (Emberson et al., 2000b; Simpson et al., 2001). The greater height and associated roughness of forests leads to substantially greater deposition rates than are modelled over say grasslands or water surfaces.

4 Results and discussion

The monitored plots with coniferous and deciduous forests were matched with the corresponding EMEP grid element (ca. 50×50 km²). Deposition data for SO\(_4^{2-}\) were compared for wet and total deposition separately. For NH\(_4^+\) and NO\(_3^-\) only observations of wet deposition data could be used in the comparison for reasons discussed above. Units used are given as kg (S or N) per hectare and year (1 kg ha\(^{-1}\) yr\(^{-1}\)=0.1 g m\(^{-2}\) yr\(^{-1}\)).

This study compares two completely different methods used to estimate deposition to forest locations: (a) measured data from a spot, normally a forest plot of around 30×30 m\(^2\), with varying exposure, tree species, leaf area index, etc.; and (b) model calculated average deposition to the same forest type in a corresponding grid square of size ∼50×50 km\(^2\). It should be kept in mind that both methods have uncertainties and no true values are available. Of course, scatter is to be expected when paring single sites with grid data, but systematic differences between measurements at several monitored sites and model calculated values give valuable information on the causes and dimension of uncertainty. The comparison of modelled and observed data from 1997 and 2000 comprises:

1. Precipitation amount,
2. Total deposition (here denoted TDEP) of SO\(_4^{2-}\) to coniferous and deciduous forests,
3. Wet deposition (here denoted WDEP) of SO\(_4^{2-}\), NO\(_3^-\) and NH\(_4^+\) in open field,
4. Concentrations (here denoted WCONC) of SO\(_4^{2-}\), NO\(_3^-\) and NH\(_4^+\) in precipitation

Total deposition from the ICP sites is represented by throughfall monitoring, representing both wet and dry deposition to forests, and wet deposition by bulk precipitation in open field sites. The results are compared to calculated total and wet deposition from the EMEP model. Results will be shown for each parameter as scatter plots. Additionally Tables 1–2 compare the annual means and summarise the statistical parameters (intercept, slope and \(r^2\) values) obtained with linear regression.

Examination of the precipitation amounts reported for the ICP network shows some large differences between data for 1997 and 2000. The most extreme case involved precipitation of just 419 mm in 1997 but over 1200 mm in the year 2000. Although high inter-annual variability is a frequent and natural occurrence in precipitation patterns, it may also arise when sampling problems occur in one or both years. Such sampling problems are discussed further below (Sect. 4.1), but we can state that in general it is hard to judge how far high inter-annual variability can be ascribed to natural meteorological variability or to measurement artefacts (e.g. loss of precipitation in windy conditions, Nespor and Sevruk, 1999; Smith and Fowler, 2001). In order to at least flag such sites, a precipitation variability index, PVI, has been defined, as a percentage:

\[
PVI = 100 \times \left| 2 \times \frac{(P_{1997} - P_{2000})}{(P_{1997} + P_{2000})} \right|
\]

where \(P\) represents the annual precipitation. Where precipitation was missing for one year, we have assigned PVI=999 to indicate that PVI is unknown for this site. Almost half the sites have a PVI of less than 10%, whereas 18% show PVI values of greater than 20%. Although all data-points have been used in all statistics in this paper, points with PVI values greater than 20% (including those set at 999) are indicated (circled) in scatter plots.

Table 1. Comparison of ICP Forest vs. EMEP model for 1997 and 2000. Table shows mean annual values of precipitation, total deposition (TDEP) and volume weighted concentrations in precipitation (Conc.).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type</th>
<th>unit</th>
<th>N</th>
<th>EMEP 1997</th>
<th>ICP 1997</th>
<th>EMEP 2000</th>
<th>ICP 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precipitation</td>
<td>(mm)</td>
<td></td>
<td>147</td>
<td>825</td>
<td>856</td>
<td>981</td>
<td>1105</td>
</tr>
<tr>
<td>SO(_4^{2-}), CF</td>
<td>TDEP</td>
<td>kg(S)/ha</td>
<td>115</td>
<td>8.30</td>
<td>7.90</td>
<td>7.31</td>
<td>7.00</td>
</tr>
<tr>
<td>SO(_4^{2-}), DF</td>
<td>TDEP</td>
<td>kg(S)/ha</td>
<td>32</td>
<td>16.0</td>
<td>12.1</td>
<td>12.8</td>
<td>10.2</td>
</tr>
<tr>
<td>SO(_4^{2-}), OF</td>
<td>WDEP</td>
<td>kg(S)/ha</td>
<td>149</td>
<td>4.80</td>
<td>5.30</td>
<td>4.24</td>
<td>5.73</td>
</tr>
<tr>
<td>SO(_4^{2-}), OF</td>
<td>WCONC</td>
<td>mg(S)/l</td>
<td>149</td>
<td>0.61</td>
<td>0.63</td>
<td>0.46</td>
<td>0.52</td>
</tr>
<tr>
<td>NO(_3^-), OF</td>
<td>WDEP</td>
<td>kg(N)/ha</td>
<td>157</td>
<td>3.07</td>
<td>3.65</td>
<td>3.28</td>
<td>4.44</td>
</tr>
<tr>
<td>NO(_3^-), OF</td>
<td>WCONC</td>
<td>mg(N)/l</td>
<td>157</td>
<td>0.39</td>
<td>0.45</td>
<td>0.36</td>
<td>0.41</td>
</tr>
<tr>
<td>NH(_4^+), OF</td>
<td>WDEP</td>
<td>kg(N)/ha</td>
<td>157</td>
<td>3.39</td>
<td>4.07</td>
<td>3.90</td>
<td>4.67</td>
</tr>
<tr>
<td>NH(_4^+), OF</td>
<td>WCONC</td>
<td>mg(N)/l</td>
<td>157</td>
<td>0.42</td>
<td>0.49</td>
<td>0.42</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Notes: DF for deciduous forest, CF for coniferous forest, and OF for open field. TDEP, WDEP, WCONC as described in Sect. 4.
Table 2. Summary of statistical comparisons for 1997 and 2000. Tables give intercept (c), slope (m), number of points (N) and correlation coefficients ($r^2$) derived from linear regression of the scatter plots indicated.

<table>
<thead>
<tr>
<th>Fig.</th>
<th>Component</th>
<th>Year</th>
<th>c</th>
<th>m</th>
<th>N</th>
<th>$r^2$</th>
<th>c</th>
<th>m</th>
<th>N</th>
<th>$r^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Precip.</td>
<td>1997</td>
<td>419</td>
<td>0.471</td>
<td>138</td>
<td>0.15</td>
<td>344</td>
<td>0.548</td>
<td>113</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>543</td>
<td>0.396</td>
<td>146</td>
<td>0.23</td>
<td>432</td>
<td>0.491</td>
<td>113</td>
<td>0.26</td>
</tr>
<tr>
<td>5</td>
<td>SO$_4^{2-}$,CF, TDEP</td>
<td>1997</td>
<td>2.39</td>
<td>0.756</td>
<td>105</td>
<td>0.70</td>
<td>2.92</td>
<td>0.736</td>
<td>86</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>3.71</td>
<td>0.514</td>
<td>113</td>
<td>0.44</td>
<td>3.11</td>
<td>0.684</td>
<td>86</td>
<td>0.62</td>
</tr>
<tr>
<td>10</td>
<td>SO$_4^{2-}$,DF, TDEP</td>
<td>1997</td>
<td>4.13</td>
<td>1.10</td>
<td>30</td>
<td>0.45</td>
<td>4.69</td>
<td>1.06</td>
<td>26</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>5.64</td>
<td>0.72</td>
<td>32</td>
<td>0.29</td>
<td>4.81</td>
<td>0.856</td>
<td>26</td>
<td>0.37</td>
</tr>
<tr>
<td>6</td>
<td>SO$_4^{2-}$,OF, WDEP</td>
<td>1997</td>
<td>1.2</td>
<td>0.664</td>
<td>137</td>
<td>0.47</td>
<td>1.25</td>
<td>0.690</td>
<td>113</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>2.76</td>
<td>0.259</td>
<td>146</td>
<td>0.25</td>
<td>2.61</td>
<td>0.332</td>
<td>113</td>
<td>0.29</td>
</tr>
<tr>
<td>7</td>
<td>SO$_4^{2-}$,OF, WCONC</td>
<td>1997</td>
<td>0.091</td>
<td>0.821</td>
<td>137</td>
<td>0.59</td>
<td>0.117</td>
<td>0.806</td>
<td>113</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>0.11</td>
<td>0.672</td>
<td>146</td>
<td>0.54</td>
<td>0.153</td>
<td>0.632</td>
<td>113</td>
<td>0.50</td>
</tr>
<tr>
<td>11</td>
<td>NO$_3^-$,OF, WDEP</td>
<td>1997</td>
<td>1.02</td>
<td>0.518</td>
<td>137</td>
<td>0.45</td>
<td>1.11</td>
<td>0.525</td>
<td>113</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>1.38</td>
<td>0.432</td>
<td>146</td>
<td>0.50</td>
<td>1.11</td>
<td>0.532</td>
<td>113</td>
<td>0.54</td>
</tr>
<tr>
<td>12</td>
<td>NO$_3^-$,OF, WCONC</td>
<td>1997</td>
<td>0.063</td>
<td>0.722</td>
<td>137</td>
<td>0.70</td>
<td>0.075</td>
<td>0.716</td>
<td>113</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>0.038</td>
<td>0.779</td>
<td>146</td>
<td>0.78</td>
<td>0.048</td>
<td>0.779</td>
<td>113</td>
<td>0.77</td>
</tr>
<tr>
<td>13</td>
<td>NH$_4^+$,OF, WDEP</td>
<td>1997</td>
<td>1.19</td>
<td>0.526</td>
<td>137</td>
<td>0.42</td>
<td>1.44</td>
<td>0.507</td>
<td>113</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
<td>1.37</td>
<td>0.527</td>
<td>146</td>
<td>0.43</td>
<td>1.09</td>
<td>0.656</td>
<td>113</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Notes: a Fig. refers to Figure number in this paper; b prefix “W” stands for concentration in precipitation. DF for deciduous forest, CF for coniferous forest, and OF for open field. See relevant figure for more details.

4.1 Precipitation

Table 1 compares the annual precipitation amounts of the EMEP model and ICP-forest networks, averaged across all stations. These grand-average results show very good agreement, within 4% for the year 1997 and 11% for 2000. The comparison for individual sites shows a very large scatter though (Fig. 3, Table 2), with low correlations ($r^2 \sim 0.15–0.26$). However, a close look at Fig. 3 shows that the low correlation is heavily influenced by the outliers. The vast majority of the points on this figure lie in a cluster, with precipitation values of between ca. 700–1300 mm. This cluster is centred near the 1:1 line. Excluding the few worst outliers improves the correlation substantially.

Some of the scatter seen in Fig. 3 can be explained by the coarse resolution of the EMEP model. In reality, precipitation fields are very patchy (e.g. influenced by local topographic effects), and the regional scale model is unable to resolve this sub-grid scale distribution. A typical problem arises with small-scale showers. In reality, precipitation is high in a small area of a given grid, but a large fraction of the grid should remain dry. Within the model, however, this precipitation is averaged out to cover the whole grid at a lower intensity. Thus, even though average precipitation amounts may be simulated well, the model predicts precipitation more often, but in lower amounts, than occur in reality.

However, some of the scatter is also likely due to problems in measuring precipitation. Although ICP have set up methods for harmonising the sampling procedure within the ICP network (Lövblad et al., 2004), uncertainties associated with the collection of precipitation may still vary as the countries are free to select their own collectors. Indeed, the precipitation amount at the ICP sites is normally measured in the same collectors that sample precipitation for chemical analysis. However, precipitation is notoriously difficult to measure accurately, and as noted in Sect. 2, significant problems are known to affect ICP precipitation samples (Erisman et al., 2003; Draaijers et al., 2001; Uggla et al., 2003).

Figure 4 compares the spatial variation in the EMEP model’s precipitation field against the observed precipitation
recorded at the ICP sites, for 1997. This plot shows that over much of Europe the ICP precipitation amounts are very similar to the EMEP model data, for example in much of France, parts of Germany, and for most Norwegian and Finnish sites. The biggest discrepancies are seen in south-west Sweden, where the ICP data show annual precipitation levels of more than 1000 mm, whereas the EMEP model data shows levels of ca. 700–800 mm. According to the Swedish Meteorological Institute (SMHI), precipitation levels for this part of Sweden were around 500–1000 mm in 1997, suggesting that in this case the ICP levels are too high. SMHI have in fact compared measured rainfall volumes at ICP sites with their own measurement methods, and found that ICP samplers collected more (10–20%) in wintertime than SMHI samplers (see also Uggla et al., 2003). We will return to a discussion of these differences in connection with the deposition measurements, in Sects. 4.2–4.3.

Finally, it can be noted that the correlations between EMEP-model precipitation and precipitation measured in the EMEP/CCC measurement network were $r^2 = 0.29$ and $r^2 = 0.42$ for 1997 and 2000, respectively, better than those we obtain in comparison to the ICP data. Although we have restricted this comparison to the ICP sites showing the best performance in terms of sampling quality, the big differences between the correlations with the ICP and CCC networks are hard to explain. Site location or other factors may play a role, as will the problems already discussed for ICP sites (Sect. 2), but this finding suggests the need for continued investigation of these differences between the EMEP model and measurements, ICP network, and national meteorological measurement networks.

4.2 Sulphur

Table 1 quantifies the mean values of modelled (EMEP) and observed (ICP) total deposition (TDEP) of $SO_4^{2-}$ in coniferous forests, and wet depositions (WDEP) and concentrations (WCONC) at the open field sites. The modelled and observed data for 1997 are very similar, with differences of around 5% for TDEP, 9% for WDEP, and 3% for WCONC. The results for 2000 were somewhat worse, with differences
Fig. 5. Total deposition of SO$_4^{2-}$ in coniferous forests, kg(S) ha$^{-1}$ yr$^{-1}$. EMEP modelled wet + dry vs. ICP throughfall during 1997 and 2000. Lines and symbols as per Fig. 3.

Fig. 6. Wet Deposition of SO$_4^{2-}$-S in open field, kg(S) ha$^{-1}$ yr$^{-1}$. EMEP modelled wet vs. ICP bulk precipitation during 1997 and 2000. Lines and symbols as per Fig. 3.

of around 4% for TDEP, 26% for WDEP, and 12% for WCONC.

Figure 5 compares the modelled (EMEP) and observed (ICP) values of TDEP for SO$_4^{2-}$ in coniferous forests for 1997 and 2000. Figures 6–7 present corresponding results for WDEP and WCONC at the open field sites. The correlations (Table 2, Figs. 5, 7) for TDEP and WCONC are rather good during 1997 and 2000, especially if a few ICP sites with extremely high reported deposition values, or with PVI$>$20%, are excluded (figures include all points). Results for WDEP (Fig. 6) were significantly worse, however, especially for the year 2000, with a significant number of ICP sites showing high depositions (>10 kg(S) ha$^{-1}$) where the EMEP model shows around 5 kg(S) ha$^{-1}$.

This can also be seen from Fig. 8 where the modelled fields of TDEP and WDEP for 1997 have been plotted together with ICP data. This figure for TDEP clearly shows a high degree of correlation between the EMEP and ICP estimates, with spatial gradients captured very well and no systematic errors across the sites. The corresponding results for WDEP show significantly higher ICP depositions in southern Sweden and southern Norway than given by the EMEP model, and this discrepancy matches well that seen for precipitation in Fig. 4 (see Sect. 4.1). In other parts of Europe, the EMEP model and ICP network give rather similar results for both TDEP and WDEP. The discrepancies seen for southern Sweden and Norway may well be associated with the problems of wintertime collection mentioned in Sect. 4.1.
The monthly resolution of modelled and observed $\text{SO}_4^{2-}$ total deposition (to coniferous forests) was studied for 1997 with ICP sites in Germany (a high deposition area) and Sweden (moderate deposition), for which monthly deposition data was available (Fig. 9). The results for the Swedish sites are reasonable throughout the year. However, for Germany the EMEP results are significantly lower than ICP in February and December but significantly higher in September. It is unclear why the seasonal patterns should be so different for Germany. As one example, we have traced the big difference in February to the influence of three sites in southeast Germany (near the Czech border). At these sites the measured TDEP is more than three times larger compared to the EMEP model. However the ICP TDEP is also much larger (factor 9) than the ICP open-field data. It is unclear why such extreme differences should occur, but, assuming that the measurements are correct, this suggests a very large contribution to the throughfall data from some source which
is not captured with the EMEP model. Such sources could include local emissions sources whose dispersion is not captured by the model for this area and period, or some missing processes such as occult deposition. Detailed studies for this location would be needed to resolve this discrepancy in cooperation with the measurement experts responsible for the sites in question.

The modelled and observed total deposition of $\text{SO}_4^{2-}$ in deciduous forests, shown in Fig. 10, show lower correlations than seen for coniferous forests. As noted in Sect. 2 above, the ICP deposition to deciduous forests is uncertain (because of the limited number of stemflow data) and correction factors were applied. With these corrections of the throughfall data, the EMEP model overestimates the total $\text{SO}_4^{2-}$ deposition in most cases. It is unclear why this should be so. Measurement artefacts may play a role, but it can be noted that the EMEP model tends to show quite similar annual depositions to deciduous and coniferous forests, whereas some observations often show that coniferous forests are subject to greater deposition loads than deciduous, for both sulphur and nitrogen compounds (e.g. Rothe et al., 2002). Differences can be expected also due to the different bio-geophysical and chemical properties of deciduous and coniferous forests (e.g., biomass, roughness, rainfall interception, stomatal and non-stomatal conductances, ground foliage, and of course leaf area). However, up to this point it is still uncertain which of these parameters is most responsible for the differences. This discrepancy is puzzling, and can probably only be resolved using data from more heavily instrumented sites. This should be one of the priorities for future investigation.

Finally, we can mention that in comparison to measured wet deposition from the EMEP/CCC network, the EMEP model slightly overestimates the measured data. In 1997 and 2000 the average bias for the wet deposition of sulphur was just 10 and 8%, respectively (not shown). Given the uncertainties in the measured total depositions (e.g. 30%, see Draaijers et al., 1996), we can conclude that as far as total deposition to coniferous forests is concerned, the EMEP model seems to be consistent with both ICP and EMEP measurement data. The main unexplained discrepancy concerns the deposition to deciduous forests as discussed above.

4.3 Nitrogen deposition

As noted in Sect. 2 it is only possible to compare modelled and observed nitrogen deposition in precipitation, because canopy exchange (uptake) of nitrogen affects the chemical composition of throughfall. Open-field sites are used for this comparison, and Fig. 11 compares modelled and observed wet depositions of $\text{NO}_3^-$.

Fig. 9. Monthly average total deposition of $\text{SO}_4^{2-}$ in coniferous forests, kg(S) ha$^{-1}$ month$^{-1}$. 41 ICP sites in Sweden and 10 ICP sites in Germany. EMEP modelled wet + dry vs. ICP throughfall during 1997.

The results show that many points lie along the 1:1 line, but the scatter is large. However, many of the points lying far from the 1:1 line are also those associated with PVI values of more than 20%, which may indicate data-problems rather than model problems. The mean values indicate an underestimation by EMEP, compared to ICP WDEP observations, of 16% in 1997 and 26% in 2000 (Table 1). For WCONC, the EMEP model values are lower than ICP by 13% in 1997 and 16% in 2000. The correlation between modelled and observed concentrations of $\text{NO}_3^-$ is much higher (Fig. 12) compared to deposition. The comparison between modelled and observed deposition of $\text{NH}_4^+$ (Fig. 13) in open field is similar to that for deposition of $\text{NO}_3^-$, but the pattern is somewhat more scattered for $\text{NH}_4^+$. In the same way as for nitrate and sulphate, the correlations between the ICP and the model data are higher for concentrations in precipitation than for the depositions.

The spatial patterns of calculated and observed wet depositions are illustrated in Figs. 14 and 15 for oxidised and reduced nitrogen respectively. These plots show mixed results, with values for oxidised nitrogen coinciding very well over most of France and northern Germany, but with the ICP sites showing significantly higher depositions in southern Norway and Sweden. For $\text{NH}_4^+$ similar findings are found in southern Scandinavia (ICP deposition values are greater than EMEP modelled), but in south-west Germany EMEP model depositions are also clearly lower than ICP values.

These differences can to some extent be explained by the different precipitation amounts in the EMEP model and ICP open-field network, similar to that discussed for sulphur (Sect. 4.2). Comparing Figs. 14 and 15 with Fig. 4, the largest differences between EMEP model values of nitrogen wet deposition and ICP data, are found for the same sites that show the largest deviations for the precipitation data (Fig. 4). Corresponding plots for concentrations in precipitation (e.g. Fig. 16 for $\text{NO}_3^-$) show a much larger correspondence between EMEP model and ICP data. Compared to the wet deposition results, it seems that the EMEP model gives concentrations of N in precipitation which are more similar to
Fig. 10. Total deposition of $\text{SO}_4^{2-}$ in deciduous forests, kg(S) ha$^{-1}$ yr$^{-1}$. EMEP modelled wet + dry vs. ICP throughfall + stemflow during 1997 and 2000. Lines and symbols as per Fig. 3.

the ICP network, so some of the differences in WDEP can be explained by differences in the precipitation amounts at the open-field sites. However, the EMEP model’s WCONC values still underpredict the ICP network values in some areas, especially in southern Scandinavia, and suggest a systematic problem with either the model or the measurements in this region.

We can compare these results to those obtained in comparison to the EMEP/CCC measurement data. In this case both oxidised and reduced nitrogen depositions are underestimated by the EMEP model in both years, with the same magnitude as in the comparison with ICP data. $\text{NO}_3^-$ in precipitation is 15% and 23% lower than EMEP observations in 1997 and 2000, respectively, whilst $\text{NH}_4^+$ in precipitation is underestimated by approximately 10% in both years. The correlation coefficients ($r^2=0.37$ for WDEP, 0.59 for WCONC) between model and measurements were rather similar to those found against the ICP network for oxidised nitrogen, and better ($r^2=0.48$ for WDEP, 0.55 for WCONC) for reduced nitrogen.

Thus, both this comparison against ICP data and that against EMEP data suggest that the EMEP model systematically underpredicts the levels of both oxidised and reduced nitrogen. If we regard the WCONC comparison as most reliable for the ICP data (since it avoids some of the problems associated with precipitation sampling), both the ICP and EMEP measurement comparisons suggest that the EMEP model underpredicts N-deposition by around 10% on average. Although this actually represents a good level of agreement for regional transport modelling of nitrogen compounds, this may be an indication of problems in the atmospheric chemistry or scavenging of these compounds, or of the emissions.

4.4 Comparison with other models

A previous analysis by Schaap et al. (2004), who compared inorganic aerosol fields over Europe with the regional air quality model LOTOS, indicated good agreement for mean levels of air concentrations (within 10–20%), and correlation coefficients of around $r^2\sim0.27–0.38$. Results for concentrations in precipitation were much worse, however, and this was partly attributed to the lack of in-cloud scavenging in the model. As well as problems with precipitation, this study also concluded that there were too few reliable data sets on $\text{NO}_3/\text{HNO}_3$ and $\text{NH}_3/\text{NH}_4$ in Europe, and that high time-resolution data are needed to test the diurnal variations of species involved in N-chemistry. Problems with the representation of ammonia were also highlighted. Such problems are not apparent in our study, possibly because forest sites are less affected by local ammonia emissions than the sites in more agricultural areas (see also Simpson et al., 2006).

Mathur and Dennis (2003) considered model performance for sulphate, nitrate and ammonium concentrations and depositions over the Eastern United States using a modified version of the RADM model (Chang et al., 1987). Model results for $\text{SO}_4^{2-}$ and $\text{NO}_3^-$ were found to be moderate to good ($r^2=0.4–0.7$), but much worse for $\text{NH}_4^+$. This work suggested severe problems with the $\text{NH}_3$ emission inventories used in the United States. Similarly, Adams et al. (1999) have compared these compounds with results from a global model, including some comparisons for EMEP measurement sites, obtaining good performance for $\text{SO}_4^{2-}$, with geometric means within 4% for the EMEP stations, degrading to within 63% for $\text{NH}_4^+$. Again, some of these problems may be due to the emissions inventories used in specific regions, but because of the coarse scale of the applied model (4° latitude by 5° longitude), it is not expected to capture the high spatial
Fig. 11. Wet Deposition of NO$_3^-$ in open field, kg(N) ha$^{-1}$ yr$^{-1}$. EMEP modelled wet vs. ICP bulk precipitation during 1997 and 2000. Lines and symbols as per Fig. 3.

Fig. 12. Volume weighted concentrations of NO$_3^-$ in precipitation, mg(N) l$^{-1}$, EMEP modelled wet vs. ICP bulk precipitation during 1997 and 2000. Lines and symbols as per Fig. 3.

variability of especially NH$_3$ and non-linearities in the chemistry.

Poor agreement between modelled and observed wet deposition fluxes was found in a regional model intercomparison in Europe (van Loon et al., 2004). In general, all studies (including our own) find that modelling of wet depositions is more difficult than for air concentrations. In the COSAM global model intercomparison (Roelofs et al., 2001), it was concluded that cloud-related processes in the sulphur cycle display the largest model to model variability, and this was the dominant cause of differences. This study suggested that future model studies should address the validation of the spatial and temporal distributions of simulated cloud fields (including precipitation formation), and also carry out comparisons with observed wet deposition fluxes in order to assess the representativity of computed wet deposition fluxes. Note that in connection with the latter recommendation, the study presented in this paper is as far as we are aware the most comprehensive attempt to date to evaluate the wet deposition fluxes of any model over European forest areas.

Differences in model formulation, available emission inventories, and also in chemical climate between Europe and other parts of the World preclude the direct application of conclusions drawn from many of these studies to the EMEP model or to the situation over Europe. For example, we believe that the emission inventories used by EMEP over
Europe have reasonable quality, as evidenced by the good agreement found for air concentrations of S and N compounds. Uncertainties remain of course, especially for ammonia, but in general the emissions are probably not the weakest part of the EMEP modelling system. However, the results of the above model studies indicate strongly the uncertainties surrounding the modelling of the inorganic, and especially nitrogen-containing, components of the atmospheric aerosol, and of cloud and precipitation processes. The chemical problems can only be tackled by comparison with good-quality measurements, as noted above, and such data are currently too limited in Europe to enable a good evaluation of the chemical cycling in models. Many of the problems associated with cloud and precipitation processes are
inherently difficult, and very much in the domain of Meteorological research. However, there are some possibilities for work with finer scale meteorological and air pollution models – this will be discussed further below.

5 Discussion and conclusions

This paper has presented a comparison of the results of the EMEP chemical transport model with a data-set never before used in the evaluation or formulation of the model, that of the EU/ICP Forest (Level II) monitoring network. Modelled data from 1997 and 2000 were compared with observed deposition data from 160 sites from this network. The components that were compared consisted of (1) Precipitation amount, (2) Total deposition (TDEP) of SO$_4^{2-}$ to coniferous and deciduous forests, (3) Wet deposition (WDEP) of SO$_4^{2-}$, NO$_3^-$ and NH$_4^+$ in open field, and (4) Concentrations (WCONC) of SO$_4^{2-}$, NO$_3^-$ and NH$_4^+$ in precipitation at open-field sites.

It should be stressed that this study compares two completely different methods for estimating deposition to forest locations: (a) measured data from a spot, normally a forest plot of around 30×30 m$^2$, with varying exposure, tree species, leaf area index, etc.; and (b) model calculated average deposition to the same forest type in a corresponding grid square of size ∼50×50 km$^2$. It should be noted that the EMEP model cannot be expected to reproduce small-scale variations in deposition regimes, caused by such factors as local emissions (especially important for NH$_3$, e.g. Sutton et al., 1998) and topography (which has strong effects on rainfall amount and deposition, e.g. Dore et al., 1992; Fowler et al., 1988), or where relevant processes that are not included in the model (e.g. occult deposition) are important. Further, as discussed in Sect. 4.1, the model has problems with sub-grid precipitation, and simulates precipitation more often, but in lower amounts, than reality. As precipitation scavenging is a complex and non-linear process (e.g. Barrie, 1992), such issues will cause errors in modelled wet deposition. On the other hand, it should be kept in mind that there are many uncertainties inherent in the deposition monitoring methods themselves.

Despite these difficulties, differences in mean values between modelled and observed SO$_4^{2-}$, NO$_3^-$ and NH$_4^+$ total and wet deposition were within 20% in 1997 and 30% in 2000, with the EMEP model showing slightly slightly lower values than the observations. Modelled and observed concentrations of SO$_4^{2-}$, NO$_3^-$ and NH$_4^+$ in precipitation are very similar on average (differences of 0–14%), and the correlation between modelled and observed data rather high for this type of comparison (between $r^2=0.4–0.8$ for most components and years). The spatial pattern of total S deposition was reproduced very well by the model. For the wet depositions of both S and N components, the overall spatial patterns were captured quite well, but systematic differences were found in especially southern Norway and Sweden. These discrepancies for sulphur, and partly for nitrogen components, can probably be explained by problems with precipitation sampling in winter-time in these regions, which leads to quite different precipitation amounts in the ICP network and the EMEP model for these sites. In contrast to the results found for wet deposition, the spatial distribution of SO$_4^{2-}$ in precipitation was reproduced very well across Europe. For NO$_3^-$ and NH$_4^+$, the concentrations in precipitation were reproduced well in most areas, but with some regions where the EMEP model showed much lower concentrations than ICP forest data.

Concerning precipitation, the EMEP model and ICP network showed very similar overall levels (within 4% for 1997 and 11% for 2000). The correlation was poor ($r^2=0.15–0.23$), but this can be attributed partly to the influence of a few outliers, combined with a small range of rainfall amounts for most points. As the range of the deposition data was much greater than that of precipitation, these poorer results for precipitation do not have a major influence on the correlations found for deposition or concentrations. Some of the sites showing large discrepancies between the EMEP model and ICP data were found to have unusually high inter-annual variability in the precipitation amounts registered by ICP, suggesting that some differences may be due to sampling procedures or complex topographic effects which the model cannot resolve.

Concerning the measurements, improved quality control of the ICP deposition network, or at least some procedure to

Fig. 16. Yearly average concentrations in precipitation of oxidised nitrogen, mg(N) l$^{-1}$. EMEP modelled (concentration field) vs. ICP (bullets) during 1997.
flag or quantify uncertainties, would make these data more useful for evaluation of air pollution models. Further work to improve the quality of precipitation collection at the ICP-forest sites will also improve their applicability for model-evaluation, and of course for estimation of deposition fields in Europe.

Concerning the model results, a number of main findings have emerged from this study which need further investigation:

1. Coniferous versus deciduous forests. One unexplained problem is that the EMEP model seems to give much higher depositions to deciduous forests than those suggested by the ICP sites (albeit with few sites available for comparison). In fact, the EMEP model predicts similar deposition rates to deciduous forests as coniferous, whereas this study (and others) would suggest that overall deposition should be smaller for deciduous forests. This discrepancy can not yet be explained, and more analysis concerning the role of different ecosystem properties, and the role of wet and dry deposition, is needed. Such analysis should be supported using data from more heavily instrumented sites, combined with more detailed micro-meteorological modelling approaches.

2. Concurrent analysis with other pollution measurements will also help in understanding the sources of any discrepancies between modelled and monitored deposition amounts. It would be particularly helpful to have more detailed knowledge of the different gas, aerosol and precipitation N-components, for example with differentiated HNO₃, NH₄NO₃, NH₃, in order to test the model’s partitioning and deposition contributions from these species.

3. For evaluation of the precipitation amounts in the models (and indeed the measurements), comparison with national meteorological data, in consultation with national experts, is more likely to give a better guide to model performance than comparison with air pollution network data. Meteorological networks use gauges specifically designed to maximise the collection of rainfall, whereas rain-gauges used in air pollution networks are designed as a compromise between the needs of the chemical and precipitation analysis. (Still, it can be noted that even Meteorological network data have uncertainties, e.g. Førland, 1996).

4. It is clear from this study that the model’s ability to reproduce precipitation plays a key role in estimating deposition amounts. Indeed, numerical weather prediction (NWP) models in general have problems in reproducing precipitation patterns, both in time and space, and such problems are exacerbated in regions with complex terrain where orographic effects can play a large role. An improved resolution of the NWP models (to say 5×5 km² or finer) would help in resolving fine-scale features, but such a resolution would be too computer-resource demanding for application at the European scale within chemical-transport models. However, it may well be beneficial to explore the benefits and importance of such fine-scale modelling for smaller domains.

5. Some statistical down-scaling of model results to enable better comparability with measurements, especially in regions which show complex orographic effects on precipitation patterns may be an option for future investigations.

Although more work is needed to understand these discrepancies, the overall conclusion is that the EMEP model performs rather well in reproducing patterns of S and N deposition to European forests.
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