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Abstract

We estimate the degree of polynomial solutions of the Bézout equation by
means of the Koszul complex, and �nd explicit solutions by means of integral
formulas. We also give an explicit proof of Briançon-Skoda's theorem by
means of integral formulas. Next we construct integral formulas for sections
of the line bundles of Pn, which also gives rise to a Koppelman formula in
Pn. As an application we obtain some (known) vanishing theorems.
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1 Introduction

This work contains several seemingly unrelated parts, which are nevertheless
connected by the use of integral representation formulas. Section

integralform
2 reviews

integral formulas in Cn, beginning with a short history and ending with some
material from

MA
[1], which will be used in the following sections.

In Section
divprob
3 we look at the problem of estimating the degrees of polyno-

mials which are solutions of a Bézout equation. We do this �rst by means of
the Koszul complex, and then proceed to �nd explicit solutions by the use of
integral formulas.

The next section looks at how to prove Briançon-Skoda's theorem by
means of integral formulas. Like the previous section it also involves solving
a division problem, but this time locally instead of globally.

In Section
intformpn
5 we �nd integral formulas on the complex projective space Pn

by taking inspiration from the procedure in
MA
[1]. In Section

kopp
6 we construct

Koppelman formulas for Cn, then in Section
lunne
7 we do the same for Pn, and

then as an application prove some (known) vanishing theorems.
The formalism we use is built on a foundation of di�erential forms, and

we assume a knowledge of these. We also, from Section
intformpn
5 onwards, assume

a basic knowledge of Pn (the complex projective space) and vector bundles.
Some remarks on notation: By f(z) . g(z) we mean that f(z) ≤ Cg(z) for
some constant C. If α is a di�erential form, then we de�ne αn = αn/n!. By
d̂zi we mean dz1 ∧ . . . dzi−1 ∧ dzi+1 ∧ . . . ∧ dzn.
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2 Integral formulas on Cn

integralform
The simplest example of an integral representation formula is the well-known
Cauchy integral formula in one complex variable, which says that

φ(z) =
1

2πi

∫
∂D

φ(ζ)dζ

ζ − z

if φ is holomorphic and z ∈ D. Note that the kernel is holomorphic outside
z, and that it works for any domain D. In several complex variables things
are more complicated, and one has much more freedom to construct di�erent
kinds of kernels. We will begin with a short history of the development of
integral formulas, taken from

RA
[13]. Many of the kernels and formulas we

mention will occur later in the text.
We have the Bochner-Martinelli kernel (discovered in 1938 by Martinelli

and independently by Bochner in 1943), which works for any domain but is
not holomorphic. A more general kernel, the Cauchy-Fantappiè-Leray ker-
nel, includes the Bochner-Martinelli kernel as a special case, but can also be
used e. g. to obtain a holomorphic kernel for convex domains. The kernel was
discovered by Leray in 1959, but in the name he honored Cauchy and Fan-
tappiè as in�uential mathematicians in the �eld. Koppelman rediscovered
the same kernel in 1967, and shortly afterwards he introduced formulas to
represent forms of degree (0, q); the so-called Koppelman formulas. In 1969
another kernel was found by Henkin and independently by Ramirez, called
the Henkin-Ramirez kernel, which is important because it is a holomorphic
kernel on a strictly pseudoconvex domain. Since Henkin and Ramirez there
have been many further developments. Integral formulas have many appli-
cations, they have been used e. g. to �nd explicit solutions to the ∂̄-equation
or to solve the Levi problem.

I will now present the ideas for constructing integral formulas which are
contained in

MA
[1]. In the original article there are more illustrating examples,

but on the other hand I have more detailed proofs. These formulas will be
used in various contexts in the rest of the paper. First, let Ep,q(U) denote the
space of smooth (p, q)-forms on the open set U ⊂ Cn. Then we de�ne Lm(U)
to be ⊕n

k=0Ek,k+m(U) for any m, and Lm
curr(U) to be the corresponding space

of currents. If f ∈ Lm and g ∈ Lk, then f ∧ g ∈ Lm+k.
Now, for a �xed z ∈ Cn, let δζ−z be contraction with the vector �eld

2πi
n∑
1

(ζi − zi)
∂

∂ζi
.

This contraction anticommutes with the ∂̄ operator (it is easy to prove this
by checking on forms of the type f(ζ)dζI ∧dζ̄J). We now de�ne ∇ = ∇ζ−z =
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δζ−z− ∂̄, which is an operator from Lm to Lm+1 for all m. In fact, ∇◦∇ = 0
so that

. . .→ Lm(U) → Lm+1(U) → . . . (1) complex

is a complex. Moreover, ∇ obeys Leibniz's rule, that is

∇(f ∧ g) = ∇f ∧ g + (−1)mf ∧∇g

for f ∈ Lm. We also have Stokes' theorem,∫
∂D

f = −
∫

D

∇f,

if f ∈ L−1 andD has smooth boundary, which is seen by noting that
∫

D
δηf =

0 and using the ordinary Stokes' theorem.
For a current T ∈ Lm

curr and a test form φ ∈ L−m−1, we de�ne

∇T.φ = (−1)mT.∇φ. (2) tovsippa

This is a good de�nition since it holds if T is given by a smooth form, which
is seen by applying Leibniz's rule and Stokes' formula.

We want to solve the equation

∇ζ−zu(ζ) = 1− [z] (3) vild

in L−1
curr(Ω), where Ω is some open set containing z. Here [z] denotes the

Dirac measure at z, viewed as a current of degree (n, n). This is really a set
of equations, namely

δζ−zu1 = 1, . . . , δζ−zuk+1 − ∂̄uk = 0, . . . , ∂̄un = [z],

where uk denotes the component of bidegree (k, k − 1). The equations are
to be understood in the current sense. If u is such a solution, we will call
it a Cauchy form. Now let D ⊂ Ω be a set with smooth boundary such
that z ∈ D. If un is smooth, we can take it to be the kernel in our integral
formula, i. e.

φ(z) =

∫
∂D

φ(ζ)un (4) adoxa

if φ is holomorphic in D. Later, in Proposition
lunglav
2.3, we will see that it is

enough to �nd a smooth solution u to ∇ζ−zu(ζ) = 1 in L−1(U), where U is
a neighborhood of ∂D not containing z; then u will in fact satisfy (

adoxa
4).

The following proposition gives us an example of a Cauchy form.

6



f\"altsippa Proposition 2.1. Let z ∈ Cn be �xed and let

b(ζ) =
1

2πi

∂|ζ − z|2

|ζ − z|2
.

Then the form

u =
b

∇b
=

b

1− ∂̄b
= b ∧

n∑
1

(∂̄b)k−1 (5) angst

will satisfy (
vild
3) in Cn.

Proof. First we want to show that ∇u = 1 when ζ 6= z. It is easy to see
that δζ−zb = 1; furthermore δζ−z∂̄b = −∂̄δζ−zb = ∂̄1 = 0. Using this, we get
δζ−zuk+1 − ∂̄uk = δζ−z(b ∧ (∂̄b)k)− ∂̄(b ∧ (∂̄b)k−1) = (∂̄b)k − (∂̄b)k = 0. As a
special case, we see that ∂̄un = 0 since un+1 = 0.

To see what happens over the singularity, we prove �rst that ∂̄un = [z].
It is well-known that this is so, since our un is the well-known Bochner-
Martinelli kernel. To prove it, assume for simplicity that z = 0, and take a
test function φ(ζ). Then |un| . |ζ|−2n+1 close to the origin, and thus un is
integrable, so we have∫

∂̄φ(ζ) ∧ un = lim
ε→0

∫
|ζ|>ε

∂̄φ(ζ) ∧ un. (6) bort

Since ∂̄un = 0 outside the origin, we can use Stokes' theorem on the integral
on the right hand side of (

bort
6), and get(

1

2πi

)n ∫
|ζ|=ε

φ(ζ) ∧ ∂|ζ|2

|ζ|2
∧
(
∂̄
∂|ζ|2

|ζ|2

)n−1

. (7) backsippa

For the next step, we note that in the integrand we can replace ∂̄(∂|ζ|2/|ζ|2)
with ∂∂̄|ζ|2/|ζ|2, since the term containing ∂|ζ|2 will vanish because there
already is one such factor in the integrand. We continue from (

backsippa
7) and get

(
1

2πi

)n
1

ε2n

∫
|ζ|=ε

φ(ζ) ∧ ∂|ζ|2 ∧
(
∂̄∂|ζ|2

)n−1
=

=

(
1

2πi

)n
1

ε2n

(∫
|ζ|<ε

∂̄φ(ζ) ∧ ∂|ζ|2 ∧
(
∂̄∂|ζ|2

)n−1
+

+

∫
|ζ|<ε

φ ∧
(
∂̄∂|ζ|2

)n)
, (8) mosippa
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where we have used Stokes' theorem. Now we have two integrals, and we
will show that the �rst one converges to zero and the other one to φ(z) when
ε → 0. The integrand of the �rst one is O(|ζ|)), so we can estimate the
absolute value of that integral with Vol(B(0, ε)) · O(ε)/ε2n, which goes to
zero when ε→ 0.

We note that n! · dV = (i∂∂̄|ζ|2/2)n, so the second integral in (
mosippa
8) is equal

to

(
1

2πi

)n
1

ε2n

∫
|ζ|<ε

φ(ζ) ∧
(
∂̄∂|ζ|2

)n
=

=

(
−i
2π

)n
1

ε2n

∫
|ζ|<ε

(φ(0) +O(|ζ|)) ∧ (−1)n
(
∂∂̄|ζ|2

)n
=

n!

πnε2n

∫
|ζ|<ε

(φ(0) +O(|ζ|))dV. (9) baka

But the volume of B(0, ε) in Cn is equal to πnε2n/n!, and then we see that (
baka
9)

converges to φ(0), since the term containing O(|ζ|) will go to zero as ε→ 0.
To conclude the proof, we also need to prove that δζuk+1 = ∂̄uk in the

current sense, for k < n. To this end, take a test form φ. Then we have

∫
∂̄uk ∧ φ =

∫
uk ∧ ∂̄φ = lim

ε→0

∫
|ζ|>ε

uk ∧ ∂̄φ =

= lim
ε→0

(∫
|ζ|>ε

∂̄uk ∧ φ+

∫
|ζ|=ε

uk ∧ φ
)
. (10) nipsippa

The second integral in (
nipsippa
10) will go to zero as ε → 0, since Vol({|ζ| = ε}) =

O(ε2n−1) and uk ∧ φ = O(|ζ|−2k+1), and the �rst one is equal to

lim
ε→0

∫
|ζ|>ε

∂̄uk ∧ φ = lim
ε→0

∫
|ζ|>ε

δζuk+1 ∧ φ =

∫
δζuk+1 ∧ φ,

where the last equality is true since uk+1 = O(|ζ|−(2k+1)) and δζuk+1 =
O(|ζ|−2k).

We observe that since u is a Cauchy form, the complex (
complex
1) is exact if

z 6∈ U . This is because if we take f ∈ Lm such that∇f = 0, then u∧f ∈ Lm−1

and ∇(u ∧ f) = f .
The following proposition tells us how to �nd other Cauchy forms (it is

Proposition 2.2 on page 6 of
MA
[1]).
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carex Proposition 2.2. Suppose u ∈ L−1(Ω \ {z}) solves ∇u = 1 in Ω \ {z}, and
that |uk| . |ζ − z|−(2k−1). Then u satis�es ∇ζ−zu = 1− [z] in Ω.

Proof. Let u1 be the form in Proposition
f\"altsippa
2.1, and let u2 be a form satisfying

the conditions in the proposition. For simplicity, assume again that z = 0.
Then u1 ∧ u2 = O(|ζ|−(2n−2)) near the origin, and ∇(u1 ∧ u2) = u2 − u1

pointwise outside the origin. We want to show that ∇(u1 ∧ u2) = u2 − u1

holds in the current sense. Take a test form φ ∈ L1(Ω). Then in light of (
tovsippa
2)

we want to show that

−
∫

(u1 ∧ u2) ∧∇φ =

∫
(u1 − u2) ∧ φ. (11) maskros

Using �rstly that u1 ∧ u2 is integrable, and secondly Stokes' theorem, the
right hand side of (

maskros
11) is equal to

− lim
ε→0

∫
|ζ|>ε

(u1 ∧ u2) ∧∇φ =

= lim
ε→0

(∫
|ζ|=ε

u1 ∧ u2 ∧ φ+

∫
|ζ|>ε

∇(u1 ∧ u2) ∧ φ
)
. (12) mikroskop

The �rst of the integrals in (
mikroskop
12) will go to zero when ε→ 0, since u1 ∧ u2 =

O(|ζ|−2n+2) and V ol({|ζ| = ε}) = O(ε2n−1). As for the �rst integral, we get

lim
ε→0

∫
|ζ|>ε

∇(u1 ∧ u2) ∧ φ = lim
ε→0

∫
|ζ|>ε

(u1 − u2) ∧ φ =

∫
(u1 − u2) ∧ φ

using the fact that u1 − u2 is integrable. Thus, we know that ∇(u1 ∧ u2) =
u2 − u1 as currents. It follows that ∇u1 = ∇u2, and since u1 is a Cauchy
form, u2 must be one too.

We are now ready for the following proposition (Proposition 2.1 on page
5 of

MA
[1]):

lunglav Proposition 2.3. Suppose that z ∈ D and z 6∈ U ⊃ ∂D. If u ∈ Lm
curr(U)

and ∇ζ−zu = 1, then ∂̄un = 0, and all such un de�ne the same Dolbeault
cohomology class ωζ−z in U and any representative for ωζ−z occurs in this
way. If un is smooth and φ ∈ O(D), then

φ(z) =

∫
∂D

φ(ζ)un. (13) propekv
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Proof. Obviously if ∇ζ−zu = 1, then ∂̄un = 0. Now we take u′n to be the
top-degree term of u′, where ∇u′ = 1. We must prove that u′n is in the same
cohomology class as un. But ∇(u − u′) = 0, and since z 6∈ U we can �nd a
solution w to ∇w = u− u′. Then u′n = un + ∂̄wn, which is what we wanted
to prove.

To prove the other direction, let u′n = un + ∂̄ψ, where ψ is an (n, n− 2)
form, be another representative of the cohomology class. Then u′ = u−∇ψ
solves ∇u′ = 1, and u′n is in fact the top-degree term of such a solution. Let
u be the Bochner-Martinelli form; then un satis�es (

propekv
13). If we use Stokes'

theorem on the boundary of ∂D, which is empty, it follows that
∫

∂D
∂̄ψ = 0,

and thus u′n satis�es (
propekv
13).

This proposition shows that one can see the kernel itself as just the top-
degree term in a larger form, and that all kernels occur in such a way. This
approach has advantages for example when we construct weighted formulas.

De�nition 1. A smooth form g ∈ L0 such that ∇g = 0 and g0(z) = 1 is a
weight.

The main example of a weight is 1 +∇q, where q ∈ L−1. Now we have the
following proposition (Proposition 3.1 on page 7 in

MA
[1]):

viktint Proposition 2.4. If g is a weight in Ω, D ⊂⊂ Ω, and u solves ∇u = 1 in a
neighborhood of ∂D, then

φ(z) =

∫
∂D

φ(ζ)(u ∧ g)n +

∫
D

φgn

if φ ∈ O(D).

Proof. We have ∇(u∧g) = ∇u∧g = (1− [z])∧g = g− [z]. Then ∂̄(u∧g)n =
gn − [z], and the proposition follows.

We will make use of this proposition in Section
intsect
3.2.
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3 Estimating the degree of polynomial solutions

of the Bézout equation
divprob

We propose to use methods from complex analysis to make estimates of the
degree of polynomials which are related to the division problem in Hilbert's
Nullstellensatz. The setup is as follows: We suppose that f(z) = (f1(z), ..., fm(z))
is a tuple of polynomials which have no common zeroes in Cn, and such that
deg (fi) ≤ d. Now we want to �nd polynomials p(z) = (p1(z), . . . , pm(z)) such
that f ·p = 1. We know that this is possible by Hilbert's Nullstellensatz, but
we also want to get an upper bound on their degree.

The �rst break-through in this problem was by Brownawell in the 1987
paper

BR
[8]. The main part of his paper was to obtain the inequality

1/|f(z)| . |z|M (14) s\"otnos

by algebraic means with M = (n − 1)dµ − 1, where µ = min(m,n). Using
this inequality it was proven that deg(pi) ≤ µ(dµ +d), by means of a result of
Skoda

SK
[15] based on Hörmander's work on L2-estimates and the ∂̄-equation.

An improvement on this was given in 1988 by Kollár
KO
[11], where the estimates

were improved to deg(fipi) ≤ dµ in the case of d > 2. In 1997, Sombra
SO
[17]

proved that deg (fipi) ≤ 2dµ with no restrictions on d. Their proofs were
algebraic.

The result of Skoda that Brownawell used was

nattljus Theorem 3.1. Let f(z) = (f1(z), ..., fm(z)) be a tuple of polynomials such
that deg (fi) ≤ d, |f(z)| > 0 in Cn, and 1/|f(z)| . |z|M . Then there exist
p(z) = (p1(z), . . . , pm(z)) such that f · p = 1 and deg (pi) ≤ µ(M + d) − d,
where µ = min(m,n + 1). The result is true for M ≥ −d, and if m > n we
have the additional requirement that (n+ 1)M ≥ −n.

This result can be sharpened by the use of residue currents, as in
MA2
[2],

where the same estimate is obtained with µ = min(m,n). In Section
dadlar
3.1 we

will show that it is possible to obtain Theorem
nattljus
3.1 by means of the Koszul

complex. In Section
intsect
3.2 we will obtain an explicit solution p(z) by means of

integral formulas, with an estimate of deg p which is only slightly worse than
the one in Theorem

nattljus
3.1.

3.1 Using the Koszul complex
dadlar

The Koszul complex method has been widely used in complex analysis since
Hörmander �rst used it this context in

H\"O
[10]). We let E be a trivial vector

bundle over Cn with the global frame {ei}, and let E∗ with frame e∗i be the
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dual bundle. We then regard f(z) =
∑m

1 fi(z)e
∗
i as a section of E∗, and

de�ne the operation δf on sections of E as contraction with f . In other
words, if s =

∑m
1 siei is a section of E, then δf (s) =

∑m
1 sifi. The operation

is extended to sections of
∧
E by Leibniz' rule. We introduce the operator

∇ = δf − ∂̄ and aim to solve the equation ∇u = 1. To this end, we de�ne

σ =
m∑
1

σi =
m∑
1

f̄i

|f |2
ei

and set u = σ/∇σ = σ∧
∑∞

0 (∂̄σ)k, in a similar way as in (
angst
5). Then ∇u = 1,

using a �telescoping sum� argument. But in fact, the sum is not endless �
we have ∂̄uµ = 0 where µ = min(m,n + 1). It is obvious that ∂̄un+1 = 0
since un+1 is a (0, n)-form. On the other hand, ∂̄um = δfum+1 = 0 since the
degree of um+1 in

∧
E is too high. We can rewrite ∇u = 1 as the system of

equations

∂̄uµ = 0

δfuµ = ∂̄uµ−1

...

δfu2 = ∂̄u1

δfu1 = 1.

From these equations we see that it is possible to solve the system of equations

∂̄wµ = uµ

∂̄wµ−1 = uµ−1 + δfwµ

...

∂̄w1 = u1 + δfw2. (15) k-eqns

We want to obtain a holomorphic solution ψ to fψ = 1; actually we can use
ψ = u1 + δfw2. The problem then is to estimate the degree of ψ. This can
be done by �rst obtaining an L2-estimate of uµ, then wµ, then wµ−1, etc,
working through the equations all the way down to ψ by using the following
theorem.

godis Theorem 3.2. Let g be a smooth (0, q + 1)-form on Cn, with ∂̄g = 0 and∫
|g|2

(1 + |ζ|2)k+n+ε
<∞, (16)
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where k ≤ −2n if q = n− 1, and k ∈ Z for other q. Then there is a smooth
(0, q)-form u which solves ∂̄u = g, such that∫

|u|2

(1 + |ζ|2)k+1+n+ε
<∞.

A proof of this theorem is given in
AB
[3]. The �rst problem, then, is to

estimate the absolute value of

uµ = σ ∧ (∂̄σ)µ−1 = σ ∧
∑

|I|=µ−1

∂̄σI ∧ eI ,

where ∂̄σI = ∂̄σi1 ∧ . . . ∧ ∂̄σiµ−1 . There is a crude way of doing this, where
we simply observe that |∂̄σ| ≤ |∂̄f̄ |/|f |2 . |z|2M+d−1, which would imply
that |uµ| . |z|2M(µ−1)+M+(µ−1)(d−1). We can do better than this, but then
we need some background on positive di�erential forms. The concept of an
(n, n)-form being positive is well-de�ned, since complex manifolds have a
well-de�ned orientation. For a (p, p)-form, positivity can be de�ned in two
equivalent ways:

De�nition 2. Let α be a (p, p)-form. Then α ≥ 0 if α ∧ iγ1 ∧ γ̄1 ∧ . . . ∧
iγn−p ∧ γ̄n−p ≥ 0 for all (1, 0)-forms γ1, . . . , γn−p. Equivalently, α ≥ 0 if the
restriction to every subspace of dimension p is positive.

herm Proposition 3.3. Let α =
∑

j,k αj,kidzj ∧ dz̄k be a (1, 1)-form. Then α ≥ 0

if and only if ξ 7→
∑

j,k αj,kξj ξ̄k is a positive semi-de�nite Hermitian form.

From this it follows that i∂∂̄v ≥ 0 if v is a plurisubharmonic function.

Proposition 3.4. If α1, . . . , αk are positive (1, 1)-forms, then α1 ∧ . . . ∧ αk

is also positive.

The form β = i
2
∂∂̄|ζ|2 is a positive (1, 1)-form, and βn = dV , where dV is

the volume form of Cn with the ordinary Lebesgue measure. We also have:

scal Proposition 3.5. If α1 and α2 are (p, 0)-forms, then 〈α1, α2〉dV = cα1 ∧
ᾱ2 ∧ βn−p, where c = (−1)p(p−1)/2(i/2)p.

We return to our goal � to estimate uµ. To do this, we try to �nd the
in�mum of all r such that∫

|uµ|2

(1 + |ζ|2)r+n
dV <∞. (17) choklad

One can think of r as approximating the polynomial degree of uµ. Now, we
have
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|uµ|2dV ≤ |σ|2
∑

|I|=µ−1

|∂̄σI |2dV. (18) namarie

We use Proposition
scal
3.5 to rewrite our integrand:

∑
|I|=µ−1

|∂̄σI |2dV = c
∑

|I|=µ−1

∂σ̄I ∧ ∂̄σI ∧ βn−µ+1 =

= c′
∑

|I|=µ−1

i∂σ̄i1 ∧ ∂̄σi1 ∧ . . . ∧ i∂σ̄iµ ∧ ∂̄σiµ ∧ βn−µ+1 .

.

(∑
j

i∂σ̄j ∧ ∂̄σj

)µ−1

∧ βn−µ+1. (19) solsken

Observe that c′ must be a positive number, since the sums on line two and
on the left hand side of line one are both positive forms (as is the form on
line three). By (

namarie
18) and (

solsken
19) we get

∫
|uµ|2

(1 + |ζ|2)r+n
dV ≤

.
∫ (

1

1 + |ζ|2

)r+n

|σ|2
(∑

j

i∂σ̄j ∧ ∂̄σj

)µ−1

∧ βn−µ+1. (20) ineq

To proceed, we need a lemma. We will only indicate the proof, as it is
mostly raw calculations. Also see page 94 of

AC
[4].

Lemma 3.6. Let f be as before. Then∑
j

i∂σ̄j ∧ ∂̄σj ≤
4

ε2
i∂∂̄|f |ε

|f |2+ε
. (21) morot

Proof. We �rst prove that

i∂|f |2 ∧ ∂̄|f |2

|f |2
≤ i∂∂̄|f |2. (22) punchkotte

by expanding the expression i∂∂̄ log |f |2 ≥ 0, which holds because log |f |2
is a plurisubharmonic function. To prove the statement in the lemma, �rst
expand the left hand side of (

morot
21) and get∑

j

i∂σ̄j ∧ ∂̄σj ≤
i∂∂̄|f |2

|f |4
.

14



Then we show that

i∂∂̄|f |2

|f |4
≤ 4

ε2
i∂∂̄|f |ε

|f |2+ε

by expanding i∂∂̄|f |ε = i∂(∂̄(|f |2)ε/2), which is a positive form since |f |ε is
plurisubharmonic. Then use (

punchkotte
22).

Now, if we start with (
ineq
20) and use the lemma we just proved, we get

∫
|σ|2

(
1

1 + |ζ|2

)r+n
(∑

j

i∂σ̄j ∧ ∂̄σj

)µ−1

∧ βn−µ+1 ≤

.
∫
|σ|2

(
1

1 + |ζ|2

)r+n(
i∂∂̄|f |ε

|f |2+ε

)µ−1

∧ βn−µ+1.

Note that the last estimate is gained at the price of getting a large con-
stant depending on ε in front of the integral. But since all we care about
is the polynomial growth of the integrand, this is not important. Using our
hypothesis (

s\"otnos
14) and the estimate |σ| ≤ 1/|f | . |ζ|M , we get

∫
|σ|2

(
1

1 + |ζ|2

)r+n(
i∂∂̄|f |ε

|f |2+ε

)µ−1

∧ βn−µ+1 .

.
∫ (

1

1 + |ζ|2

)r−(µ−1)M−M+n−(µ−1)Mε/2 (
i∂∂̄|f |ε

)µ−1 ∧ βn−µ+1.

Now we want to use integration by parts. To this end, we take a smooth
cuto� function χ = χ(|ζ|2) such that

χ =

{
1 |ζ| < 1
0 |ζ| > 2.

Then let χR(ζ) = χ(ζ/R). We will integrate∫
χR

(
1

1 + |ζ|2

)r−µM+n−(µ−1)Mε/2 (
i∂∂̄|f |ε

)µ−1 ∧ βn−µ+1

by parts, and then let R→∞. To simplify the notation, �rst set

α =

(
1

1 + |ζ|2

)r−µM+n−(µ−1)Mε/2

. (23) m\r ankaka
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We want to move ∂∂̄ on the �rst |f |ε to the other factors. This will not a�ect
(∂∂̄|f |ε)µ−2's or βn−µ+1, since they are closed, but only α and χ. We have:

∫
χRα ∧ i∂∂̄|f |ε ∧

(
i∂∂̄|f |ε

)µ−2 ∧ βn−µ+1 =

=

∫
i∂∂̄χR ∧ α|f |ε

(
i∂∂̄|f |ε

)µ−2 ∧ βn−µ+1 +

+

∫
i∂χR ∧ ∂̄α ∧ |f |ε

(
i∂∂̄|f |ε

)µ−2 ∧ βn−µ+1 +

+

∫
i∂α ∧ ∂̄χR ∧ |f |ε

(
i∂∂̄|f |ε

)µ−2 ∧ βn−µ+1 +

+

∫
χRi∂∂̄α ∧ |f |ε

(
i∂∂̄|f |ε

)µ−2 ∧ βn−µ+1

= I1 + I2 + I3 + I4. (24) partint

Now, we want to examine each of these four integrals. Note that the
integrands of the �rst three ones have support on {R < |ζ| < 2R}; we will
choose an r such that these integrals vanish when R→∞. We �rst consider
I4, which has support on {|ζ| < R}, and to do that we have to look at i∂∂̄α
(cf. (

m\r ankaka
23)).

alfa Lemma 3.7. We have the estimate

i∂∂̄

(
1

1 + |ζ|2

)k

≤ 2k(k + 1)

(
1

1 + |ζ|2

)k+1

β.

Proof. We have:

i∂∂̄

(
1

1 + |ζ|2

)k

=

= ik(1 + |ζ|2)−k−2
(
(k + 1)∂|ζ|2 ∧ ∂̄|ζ|2 − (1 + |ζ|2)∂∂̄|ζ|2

)
. (25) vatten

Since i∂∂̄|ζ|2 is a positive form, we can just omit the last term when we make
an estimate. Also, i

2
∂|ζ|2 ∧ ∂̄|ζ|2 ≤ |ζ|2β, which can be seen by choosing ζ =

(ζ1, 0, . . . , 0), since the forms in question are unchanged by unitary mappings.
Thus the lemma follows from (

vatten
25).

We can see now that

I4 .
∫
χ

(
1

1 + |ζ|2

)r−µM+n+1−(µ−1)Mε/2

∧ |f |ε ∧
(
i∂∂̄|f |ε

)µ−2 ∧ βn−µ+2,
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i. e. we have one more factor β and one less factor i∂∂̄|f |ε compared with
what we had before the integration by parts. We make the estimate |f |ε .
(1 + |ζ|2)dε/2, which gives us

I4 .
∫
χ

(
1

1 + |ζ|2

)r−µM+n+1−(µ−1)Mε/2−dε/2

∧
(
i∂∂̄|f |ε

)µ−2 ∧ βn−µ+2.

Now we integrate this by parts again. This will give rise to three new �bound-
ary integrals� (we will look closer at these later) and another integral which,
like I4, has support on {|ζ| < R}. We then repeat the procedure until we are
down to ∫

χβn

(
1

1 + |ζ|2

)r−µM+n+µ−1−(µ−1)Mε/2−d(µ−1)ε/2

.

This integral is convergent if

r > µM − (µ− 1) + ε(µ− 1)(M + d)/2, (26) jord

so the integral I4 also converges for this r.
We also have to make sure that the integrals I1, I2 and I3 go to zero

as R → ∞. Take I1, for example, which contains the (1, 1)-form i∂∂̄χR.
Looking closer at this form, we see that

∂∂̄χR = ∂∂̄χ

(
|ζ|2

R2

)
= χ′′

(
|ζ|2

R2

)
∂|ζ|2 ∧ ∂̄|ζ|2

R4
+ χ′

(
|ζ|2

R2

)
∂∂̄|ζ|2

R2
.

Using the same idea as in the proof of Lemma
alfa
3.7, we can make the estimate

i∂∂̄χR ≤
1

R2
φ1(|ζ|2/R2)β,

where φ1 is some positive rotation-invariant function that has support on the
annulus 1 ≤ |ζ| ≤ 2 and φ1(ζ) ≥ χ′′(ζ) + χ′(ζ).

Now we can say that

I1 =

∫
i∂∂̄χR ∧

(
1

1 + |ζ|2

)k

|f |ε
(
i∂∂̄|f |ε

)µ−2 ∧ βn−µ+1 ≤∫
1

R2
φ1(|ζ|2/R2) ·

(
1

1 + |ζ|2

)k−dε/2 (
i∂∂̄|f |ε

)µ−2 ∧ βn−µ+2. (27)

This looks like what we had before the integration by parts, except that the
cuto� function has support on {R ≤ |ζ| ≤ 2R} instead, and that we one

17



more β and one less i∂∂̄|f |ε. And, of course, that we have an extra 1/R2 to
help with the convergence. Now, we can just repeat the integration by parts,
if we check that I2 and I3 will behave nicely as well.

I2 contains the form

i∂χ (|ζ|2/R2) ∧ ∂̄
(

1
1+|ζ|2

)k

=

= iχ′ (|ζ|2/R2) 1
R2∂|ζ|2 ∧

(
−k

1+|ζ|2

)k+1

∂̄|ζ|2 .

. φ2(|ζ|2/R2)
(

1
1+|ζ|2

)k
1

R2β, (28)

where φ2 is a positive function that has support on the annulus 1 ≤ |ζ| ≤ 2
and φ2(|ζ|2/R2) ≥ χ′ (|ζ|2/R2). Just as with I1, we have got one more β,
one less i∂∂̄|f |ε, and an extra 1/R2. Now we repeat the integration by parts.
The integral I3 is in fact identical to I2.

We have shown that for each extra β, we get an extra factor 1/R2. When
we have done partial integrations until no i∂∂̄|f |ε remains, the integrand will
be (except for a cuto�-function)

1

R2(µ−1)

(
1

1 + |ζ|2

)r−µM+n−ε(µ−1)(M+d)/2

,

which we can just as well write as(
1

1 + |ζ|2

)r−µM+n+µ−1−ε(µ−1)(M+d)/2

.

If we choose r > µM − (µ− 1)+ ε(µ− 1)(M + d)/2, as above, we see that all
the integrals with cuto� functions that have support on R ≤ |ζ| ≤ 2R will go
to zero, which is what we wanted to prove. To sum up, we have determined
that ∫

|uµ|2

(1 + |ζ|2)r+n+ε′
dV <∞ (29) arrgh

for r ≥ µM − (µ− 1), where ε′ = ε(µ− 1)(M + d)/2 is chosen to be smaller
than 1. We will continue by working back through the equations (

k-eqns
15) to get

an estimate for ψ. We apply Theorem
godis
3.2 to ∂̄wµ = uµ and get∫

|wµ|2

(1 + |ζ|2)r+n+1+ε′
<∞.

18



Next we want to estimate wµ−1. We know that ∂̄wµ−1 = uµ−1 + δfwµ, and
since uµ−1 grows much less than uµ and the application of δf amounts to
multiplying with a polynomial of degree d, we see that∫

|∂̄wµ−1|2

(1 + |ζ|2)r+n+1+d+ε′
<∞.

By Theorem
godis
3.2 it follows that∫

|wµ−1|2

(1 + |ζ|2)r+n+2+d+ε′
<∞.

Then we continue in the same way until we get∫
|ψ|2

(1 + |ζ|2)r+n+(µ−1)+d(µ−1)+ε′
<∞

for ψ = u1 + δfw2, where r ≥ µM − (µ − 1). But since ψ is a holomorphic
function, it follows from Liouville's theorem that it must be a polynomial of
degree at most

r + (µ− 1) + d(µ− 1) + ε′ = µM − (µ− 1) + (µ− 1) + d(µ− 1) + ε′ =

= µ(M + d)− d+ ε′. (30)

Since ε′ can be chosen arbitrarily small, we conclude that degψ is at most
µ(M + d)− d.

Let us discuss how small M can be for this to be true. First, we rewrite
(
s\"otnos
14) as

|f |
(1 + |z|)d

&
1

(1 + |z|)M+d
.

Since f is a tuple of polynomials with no common zeroes in Cn, we have
M + d ≥ 0, so M ≥ −d. The other condition in Theorem

nattljus
3.1 arises because

when we use Theorem
godis
3.2 on (

arrgh
29), we need to have r ≥ −2n, which means

that µM − (µ−1) ≥ −2n. We need only make sure that this condition holds
if m > n, though, since otherwise the form uµ is not of degree (0, n). In this
case the condition is (n+ 1)M − n ≥ −2n or (n+ 1)M ≥ −n.

3.2 Using integral formulas
intsect

It is also possible to get an explicit solution to the division problem by using
the integral formulas of Berndtsson

BE
[6]. We can then reuse some of the esti-

mates in the section on the Koszul complex section to obtain an estimate of
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the degree of the solutions which is only slightly worse. First some prelimi-
naries. We regard f again as a tuple, not as a section of a vector bundle. Let
σ = (f̄1/|f |2, . . . , f̄m/|f |2), µ = min(n+ 1,m), and let h(ζ, z) = (h1, . . . , hm)
be a vector of holomorphic (1, 0)-forms such that δζ−zhj = fj(ζ)−fj(z). The
hi are called Hefer forms, and can be explicitly constructed since the fi's
are polynomials. Note that the coe�cients of the Hefer forms will then be
polynomials of degree d− 1 in both z and ζ. We have the theorem

Theorem 3.8. Let f(z) = (f1(z), ..., fm(z)) be a tuple of polynomials such
that deg (fi) ≤ d, |f(ζ)| > 0 in Cn, and 1/|f(z)| . |z|M . Then

pi(z) =

∫
σi

µ∑
k=0

cn

(
i∂̄

ζ̄ · dζ
1 + |ζ|2

)n−k

∧ (h · ∂̄σ)k

(
1 + z · ζ̄
1 + |ζ|2

)r−n+k

(f(z) · σ)µ−k−1

where cn =
(

r
n−k

)(
µ
k

)
. We also have the estimate deg pi ≤ µ(M + d) − d +

(d − 1)(µ − 1). The result is true for M ≥ −d, and if m > n we have the
additional requirement that (n+ 1)M ≥ −n.

Proof. From Proposition
viktint
2.4 we know that if g(ζ, z) is a weight, then

1 =

∫
∂D

(u ∧ g)n,n−1 +

∫
D

gn,n. (31) intform

The indices indicate the bidegree, u is the Bochner-Martinelli kernel, and in
our application, D = B(0, R). We want to use a weight g such that the �rst
integral disappears when R → ∞, and such that f(z) is a factor in g. We
will then estimate the degree of the rest of the second term, which will be
our p(z). Consider

g1 =

(
1 + z · ζ̄
1 + |ζ|2

+ i∂̄
ζ̄ · dζ

1 + |ζ|2

)r

=

(
1−∇ ζ̄ · dζ

1 + |ζ|

)r

g2 = (f(z) · σ + h · ∂̄σ)µ = (1−∇(h · σ))µ. (32) vikt

which are weights. Now let g = g1 ∧ g2. Then g will be our desired weight
for some value of r, as g1 will make the boundary integral go to zero, and
f(z) is a factor in g2 since (∂̄σ)µ = 0, just as in the section on the Koszul
complex. The idea now is to �nd an r such that the �rst integral in (

intform
31) goes

to zero, and the second converges, as R→∞. Then the degree of p(z) must
be r − n+ d(µ− 1).

We start by looking at the second integral. Writing it explicitly, we see
that it is equal to
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∫
(f(z) · σ − h · ∂̄σ)µ ∧

(
1 + z · ζ̄
1 + |ζ|2

+ ω

)r

. (33) int1

Note that ω = i∂̄ζ̄ · dζ/(1 + |ζ|2) = i∂∂̄ log(1 + |ζ|2), which is the second
term in g1, is a strictly positive (1, 1)-form. It gives rise in a natural way to
a Hermitian metric on T1,0, which induces a Riemannian metric, dependent
on ω, for which the volume form is dV =

(
1
2

)n
ωn. The term in the integrand

of (
int1
33) which has the largest polynomial growth is

σ(h · ∂̄σ)µ−1 ∧
(

1 + z · ζ̄
1 + |ζ|2

)r−n+µ−1

ωn−µ+1.

If we use the scalar product induced by ω instead of β, then by Propositionscal
3.5 we have

(h · ∂̄σ)µ−1 ∧ ωn−µ+1 =
∑
|I|=µ

hi1 ∧ ∂̄σi1 ∧ . . . ∧ hiµ−1 ∧ ∂̄σiµ−1 ∧ ωn−µ+1 =

= ±
∑

|I|=µ−1

hi1 ∧ . . . ∧ hiµ−1 . . . ∂̄σi1 ∧ . . . ∧ ∂̄σiµ−1 ∧ ωn−µ+1 =

= ±
∑

|I|=µ−1

〈hI , ∂̄σI〉ωdV. (34)

Thus, our integral converges if

∫ ∣∣∣∣∣∣σ
(

1 + z · ζ̄
1 + |ζ|2

)r−n+µ−1 ∑
|I|=µ

〈hI , ∂̄σI〉ω

∣∣∣∣∣∣ dV <∞. (35) grr

To simplify our formulas, we observe that∣∣∣∣1 + z · ζ̄
1 + |ζ|2

∣∣∣∣ . 1

1 + |ζ|
.

We use �rst the triangle inequality on (
grr
35), and then the Cauchy-Schwarz

inequality three times in a row � �rst on the scalar product inside the sum,
then on the sum itself, and �nally on the whole integral:

∫ ∣∣∣∣∣∣σ
(

1

1 + |ζ|

)r−n+µ−1∑
|I|

〈hI , ∂̄σI〉ω

∣∣∣∣∣∣ dV
2

≤
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≤

∫ |σ|
(

1

1 + |ζ|

)r−n+µ−1∑
|I|

|〈hI , ∂̄σI〉ω|dV

2

≤

≤

∫ |σ|
(

1

1 + |ζ|

)r−n+µ−1∑
|I|

|hI |ω|∂̄σI |ωdV

2

≤

≤

∫ |σ|
(

1

1 + |ζ|

)r−n+µ−1√∑
|I|

|hI |2ω
√∑

|I|

|∂̄σI |2ωdV

2

.

.
∫ (

1

1 + |ζ|2

)k∑
|I|

|hI |2ωdV ×

×
∫
|σ|2

∑
|I|

|∂̄σI |2ω
(

1

1 + |ζ|2

)r−n+µ−1−k

dV (36) smultron

We need to determine what k must be for the �rst integral in the product to
converge. We rewrite the integrand as(

1

1 + |ζ|2

)k∑
|I|

cIhI ∧ h̄I ∧ ωn−µ+1,

where the cI are constants. Each hi is a (1, 0)-form with polynomial degree
d− 1. Also

ω ≤ β

1 + |ζ|2
, (37) style

so to compensate, k = (d − 1)(µ − 1) − (n − µ + 1) + n = d(µ − 1). The
second integral in the product (

smultron
36) is almost the same integral as (

choklad
17) in the

previous section. The main di�erence is that we have ω instead of β. Using
(
style
37), we see that

ωn−µ+1 ≤
βn−µ+1

(1 + |ζ|2)n−µ+1
,

and so r − n+ µ− 1− k + n− µ+ 1 = µM − (µ− 1) + ε+ n, where we get
the right hand side from (

jord
26). That is, r = µM + n+ (d− 1)(µ− 1) + ε, so

deg p ≤ r − n+ d(µ− 1) = µ(M + d)− d+ (d− 1)(µ− 1).
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4 Proving Briançon-Skoda's theorem by means

of integral formulas

We can use the same integral formulas as in the previous section to prove
Briançon-Skoda's theorem (see

BS
[16]):

chirka Theorem 4.1. Let f1, . . . , fm, φ be germs of holomorphic functions at 0 ∈
Cn, and assume that

|φ| . |f |µ+r−1, (38) elbereth

where µ = min(m,n). Then φ belongs to the ideal (f)r.

By φ ∈ (f) we mean that there exists a tuple p(z) of holomorphic func-
tions such that φ = f ·p, and (f)r is then the ideal generated by all products
of r elements of (f).

The original statement of Briançon-Skoda is that (f)
µ+r−1

⊆ (f)r. Here
(f) is the integral closure of (f), and φ ∈ (f) is equivalent with |φ| . |f |.
The original theorem follows from our theorem in the following way: take

φ ∈ (f)
µ+r−1

. Then φ is generated by elements of the type φ1 · . . . · φµ+r−1,
where φi ∈ (f), meaning that |φ| . |f |. So we get |φ| . |f |µ+r−1, which by
Theorem

chirka
4.1 implies that φ ∈ (f)r.

In the proof of the theorem we wish to use the same type of integral
formulas as in the previous section. The di�erence is that there we wished to
solve a global division problem without common zeroes, and the problem was
the behavior at in�nity. Now, we wish to solve a local division problem with
zeroes, and we want to use the same ideas as in the previous section. We
cannot use the same weight g2 as before (see (

vikt
32)) since it has singularities

where f(ζ) = 0. So we start by �nding a replacement to it. If we �rst de�ne

σε(ζ) =
f̄(ζ)

|f(ζ)|2 + ε

and then

gε
2(ζ, z) = f(z) · σε(ζ) + h(ζ, z) · ∂̄σε(ζ) +

ε

|f(ζ)|2 + ε
,

then gε
2 will be a weight. This is so because it is equal to 1 − ∇(h · σε),

which is shown by an easy calculation. Note that when ε → 0, then gε
2 →

f(z) · σ + h · ∂̄σ = g2 where f(ζ) 6= 0.
We also need to construct a weight with compact support. To do this,

let u be a Cauchy form, that is ∇u = 1 − [0], and take a cut-o� function

23



with compact support χ that is 1 in a neighborhood of the origin. Then
g1 = 1−∇(u− χu) is a weight whose compact support includes 0, since

g1 = 1− (1− [0])− ∂̄χ ∧ u+ χ(1− [0]) = χ− ∂̄χ ∧ u.

According to Proposition
viktint
2.4, we have

φ(z) =

∫
(gε

2)
l+r ∧ g1 ∧ φ =

=

(
l + r

r

)∫
(f(z) · σε)r ∧ (gε

2)
l ∧ g1 ∧ φ+

+

∫ r−1∑
k=0

(
l + r

k

)
(f(z) · σε)k

(
h · ∂̄σε +

ε

|f |2 + ε

)l+r−k

∧ g1 ∧ φ. (39) bofink

Note that the boundary integral disappears since g1 has compact support
and that the �rst integral in the right hand side is an element in (f)r (if it
converges). To prove the theorem, we look at the cases m > n and m ≤ n
separately. The �rst case will be proved by taking l = n in (

bofink
39) and proving

that the second integral goes to 0 when ε → 0 (Proposition
ida
4.2), and that

the �rst integral is convergent (Proposition
petasites
4.6) after we factor out the f(z).

The second case is proved in a similar way in Proposition
sus
4.4 and Propositionpolyfoni

4.5 by taking l = m− 1 in (
bofink
39). We begin with the case m > n.

ida Proposition 4.2. If (
elbereth
38) holds and m > n, then

∫ r−1∑
k=0

(
n+ r

k

)
(f(z) · σε)k

(
h · ∂̄σε +

ε

|f |2 + ε

)n+r−k

∧ g1 ∧ φ (40) luthien

converges to zero when ε→ 0.

Proof. Since the zero set of f might be complicated, we use Hironaka's theo-
rem on resolution of singularities to obtain a zero set with normal crossings.
More precisely, according to Hironaka's theorem, if we take a small enough
neighborhood U of the origin, there exists an n-dimensional manifold U1 and
a proper analytic map Π1 : U1 → U , with the following properties: if we let
Y = {z : f1(z) · . . . · fm(z) = 0} and Y1 = Π−1

1 (Y ), then Π1 : U \ Y → U1 \ Y1

is biholomorphic and Y1 has (�nitely many) normal crossings in U1.
If g1 has support in U and K is the integrand of (

luthien
40), then (

luthien
40) is equal

to the integral
∫

U1
π∗1K. Since there might be many crossings, we take a

partition of unity {ρj} such that the support of each ρj contains only one
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crossing. The partition of unity is �nite, so we choose one of the integrals∫
U1
ρjπ

∗
1K and check if it converges to zero. In the support of ρj we can �nd

local coordinates τk such that we can write Π∗
1fj = ajµj, where the aj are

non-vanishing and the µj are monomials in τk.
We can simplify the problem even more, since given a �nite number of

monomials µ1, . . . , µm de�ned in supp(ρj), there exists a toric manifold U2

and a proper holomorphic map Π2 : U2 → supp(ρj), such that Π2 is biholo-
morphic outside the coordinate axes, and locally it is true that for some i,
Π∗

2µi will divide all the other Π∗
2µj. Also the Π∗

2µj's will still be monomials.
(For more on these techniques, see

YG
[5].) So we get∫

ρjπ
∗
1K =

∫
U2

π∗2(ρjπ
∗
1K).

Then we �nd another partition of unity {ρ′j}, where the support of each ρ′j
is such that some Π∗

2µi divides all the others. The partition of unity is �nite
since Ū2 is compact. We choose some ρ′k and look at∫

U2

ρ′kπ
∗
2(ρjπ

∗
1K). (41) sommar

If this integral goes to zero, then we will be done. What it boils down to is
that we can assume that f , after the pullbacks and partitions of unity, can
be replaced with f0f

′, where f ′ = (f ′1, . . . , f
′
m) has no common zeroes in the

neighborhood where we integrate. We can also assume that f0 is a monomial,
i. e. f0 = zk1

1 · . . . ·zkn
n . Now look at the integrand of (

sommar
41): both ρ′k and π

∗
2(ρj)

are just smooth functions. But each term in π∗2(π
∗
1K) we can write as

(
f(z) · f0f ′

|f0f ′|2 + ε

)k(
π∗2(π

∗
1h) · ∂̄

f0f ′

|f0f ′|2 + ε
+

ε

|f0f ′|2 + ε

)n+r−k

∧ π∗2π∗1(φg1).

The form π∗2(π
∗
1h) is a holomorphic (1, 0)-form if h is, and φ ◦π1 ◦π2 satis�es

(
elbereth
38) if φ does. The form π∗2π

∗
1g1 is also smooth, so the only important thing

that has changed is that we can replace f with f0f
′ - it does not really

matter which smooth forms are involved, since we are anyway integrating
over a compact set. To avoid a complicated notation, we will proceed with
the original integral, with f replaced with f0f

′.
First observe that (

h · ∂̄σε
)n+1

= 0 (42) seseli

for degree reasons. For k ≤ n we have
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(
h · ∂̄σε

)k
=

(
∂̄

[
f̄0

|f0|2|f ′|2 + ε
· (h · f̄ ′)

])k

=

(
f̄0

|f0|2|f ′|2 + ε

)k

(h · ∂̄f̄ ′)k +

+k∂̄

(
f̄0

|f0|2|f ′|2 + ε

)(
f̄0

|f0|2|f ′|2 + ε

)k−1

∧ (h · f̄ ′) ∧ (h · ∂̄f̄ ′)k−1. (43) hej

Since f0 is a monomial, we have |f0| . |df0| close to the origin. Then we can
show (we omit some calculations) that∣∣∣(h · ∂̄σε

)k∣∣∣ . |∂̄f̄0||f0|k−1

(|f0|2 + ε)k
. (44) celebrian

Recall that we want to look at the integral (
luthien
40). With (

seseli
42) in mind, we can

show that the term in the integrand with the worst singularity is

φg1 ∧ (f(z) · σε)r−1(h · ∂̄σε)n · ε

|f |2 + ε
. (45) tinuviel

By (
celebrian
44) we can estimate the integral over the absolute value of (

tinuviel
45) with a

constant times

ε

∫
|ζ|<1

|f̄0|2n+2r−3|∂̄f̄0|
(|f0|2 + ε)n+r

, (46) faktura

if we assume that the support of the weight g1 is the unit ball and use the
estimate (

elbereth
38).

Recall that we can assume that f0 = zk1
1 · . . . · zkn

n . We will look at the
term of |∂̄f̄0| containing the �rst of the partial derivatives, which is equal to

ε

∫
|z|<1

|z1|k1(2n+2r−2)−1 · . . . · |zn|kn(2n+2r−2)

(|z1|2k1 · . . . · |zn|2kn + ε)n+r
. (47) lalaith

We will use the dominated convergence theorem to show that (
lalaith
47) converges

to zero when ε→ 0. First,

|z1|2k1 · . . . · |zn|2kn

(|z1|2k1 · . . . · |zn|2kn + ε)
≤ 1 and

ε

(|z1|2k1 · . . . · |zn|2kn + ε)
≤ 1,

so the integrand of Ik can be estimated with |z1|−1 which is integrable. More-
over, when ε → 0, the integrand goes to zero pointwis, so the integral (

luthien
40)

goes to zero.

We have now shown that the second term of (
bofink
39) vanishes if m > n, so

we look at the same problem in the case m ≤ n, and postpone the discussion
of whether the �rst integral in (

bofink
39) is convergent. First we have a lemma:
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lingon Lemma 4.3. We have

(h · ∂̄σε)m = ε
(h · ∂̄f̄)m

(|f |2 + ε)m+1
. (48)

Proof. We �rst make the calculation

(h · ∂̄σε)m =

(
h · ∂̄f̄
|f |2 + ε

− (h · f̄)∂̄|f |2

(|f |2 + ε)2

)m

=

(
h · ∂̄f̄
|f |2 + ε

)m

−m
((h · ∂̄f̄)m−1h · f̄)∂̄|f |2

(|f |2 + ε)m+1

=
((h · ∂̄f̄)m−1

(|f |2 + ε)m+1

(
h · ∂̄f̄(|f |2 + ε)−m(h · f̄)∂̄|f |2

)
= ε

(h · ∂̄f̄)m

(|f |2 + ε)m+1
+

((h · ∂̄f̄)m−1

(|f |2 + ε)m+1

(
h · ∂̄f̄(|f |2 + ε)−m(h · f̄)∂̄|f |2

)
. (49) niniel

We must show that the second term of (
niniel
49) is zero. But we have

(h · ∂̄f̄)m−1 = (m− 1)!
m∑
1

̂hj ∧ ∂̄f̄j

and then the second term will be equal to

(m− 1)!

(
m∑
1

(h · ∂̄f̄)m|f |2 −m
m∑
1

fj f̄j(h · ∂̄f̄)m

)
= 0.

Going back to our integrals, we look at the second integral in (
bofink
39) in the

case l = m− 1.

sus Proposition 4.4. If (
elbereth
38) holds and m ≤ n, then∫ r−1∑

k=0

(
m+ r − 1

k

)
(f(z) · σε)k

(
h · ∂̄σε +

ε

|f |2 + ε

)m+r−1−k

∧ g1 ∧ φ

converges to zero when ε→ 0.

Proof. Like in the previous proof, we can replace f with f0f
′. The worst

term in the integrand is
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(f(z) · σε)r−1(h · ∂̄σε)m ∧ g1 ∧ φ =

= εφg1 ∧
(f(z) · f̄ ′)r−1f̄ r−1

0 (h · ∂̄f̄)m

(|f |2 + ε)r+m
, (50) label

where we have used Lemma
lingon
4.3. As in the proof of Proposition

ida
4.2, we can

estimate the integral of the absolute value of (
label
50) with

ε

∫
|ζ|<1

|f0|2m+2r−3|∂̄f̄0|
(|f0|2 + ε)r+m

.

The rest follows as in the proof of Proposition
ida
4.2.

We turn to the next proposition, which will show that the �rst integral
in (

bofink
39) is convergent when l = m− 1, if we �rst factor out the f(z)'s.

polyfoni Proposition 4.5. Assume that (
elbereth
38) holds and that m ≤ n. Then∑

|I|=r

σε
I ∧ (gε

2)
m−1 ∧ g1 ∧ φ, (51) russin

where σε
I = σε

i1
. . . σε

ir , converges to an integrable function when ε→ 0.

Proof. As in the proof of Proposition
ida
4.2, we choose one of the integrals

resulting from the pullbacks and partitions of unity. The calculations are
again very similar to that proof and we will only state that we can dominate
the absolute value of (

russin
51) with

|f0|2m+2r−3|∂̄f̄0|
(|f0|2 + ε)r+m−1

. (52) kram

This function is dominated by |z|−1 in the same way as (
faktura
46) is. Thus (

kram
52)

converges to an integrable function. Does it follow that the original function
converges to something integrable as well? To get the original integral back,
we must start with terms like ρ′kπ

∗
2(ρjπ

∗
1K), where K is the original integral.

Each of these terms is integrable. Then we must apply (π1)∗ and (π2)∗ and
sum over j and k. But outside the sets where we have singularites, our
projections Π1 and Π2 are in fact biholomorphisms, which means that the
original integral will be integrable there. Note that the sets where we have
singularites are zero sets. Let s be the integrand that we want to show is
integrable, and let χ1/n be cuto� functions with support in U \Y that increase
pointwise to χ with support in U . Then
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sup
n

∫
|sχ1/n| <∞

since the projections are biholomorphic in the support of every χ1/n. Then
limn→∞

∫
|sχ1/n| must exist and be equal to

∫
|sχ| by the monotone conver-

gence theorem, which means that the original integral is integrable.

We turn to the case m > n, where we have to show that the �rst term
of (

bofink
39), with l = n, converges when ε → 0. In this case the integrand will

not converge to an integrable function, but rather to a current operating on
φ. First we note that g1 = χ − ∂̄χ ∧ u, and ∂̄χ = 0 close to 0, so the terms
containing ∂̄χ will be convergent. This means we only have to look at the
term containing χ. Then we can say the following:

petasites Proposition 4.6. If we assume that we can replace f with f0f
′, where |f ′| >

0 close to the origin and f0 is a monomial, we have

lim
ε→0

∫ ∑
|I|=r

φχσε
I ∧ (h · ∂̄σε)n =

[
1

f r+n
0

]
.

∑
|I|=r

φχ
f̄ ′I(∂̄f̄

′ · h)n

|f ′|2(r+n)

+

+ ∂̄

[
1

f r+n
0

]
.

∑
|I|=r

φχ
f̄ ′I(∂̄f̄

′ · h)n−1(f̄ ′ · h)
|f ′|2(r + n)

 (53) simpsons

where
[
1/f r+n

0

]
denotes the principal value current of 1/f r+n

0 .

This proposition does not mean that the original integral is equal to these
currents, only that after we do pullbacks and partitions of unity as in the
proof of Proposition

ida
4.2, then one of the resulting integrals can be written

using the currents above. From this we can draw the conclusion that the
original integral converges to something, though the limit of the integrand is
not integrable. But actually, this is all we need, since the integral will depend
holomorphically on z, and thus it will �nish the proof of Briançon-Skoda's
theorem. To prove Proposition

petasites
4.6, we need the following lemma

HS
[14]:

wombat Lemma 4.7. If φ is a test form, f0 is a holomorphic monomial and α is a
smooth non-zero function, then

lim
ε→0

∫ (
f̄0

|f0|2α+ ε

)k

∧ φ =

[
1

fk
0

]
.
φ

α
.
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Proof. (of Proposition
petasites
4.6) By (

hej
43) we have

∫ ∑
|I|=r

φχσε
I ∧ (h · ∂̄σε)n =

∫ ∑
|I|=r

φχf̄ ′I(∂̄f̄
′ ∧ h)n

(
f̄0

|f |2 + ε

)r+n

+

+

∫ ∑
|I|=r

φχf̄ ′I(∂̄f̄
′ ∧ h)n−1 ∧ (f̄ ′ ∧ h)

(
f̄0

|f |2 + ε

)r+n−1

∧ ∂̄ f̄0

|f |2 + ε
. (54) knubbs\"al

Using Lemma
wombat
4.7 we can see that the �rst integral on the right hand side of

(
knubbs\"al
54) converges to the �rst integral on the right hand side of (

simpsons
53). As for the

other integral, �rst we note that(
f̄0

|f |2 + ε

)r+n−1

∧ ∂̄ f̄0

|f |2 + ε
=

1

r + n
∂̄

(
f̄0

|f |2 + ε

)r+n

,

and then another application of the lemma shows that the second integral
on the right hand side of (

knubbs\"al
54) converges to the second integral on the right

hand side of (
simpsons
53).
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5 Integral formulas on Pn
intformpn

We would like to �nd integral formulas on for sections of line bundles on Pn.
Such formulas on Pn have been considered before in

PH
[12], where they were

constructed by using known formulas in Cn+1, and in
BE2
[7], where they were

constructed directly on Pn. I will also construct formulas directly on Pn,
but by using an analogue to the method used in Section

integralform
2, which allows for

greater �exibility.
First we de�ne π : Cn+1 \ {0} → Pn by π(ζ) = [ζ], where [ζ] denotes the

set of all non-zero multiples of ζ. Pn can be covered with a set of coordinate
neighborhoods {Uj}, where for example U0 = {[ζ] : ζ0 6= 0}, and the local co-
ordinates in U0 are given by π0(ζ0, . . . , ζn) = (ζ1/ζ0, . . . , ζn/ζ0) = (ζ ′1, . . . , ζ

′
n).

We want to characterize di�erential forms in Pn. Let us take a di�erential
(1, 0)-form α(ζ ′) = f(ζ ′1, . . . , ζ

′
n)dζ ′i in U0 and look at π∗0α(ζ ′). This will be a

di�erential form in Cn+1:

π∗α = f

(
ζ1
ζ0
, . . . ,

ζn
ζ0

)
d

(
ζi1
ζ0

)
= f

(
ζ1
ζ0
, . . . ,

ζn
ζ0

)
1

ζ2
0

(ζ0dζi1 − ζi1dζ0) (55) bot

and similarly with (0, 1)-forms. The pullback of a form of degree (p, q) in Pn

is given by the wedge product of factors like the one in (
bot
55).

De�nition 3. A projective form is a di�erential form in Cn+1 that arises
from the pullback of a di�erential form in Pn.

By δζ and δζ̄ we mean contraction with the vector �elds

n∑
0

ζi
∂

∂ζi
and

n∑
0

ζ̄i
∂

∂ζ̄i
.

Note that δζ ∂̄ = −∂̄δζ . If δζα = 0, we have α = δζβ(ζ), since we can take
β(ζ) = (

∑
ζ̄jdζj/|ζ|2) ∧ α.

yuki Proposition 5.1. Take a di�erential form α(ζ) in Cn+1. Then α is a pro-
jective form if and only if δζα(ζ) = 0, δζ̄α(ζ) = 0 and α is zero-homogeneous
(i e α(cζ) = α(ζ) for c ∈ C).

Proof. We begin by proving the proposition for 1-forms. A projective form
of degree (1, 0) is a sum of terms of the type (

bot
55), which are homogeneous.

We also have δζ(ζ0dζi1 − ζi1dζ0) = 0. The case with (0, 1)-forms is similar.
Conversely, take a (1, 0)-form α(ζ) such that δζα(ζ) = 0 and α(ζ) is zero-

homogeneous. We want to show that α(ζ) is projective. First we �nd a
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(2, 0)-form β(ζ) such that α(ζ) = δζβ(ζ). The form β(ζ) consists of terms
of the type f(ζ)dζi ∧ dζj; let us look at one of these terms. Clearly, if α is
zero-homogeneous, β will be as well, which means that f is homogeneous of
degree −2. Then we have

δζf(ζ)dζi ∧ dζj = f(ζ)(ζidζj − ζjdζi) =

=
1

ζ2
i

f

(
ζ1
ζi
, . . . ,

place ik
1 , . . . ,

ζn
ζi

)
(ζidζj − ζjdζi), (56)

which is the pullback under πi of f(ζ ′1, . . . , 1, . . . , ζ
′
n)dζ ′j. The case for (0, 1)-

forms is similar. We have proved that the projective 1-forms are exactly the
ones that satisfy the conditions in the proposition. It follows that the exterior
algebra generated by the projective 1-forms must be exactly the forms that
satisfy the conditions.

Di�erential forms can also take values in some line bundle over Pn. Let
α take values in Lm = O(m) (locally, sections in this line bundle correspond
to m-homogeneous functions). Then the pullback of α in Cn+1 will be an
m-homogeneous form, and we will still have δζα(ζ) = 0 and δζ̄α(ζ) = 0.

We want to �nd integral formulas for sections of the line bundles on Pn,
in a similar way as before. In Cn we used the operator ∇ = δζ−z − ∂̄, and in
Pn we will replace δζ−z with δη, which is contraction with the section

η = 2πiz · ∂
∂ζ

= 2πi
n∑
0

zi
∂

∂ζi

where z is an �xed point of Cn+1 \ {0}. Note that if [ζ] = [z], then δη is zero
on all projective forms, according to Proposition

yuki
5.1.

calo Proposition 5.2. The section η takes values in T (Pn
[ζ]) ⊗ L−1

[ζ] ⊗ L1
[z]. Ex-

pressed in the local coordinates in U0, we have

η = 2πi
z0

ζ0

n∑
1

(z′i − ζ ′i)
∂

∂ζ ′i
.

By saying that η is a section of L1
[z], we simply mean that η is 1-homogeneous

in z.

Proof. Without loss of generality, suppose that z0 6= 0. We want to know the
image (or push-forward) of ∂/∂ζi under π0. Take a function F on Pn. Then
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π0(
∂

∂ζi
)F (ζ ′) =

∂

∂ζi
F ◦ π0(ζ) =

∂

∂ζi
F (ζ1/ζ0, . . . ζn/ζ0) =

=


1

ζ0

∂

∂ζ ′i
F (ζ ′) if i 6= 0

−
n∑

j=1

ζi
ζ2
0

∂

∂ζ ′j
F (ζ ′) if i = 0

(57)

using the complex chain rule and the fact that ∂
∂ζi

(ζ̄j/ζ̄0) = 0 for all i, j. That
is, we have in local coordinates

∂

∂ζi
=

1

ζ0

∂

∂ζ ′i
if i 6= 0, and

∂

∂ζ0
= −

n∑
j=1

ζi
ζ2
0

∂

∂ζ ′j
.

Substituting into η, we get

η = 2πiz0

(
n∑
1

z′i
∂

∂ζi
+

∂

∂ζ0

)
= 2πi

z0

ζ0

(
n∑
1

z′i
∂

∂ζ ′i
−

n∑
1

ζ ′i
∂

∂ζ ′i

)
=

= 2πi
z0

ζ0

n∑
1

(z′i − ζ ′i)
∂

∂ζ ′i
. (58) capella

Set ∇ = δη − ∂̄, where δη will act in a natural way as a contraction
on di�erential forms on Pn. As in the previous section, we want to solve
∇u = 1− [[z]], where [[z]] is the Dirac measure at the point [z]. To �nd such
a u, we start with the form v = z̄ · dζ =

∑n
0 z̄idζi, which has the property

that δηv = 2πi|z|2 6= 0 when [ζ] = [z]. The problem is that v is just a
form on Cn+1 and may not be a projective form. To remedy that, we will
project it onto the subspace of projective forms. According to Propositionyuki
5.1, a projective (1, 0) form α is characterized by δζα = 0. Thus, we can
describe the (1, 0)-forms on Cn+1 at some point ζ 6= 0 as the sum of the
space of projective forms and the span of ζ̄ · dζ (which is a form such that
δζ ζ̄ ·dζ = |ζ|2 6= 0). The projection v̂ of v onto the projective forms can then
be written as

v̂ = v − 〈v, ζ̄ · dζ〉
|ζ̄ · dζ|2

ζ̄ · dζ = z̄ · dζ − z̄ · ζ
|ζ|2

ζ̄ · dζ. (59) shuichi

If u = v̂/∇v̂, we have
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nablau Proposition 5.3. We have ∇fu = 1− [[z]].

Proof. We can assume that z = (1, 0, . . . , 0). The proposition will follow
from Proposition

carex
2.2, if we show that |uk| . |ζ ′|−2k+1 close to ζ ′ = 0. We

have

uk =
v̂ ∧ (∂̄v̂)k−1

(δηv̂)k
.

Since v̂(z) = 0 and v̂ is smooth, we have |v̂| . |ζ ′|. Furthermore, δηv̂ =
(|z|2|ζ|2 − |z̄ · ζ|2)/|ζ|2 = (|ζ|2 − |ζ0|2)/|ζ|2 = |ζ ′|2/(1 + |ζ ′|2) ≥ |ζ ′|2/2 close
to z, so we can make the estimate∣∣∣∣ v̂ ∧ (∂̄v̂)k−1

(δηv̂)k

∣∣∣∣ . |ζ ′|−2k+1

close to ζ ′ = 0, which concludes the proof.

It is interesting to compare our kernel with the Bochner-Martinelli kernel.
Obviously, they are not the same locally. On the other hand, our kernel u has
the property of being invariant under linear transformations that preserve
the metric, which is not the case for the Bochner-Martinelli kernel. More
precisely, we have:

Proposition 5.4. Let A be a unitary linear transformation on Cn+1. Then
u, expressed as a di�erential form on Cn+1, is invariant under pullback of A.

Proof. We look �rst at the pullback of v̂ (see
shuichi
59); it is equal to

A∗v̂ = Az̄ · dAζ − Az̄ · Aζ
|Aζ|2

Aζ̄ · dAζ.

Since dAζ = Adζ (remember that dζ = (dζ0, . . . , dζn)) and A is orthogonal,
we have A∗v̂ = v̂. Then we recall that u = v̂/∇v̂, so one has to check that
A∗δηv̂ = δηv̂ and A∗∂̄v̂ = ∂̄v̂, for example. This is easily done.

We can use u to construct integral formulas for line bundles on Pn. Note
that un is of bidegree (n, n−1), and takes values in the line bundle Ln

[ζ]⊗L
−n
[z] .

To integrate with respect to ζ, we need to pair un with a section φ in L−n
[ζ] ,

so that their product will be a di�erential form on Pn that takes values in
the trivial line bundle. Thus, if φ is holomorphic and [z] ∈ D ⊂ Pn we have∫

∂D

φun =

∫
D

φ∂̄un = φ([z])
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by Stokes' formula and Proposition
nablau
5.3.

However, this only gives us an integral formula for sections of L−n
[ζ] . To

get one for sections of other line bundles, we need to use weighted formulas
(like we did in Section

intsect
3.2 in order to handle functions that grew too quickly

at in�nity).

De�nition 4. We say that g ∈ L0 is a weight if ∇g = 0, g0([z]) = 1 and
gk takes values in Lk−i

[ζ] ⊗ Li−k
[z] for some i. Here gk has bidegree (k, k) as a

di�erential form.

Just as before, the wedge product of two weights will again be a weight, and
we have ∇(g ∧ u) = g − [[z]]. We will show that

α =
zζ̄

|ζ|2
− 2πi∂̄

ζ̄ · dζ
|ζ|2

=
z · ζ̄
|ζ|2

+ 2πi∂∂̄ log |ζ|2,

is a weight, and then we can use αn+r to integrate sections of Lr. Note �rst
that z · ζ̄/|ζ|2 takes values in L−1

[ζ] ⊗L1
[z], and that ∂̄(ζ̄ ·dζ/|ζ|2) is a (1,1)-form

that takes values in the trivial bundle. Clearly, it is 0-homogeneous, and
further we have δζ ∂̄ζ̄ ·dζ/|ζ|2 = −∂̄δζ ζ̄ ·dζ/|ζ|2 = −∂̄1 = 0. Further, ∇α = 0
and α0([z]) = 1, thus α is indeed a weight.

For general weights, and for α in particular, we have the following propo-
sition:

Proposition 5.5. Take a weight g such that gn,n takes values in L−r
[ζ] ⊗

Lr
[z] (and gk,k takes values in Lk−r−n

[ζ] ⊗ L−k+r+n
[z] ). If a section φ of Lr is

holomorphic in Ω, [z] ∈ D ⊂⊂ Ω, and K is such that ∇ηK = g in a
neighborhood of ∂D then

φ([z]) =

∫
∂D

φ ∧Kn +

∫
D

φgn.

So by using g = αn+r, we now have integral formulas for sections of Lr

where r ≥ −n.

Example 1. If φ is a global section of Lr, then

φ([z]) =

∫
Pn

φgn =

∫
Pn

φαr+n
n,n

What is this, explicitly? First, we know that

αn+r
n,n = (2πi)n

(
r + n

n

)(
z · ζ̄
|ζ|2

)r (
∂∂̄ log(|ζ|2)

)n
,
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so we get

φ([z]) = (2πi)n

(
r + n

n

)∫
Pn

(
z · ζ̄
|ζ|2

)r (
∂∂̄ log(|ζ|2)

)n
φ([ζ]).

This formula is also obtained in
BE2
[7].
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6 The Koppelman formula in Cn

kopp
We will now look at Koppelman formulas in Cn; the account is inspired by
Section 9, page 16 in

MA
[1]. One can regard this section as a continuation of

Section
integralform
2. The idea here is that while z has been a constant before, we now

want to regard it as a variable.
Let Ω be a domain in Cn and let η = z−ζ, where (ζ, z) ∈ Ω×Ω. Consider

the subbundle E∗ = {dη1, . . . , dηn} of the cotangent bundle T ∗1,0 over Ω×Ω.
Let E be its dual bundle, with basis ej, and let δη be contraction with the
section

2πi
n∑
1

ηjej, (60) kali

where {ej} is the dual basis to {dηj}. Now we look at∧
(E∗ ⊕ T ∗0,1),

and let Lp,q denote the space of sections of this bundle with degree p in E∗

and degree q in T ∗0,1. Set Lm =
⊕

p Lp,p+m and ∇ = ∇η = δη − ∂̄, where ∂̄
acts on Cn × Cn. Then ∇ will map Lm to Lm+1.

In Section
integralform
2 we wanted to solve ∇ζ−zu = 1− [z]. Note that z is the zero

set of ζ−z in Cn. Now instead we look at the zero set of η in Cn×Cn, which
is the diagonal ∆ = {ζ = z} of Ω× Ω. We want to solve ∇ηu = 1− [∆]. In
fact, we can use the Bochner-Martinelli kernel again: if

b(ζ, z) =
1

2πi

∂|η|2

|η|2

then we can set u = b/∇ηb.

Proposition 6.1. If u = u/∇ηb, then ∇ηu = 1− [∆].

Proof. This proof is quite similar to the proof of Proposition
f\"altsippa
2.1. We will

show one of the calculations required and leave the rest to the reader. Take
a test form ψ(ζ, z) of bidegree (n, n) on Ω× Ω. We want to show that∫

ζ,z

∂̄ψ(ζ, z) ∧ b ∧ (∂̄b)n−1 =

∫
z

ψ(z, z). (61) anor

Since the integrand is integrable and (∂̄b)n = 0 outside [∆], the left hand
side of (

anor
61) is equal to

lim
ε→0

∫
|η|>ε

∂̄ψ ∧ b ∧ (∂̄b)n−1 = lim
ε→0

∫
|η|=ε

ψ ∧ b ∧ (∂̄b)n−1. (62) ithil
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By using �rst the de�nition of b and then Stokes' theorem, the integral on
the right hand side of (

ithil
62) is equal to

(
1

2πi

)n
1

ε2n

∫
|η|=ε

ψ ∧ ∂|η|2 ∧ (∂̄∂|η|2)n−1 =

=

(
1

2πi

)n
1

ε2n

(∫
|η|<ε

∂̄ψ ∧ ∂|η|2 ∧ (∂̄∂|η|2)n−1 +

∫
|η|<ε

ψ ∧ (∂̄∂|η|2)n

)
. (63)

The �rst of these integrals goes to zero in the same way as the �rst integral
in (

mosippa
8), except that we also need to use the fact that ψ has compact support.

As for the second integral, if we make the change of coordinates (η, ρ) =
(z− ζ, z+ ζ), where we set ψ̃(η, ρ) = ψ(ζ, z), and then use Fubini's theorem,
then we get(

1

2πi

)n
1

ε2n

∫
ρ

∫
|η|<ε

ψ̃(η, ρ)(∂̄∂|η|2)n =

∫
ρ

ψ̃(0, ρ) =

∫
z

ψ(z, z),

by using Proposition
f\"altsippa
2.1.

By a proof very similar to the proof of Proposition
carex
2.2, we get the following

proposition:

isis Proposition 6.2. Suppose u ∈ L−1(Ω × Ω \ ∆) solves ∇ηu = 1, and that
|uk| . |η|−(2k−1). Then ∇ηu = 1− [∆].

Weights are de�ned as before:

De�nition 5. A form g ∈ L0(Ω×Ω) is a weight if g0 ≡ 1 on ∆ and ∇ηg = 0.

If g is a weight, then we can solve ∇ηv = g − [∆] by setting v = g ∧ u. If
K = (u ∧ g)n and P = gn, then ∂̄K = [∆]− P . Then we can prove

koala Proposition 6.3 (Koppelman's formula). If D ⊂⊂ Ω and φ ∈ Ep,q(D̄)
we have

φ(z) = (−1)p+q

∫
∂D

φ ∧K + (−1)p+q+1

∫
D

∂̄φ ∧K +

+ (−1)p+q∂̄z

∫
D

φ ∧K +

∫
D

φ ∧ P, (64) iris

where the integrals are taken over the ζ variable.
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Proof. First assume that φ has compact support inD, so that the the integral
over the boundary is zero. Take a test form ψ(z) in Ω. Then we have

(−1)p+q

∫
z

ψ ∧
(
−
∫

ζ

∂̄φ ∧K + ∂̄z

∫
ζ

φ ∧K
)

+

∫
z,ζ

ψ ∧ φ ∧ P =

= (−1)p+q

(
−
∫

z,ζ

ψ ∧ dφ ∧K + (−1)2n−p−q+1

∫
z,ζ

dψ ∧ φ ∧K
)

+

+

∫
z,ζ

ψ ∧ φ ∧ P = −
∫

z,ζ

d(ψ ∧ φ) ∧K +

∫
z,ζ

ψ ∧ φ ∧ P =

=

∫
z,ζ

ψ ∧ φ ∧ dK +

∫
z,ζ

ψ ∧ φ ∧ P =

∫
z

ψ ∧ φ, (65) troll

where we use Stokes' theorem repeatedly, and also that the degree of ψ must
be (n− p, n− q). If φ does not have compact support in D, we can make the
decomposition φ = φ1 + φ2, where φ1 has compact support, and φ2(ζ) = 0
in a neighborhood of z. Take a test form ψ with support in that same
neighborhood. Then

∫
z

ψ ∧
∫

∂D

φ2 ∧K =

∫
z,ζ

ψ ∧ dζ(φ2 ∧K) =

=

∫
z,ζ

ψ ∧ d(φ2 ∧K)−
∫

z,ζ

ψ ∧ dz(φ2 ∧K) =

=

∫
z,ζ

ψ ∧ dφ2 ∧K + (−1)p+q

∫
z,ζ

ψ ∧ φ2 ∧ dK + (−1)p+q

∫
z,ζ

dψ ∧ φ2 ∧K =

=

∫
z

ψ ∧
∫

ζ

∂̄φ2 ∧K + (−1)p+q+1

∫
z

ψ ∧
∫

ζ

φ2 ∧ P −

−
∫

z

ψ ∧ ∂̄z

∫
ζ

φ2 ∧K.

This gives us a formula for φ2. If we combine it with the formula (
troll
65) that

we already have for φ1, we will obtain (
iris
64).

If we can get the �rst and fourth terms of the right hand side of Kop-
pelman's formula to disappear, then we can take a closed form φ and get a
solution of the ∂̄-problem for φ. Of course, this cannot work for all domains
D, since the ∂̄-problem is not solvable for all domains.
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7 Koppelman's formula on Pn and solutions to

the ∂̄-equation
lunne

Now that we have obtained Koppelman's formula for Cn, we would like to
have a similar formula in Pn. We start by taking

η = 2πiz · ∂
∂ζ

= 2πi
n∑
0

zi
∂

∂ζi
(66) tandborste

just as before, except that now it is a section over Pn × Pn. We de�ne
∇ = ∇η = δη − ∂̄, where ∂̄ acts on both variables. Then we want u = v̂/∇v̂
to solve the equation ∇u = 1 − [∆]. The current un will be of bidegree
(n, n − 1) as a form on Pn × Pn, but the di�erentials without bars on come
only from dζi's, since the vector �eld (

tandborste
66) contains no dzi. Compare this

with the vector �eld (
kali
60) that was used to construct Koppelman formulas on

Cn, which does contain dzi's! On the other hand, un will be a sum of terms
whose di�erentials with bars on are built out of every possible combination
of dζ̄i's and dz̄i's (of degree n− 1), because ∂̄ acts on both variables. When
we want to integrate a (n, n)-form φ against un, then it cannot contain any
dζi's. We must prove the following:

Proposition 7.1. If the (n, n)-form φ(ζ, z) takes values in L−n
[ζ] × Ln

[z] and
contains no dζi's, then we have

∇ηu.φ = (1− [∆]).φ.

In other words, in the right hand side we do not have the whole of [∆], but
only the part of [∆] that contains no dzi's.

Proof. The proposition will follow from Proposition
isis
6.2, since the statement

is local. It is enough to show that |uk| . |η|−(2k−1) locally, meaning that
the coe�cients of uk satisfy this estimate. The proof of this is essentially
identical to the proof of Proposition

nablau
5.3, except that one has a general z

instead just z = (1, 0, . . . , 0).

To get formulas for sections of other line bundles, we can use the same
weight

α =
z · ζ̄
|ζ|2

− 1

2πi
∂̄
ζ̄ · dζ
|ζ|2

as in Section
intformpn
5, if we consider it as a form on Pn × Pn. Then we get
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∇(u ∧ αn+r) = αn+r ∧ (1− [∆]) = αn+r − [∆] (67) mango

since (αn+r)0,0(ζ, ζ) = 1. But note that (αn+r)0,0 is also a section of L−(r+n)
[ζ] ×

Lr+n
[z] , which means that the current [∆] on the right hand side of (

mango
67) must

now be paired with a section of Lr
[ζ] when we wish to integrate. If we set

K = (u ∧ αn+r)n,n−1 and P = (αn+r)n,n, then we have ∂̄K = [∆]− P . With
this, we can prove the following Koppelman's formula for sections of Lr

[ζ] in
the same way as we proved Proposition

koala
6.3.

ek Proposition 7.2 (Koppelman's formula). If D ⊂⊂ Ω and φ ∈ Ep,q(D̄)
takes values in Lr

[ζ], we have

φ(z) = (−1)p+q

∫
∂D

φ ∧K + (−1)p+q+1

∫
D

∂̄φ ∧K +

+ (−1)p+q∂̄z

∫
D

φ ∧K +

∫
D

φ ∧ P,

where the integrals are taken over the [ζ] variable.

Note that if we choose φ to be a global section and D = Pn, then the
boundary term will disappear. If we can also get P = 0, then we get a
solution formula for the ∂̄-equation. In the case when φ is a section of L−n

[ζ] ,
for example, P is automatically zero since we do not need any weight α.
This shows that the cohomology group of the bundle of (0, q)-forms in L−n

[ζ]

is trivial. As an application of Koppelman's formula, we will now �nd which
of the cohomology groups for the bundles of (0, q)- and (n, q)-forms in Lk

[ζ]

are trivial. Of course, this is already well known, see for example Theorem
10.7 on p. 397 of

DE
[9], but this is a di�erent way of proving it and also yields

explicit formulas for the solutions of the ∂̄-equation. We obtain the following:

chakobsa Theorem 7.3. By using the Koppelman formula (
ek
7.2) one can show that the

following cohomology groups are trivial:
a) H0,q(Pn, Lr) for 0 < q < n and all r;
b) Hn,q(Pn, Lr) for 0 < q < n and all r;
c) H0,0(Pn, Lr) for r < 0;
d) H0,n(Pn, Lr) for r ≥ −n;
e) Hn,0(Pn, Lr) for r ≤ n;
f) Hn,n(Pn, Lr) for r > 0.

This theorem was also proved by Berndtsson in
BE2
[7] with essentially the

same u (though derived in a di�erent way) and the same Koppelman formula.
Before the proof we need a lemma:

41



spiklav Lemma 7.4. We have
∧n T ∗0,1(Pn) ' L−n−1.

Proof. To prove the lemma, we observe that
∑

(−1)jzj d̂zj is a global non-
zero (n, 0)-form that takes values in Ln+1. This means that the line bundle∧n T ∗0,1(Pn)⊗ Ln+1 is trivial, which means that

∧n T ∗0,1(Pn) ' L−n−1.

Proof. (of Theorem
chakobsa
7.3) As noted before, H0,q(Pn, L−n) is trivial for 0 ≤ q ≤

n since no weight is needed, and we have φ = (−1)q+1∂̄
∫
φ ∧ un. Further, if

we let φ be a section of Lr, r ≥ −n, be a ∂̄-closed (0, q)-form where q 6= 0
then

∫
φ ∧ P = 0 since if it were not, it would have bidegree (0, 0) as a

section of Lr
[z] (because the integrand does not contain any dz's or dz̄'s). But

remember that the left hand side of the Koppelman formula is just φ(z),
which has bidegree (0, q). Also,

∫
φ ∧ P cannot be cancelled out by any

other term on the right hand side, since ∂̄
∫
φ ∧K cannot contain anything

of bidegree (0, 0). Thus
∫
φ∧P = 0, which means that H0,q(Pn, Lr) is trivial

for 0 < q ≤ n and r ≥ −n. We also get the formula φ(z) = (−1)q+1∂̄
∫
φ∧K.

The condition r ≥ −n comes about because we cannot raise α to a negative
power. With q = n, this proves d).

How, then, do we investigate the line bundles Lr where r < −n? In
fact, if we look at the proof of the Koppelman formula in Proposition

koala
6.3,

we see that the roles of φ(ζ) and ψ(z) are in fact symmetrical, and we can
use this to get a Koppelman formula for ψ(z) instead of φ(ζ). Note that
then ψ needs to have bidegree (n, q) where 0 ≤ q ≤ n. If φ takes values in
Lr, ψ has to take values in L−r, so that we can obtain results for Lr with
r ≤ n. The case for Ln mirrors the one for L−n: we see that Hn,q(Pn, Ln)
is trivial for 0 ≤ q ≤ n since no weight is needed, and we have ψ(ζ) =
(−1)n+q+1∂̄

∫
z
ψ ∧ un. If we take a section ψ of Lr, r ≤ n, to be a ∂̄-closed

(n, q)-form where q 6= n then
∫
ψ ∧ P = 0 since there are not enough dz̄'s,

which shows that Hn,q(Pn, Lr) is trivial for 0 ≤ q < n and r ≤ n. Also we
get the formula ψ(ζ) = (−1)n+q+1∂̄

∫
z
ψ ∧K. With q = 0, this proves e).

Furthermore, by Lemma
spiklav
7.4 we have E0,q(Pn, Lr) ' En,q(Pn, Lr+n+1). The

isomorphism is given by taking φ(z) ∈ E0,q(Pn, Lr) and ω(z) =
∑

(−1)jzj d̂zj

and then simply taking the wedge product ω∧φ, which lies in En,q(Pn, Lr+n+1).
Since we know that H0,q(Pn, Lr) is trivial for 0 < q ≤ n and r ≥ −n, it fol-
lows that Hn,q(Pn, Lr) is trivial for 0 < q ≤ n and r > 0. We can easily �nd
an explicit formula for the solution, since

ω ∧ φ = (−1)q+1ω ∧ ∂̄
∫
φ ∧K = ∂̄(ω ∧

∫
φ ∧K).

If we combine this with the results of the previous paragraph, we see that
Hn,q(Pn, Lr) is trivial for 0 < q < n and all r, which proves b). Also, if we
let q = n, we see that Hn,n(Pn, Lr) is trivial for r > 0, which proves f).
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Finally, we apply the isomorphism E0,q(Pn, Lr) ' En,q(Pn, Lr+n+1) the
other way around. Since we know that Hn,q(Pn, Lr) is trivial for 0 ≤ q < n
and r ≤ n, it follows that H0,q(Pn, Lr) is trivial for 0 ≤ q < n and r < 0.
With q = 0, we see that H0,0(Pn, Lr) is trivial for r < 0, which proves c).
Note that these are precisely the line bundles that lack holomorphic sections
- quite naturally, since there is no way a section with bidegree (0, 0) can be
∂̄-exact. If we combine the results of this paragraph with those of the �rst
paragraph, we also see that H0,q(Pn, Lr) is trivial for 0 < q < n and all r,
which proves a).

Finding explicit solutions after using the isomorphism E0,q(Pn, Lr) '
En,q(Pn, Lr+n+1) backwards is a little more di�cult. We have on the one
hand ψ(ζ) = ω ∧ ψ′, where ψ′ is of bidegree (0, q), and on the other hand
ψ = (−1)n+q+1∂̄

∫
z
ψ ∧K. In other words, we want to factor out ω(ζ) from

∂̄
∫

z
ψ ∧ K. Since all the dζi's are in K(ζ, z), this means that we want to

write K = ω ∧K ′. To do this in practice, we observe that
∑
ζ̄i/|ζ|2 ∧ ω =

dζ0 ∧ . . . dζn. Thus K ′ equals the (0, q)-part of
∑
ζ̄i/|ζ|2 ∧K.
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