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Executive Summary

Background

The COST Action 716 �Exploitation of Ground-based GPS for Op erational Numerical Weather Predic-
tion and Climate Applications� was prepared during 1997 and 1998 when a Memorandum of Under-
standing (MoU) was written and approved. The necessary signatures, from different countries, were
obtained during the autumn of 1998 and its kick-off meeting was held in January 1999.

Around that time many European countries had installed, or had plans for, continuously operating
ground-based GPS networks to be used as geodetic references, support surveying and navigation, and
deliver data for basic research studying the dynamics of the earth. It has by then also been realized that
information about the atmospheric water vapour content above each receiving antenna was obtained from
the accurate geodetic GPS data analysis. Water vapour is dif�cult to measure, but is of great importance
for accurate modelling of the dynamics of the atmosphere, both for weather prediction and for climate
applications. The possibility to have continuous time series of the water vapour content was therefore
identi�ed as a potential new important data source. It was ti me for a collaboration, and coordination at
the European level, and geodesists and meteorologists were invited to work together within the COST
Action 716.

Accomplishments

The demonstration experiment, originally in the MoU planned to be three months, developed into a three
year long operational experiment. Although these data are of a varying quality, there has been contin-
uous improvements, and we have demonstrated that the operational requirements in terms of latency of
delivered data and accuracy can be met. It is also worth to mention that in the MoU there was an estimate
of a ground-based GPS networks of some 85 sites, now, at the end of the action more than 400 sites are
delivering data to the central hub at the UK Met Of�ce.

The action has developed a GPS data message type in the BUFR format which has been approved an
agreed upon by the WMO.

We have studied the user requirements for climate monitoring and found that there are large uncertainties
in these speci�cations. WMO’s requirements do not to apply t o all the different applications in the area.
We recommend that these requirements are revisited and possibly modi�ed.

The application of nowcasting was added during the work of the action. In the MoU only NWP and
climate were identi�ed as possible applications.

ix



x EXECUTIVE SUMMARY

Conclusion and Outlook

The overall conclusion from the work in the COST Action 716 is that it was capable of making useful
products for the meteorological community in terms of timeliness and accuracy. The work did indeed
increase collaboration in the area signi�cantly. Of course there was a collaboration between countries
but also between the scientists in the meteorological and the geodetic communities.

Our estimate of the total amount of work is 480 man months together with additional investments of the
order of 1.8 Meuro. These funds were mainly from national funding agencies, but were to a large extent
motivated by the work within the COST action.

We see a mixed picture with regards the impact of GPS data on NWP forecasts. Many of the forecast
impact experiments run thus far used a sparser station network than is currently available (March 2004),
and in addition assimilation schemes have yet to be tuned to use GPS data in an optimal fashion. Fur-
thermore, since the time series of the water vapour content from GPS data have a temporal resolution of
many minutes, 4D-Var impacts may be signi�cantly greater in magnitude than those seen for 3D-Var.

We have not come to a de�nite conclusion regarding the cost be ne�t of including GPS data in weather
forecasting�given the limited time for acquiring statisti cs. The results obtained so far indicate small
impact due to GPS data when averaged over all weather conditions. During disturbed weather conditions
the impact of including GPS data can be signi�cant. These res ults are in agreement with those obtained
in the US (Gutman et al., 2004).

Concerning climate monitoring applications the required stability in the observables are met since it is a
�time-of-arrival� measurement. In addition we formulate t he requirement that water vapour time series
from GPS data must be consistently processed and adequate models for other effects in�uencing the
observables, such as the electromagnetic environment at each GPS antenna, must be used.

The status of the �eld now in 2004 when the COST action is endin g is described by the following ongoing
activities:

� A EUMETNET proposal has been submitted by Denmark, the Netherlands, and the UK, aiming
at a four year long transition project to transfer the very successful demonstration experiment into
a useful and highly reliable observing network, contributing both to weather forecasting as well as
to the Global Climate Observing System (GCOS).

� A Task Group is formed in the geodetic community in order to be a discussion partner to the
EUMETNET project scientists. This task group will also interact will the established International
GPS Service (IGS) and the European reference frame commission (EUREF).

� The research project TOUGH (Towards Operational Use of GPS Humidity Measurements in Me-
teorology), supported by the 5th EC Framework Programme, used ground-based GPS data for
additional impact studies and the developing and improving algorithms and models within the
GPS data analysis and the subsequent assimilation into the NWP models.

� The European Centre for Medium range Weather Forecasting (ECMWF) is starting to assess the
impact of the ground-based GPS data.

� The most important need for climate monitoring applications is to keep ef�cient archiving of the
raw (RINEX format) GPS data. We believe that this is actually taken care of but would like to stress
the importance of keeping a precise documentation also of the sites and their possibly changing
electromagnetic environments.

We that have been active in the COST Action 716 are pleased to see that our work has resulted in follow-
on activities which are in line with our conclusions and wish success to these activities.



Foreword

COST is a programme operated by the European Community (EC) in order to stimulate co-operation in
the �eld of scienti�c and technical research. The funding fo r the actual research is obtained from other
bodies, national as well as international, and the COST activity funds the co-ordination. This mainly
means travel costs for meetings, contributions to workshops/conferences, contributions to publications,
and short term scienti�c missions (STSM) of researchers to v isit other partners and institutions stimulat-
ing valuable co-operation within the action.

COST is built up by �actions�. Actions are grouped into diffe rent research areas, e.g., meteorology, tele-
communications, and transport. The individual actions are de�ned by a Memorandum of Understanding
(MoU) signed by the governments of the COST states wishing to participate in the action. An action
typically runs for 5 years. In our case the work lasted for 5 years and 6 months due to a prolongation
motivated by a reorganization of the COST administration in Brussels meaning that no meetings could
be arranged for approximately half a year. Other reasons for the prolongation were that the number of
continuously operating GPS stations producing data in near real time were growing rapidly towards the
end of the action and we wanted to create a good overlap with the TOUGH research project to keep the
momentum going. More detailed information about COST can be obtained from the of�cial web site:
http://cost.cordis.lu/src/home.cfm.
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Chapter 1

Introduction

Gunnar Elgered

1.1 Objectives of the COST Action 716

The objectives of the action were speci�ed in the Memorandum of Understanding (MoU). The primary
objective is:

� Assessment of the operational potential on an international scale of the exploitation of a ground-
based GPS system to provide near real time observations for Numerical Weather Prediction (NWP)
and climate applications.

Secondary objectives are:

� Development and demonstration of a prototype ground-based GPS system on an international
scale;

� Validation and performance veri�cation of the prototype sy stem;

� Development and demonstration of a data exploitation scheme for NWP and analysis of data ex-
ploitation techniques needed for climatic applications;

� Requirements for an operational implementation of a ground-based GPS system on an international
scale.

1
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1.2 Overview of the activities within COST Action 716

The following �fteen countries participated in the COST Act ion 716: Austria (AT), Belgium (BE), Czech
Republic (CZ), Denmark (DK), Finland (FI), France (FR), Germany (DE), Hungary (HU), Italy (IT),
Netherlands (NL), Norway (NO), Spain (ES), Sweden (SE), Switzerland (CH), and United Kingdom
(UK).

Ten Management Committee Meetings (MCMs) have been held (see Appendix A for details) and these
have often been collocated with Working Group Meetings.

COST Action 716 consists of four working groups (WGs). The 1st WG reviewed the state of the art, the
2nd and 3rd concern the demonstration experiment and the applications of NWP and climate, respec-
tively. Finally, WG 4 deals with the planning for implementation and operations. Table 1 summarize the
tasks of the different working groups. There are only minor modi�cations compared to the original work
plan presented in the MoU.

Working Group 1 produced the �nal report which reviewed the s tate of art in ground-based GPS tech-
nology and data analysis as it was in late 2000 to early 2001. It also summarizes the status in the
participating countries and established a common foundation for the continued work between geodesists
and meteorologists in Working Groups 2 and 3. This state-of-the-art report can also be seen as the input
to the work of WG 4. It is available for download through the home page of the action.

Working Groups 2 and 3 were formed at the 2nd MC meeting in April 1999 and Working Group 4
had its kick-off meeting in Bracknell in late 2001. The speci�c WG meetings are listed in Appendix A.
An overview of the time schedule, including the MC meetings and the workshops, is shown in Figure 1.1.

Two Short Term Scienti�c Missions (STSMs) have been carried out within the action. Guergana Guerova
from Switzerland visited DWD in Offenbach in April 2001. The impact of using GPS data in NWP
models was investigated in two case studies. Changes of the order of 20% in the integrated water vapour
content was observed. The report is available on the web under WG 3 documents:
http://www.oso.chalmers.se/geo/cost716.html/STSM_report_gg.pdf

The second STSM was made by Oddgeir Kristiansen visiting the Onsala Space Observatory of Chalmers
University of Technology in Sweden. The purpose of this visit was to coordinate the analysis of GPS
data from Scandinavia for the demonstration experiment of WG 2. The report is also available via
Internet. The link is found under working group 2 documents: http://www.oso.chalmers.se/
geo/cost716.html/cost-short-term-rep_ok.pdf

The �rst workshop was held in Oslo during July 2000 and had the title �Towards Operational GPS Mete-
orology�. The information related to the workshop is availa ble at http://www.gdiv.statkart.
no/cost716/. The workshop was regarded as a success by many participants. The main part of all
contributions were published in the proceedings of the workshop (see Appendix D2).

The second workshop of the action was held at GeoForschungsZentrum (GFZ) in Potsdam during Jan-
uary 28�29, 2002. It had the title: �Exploitation of Ground- Based GPS for Meteorology�. Due to budget
problems only three external experts could be reimbursed, and all WG and MC meetings had to be
canceled. Nevertheless, more than 60 scientists and researchers participated in the workshop. The pro-
ceedings were distributed in printed form to the participants at the workshop. They are also available to
the public via Internet: http://op.gfz-potsdam.de/D1/COST716.

An international workshop on GPS meteorology was held in Tsukuba, Japan, in January 2003. Although
not formally involving our COST action there were several groups invited by the Japanese hosts present-
ing results from the COST activities (see http://dbx.cr.chiba-u.jp/Gps_Met/gpsmet/
index.html and the publication list in Appendix D2).
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Figure 1.1: The actual schedule of the COST Action 716. The total length of the action was 66 months,
including a 6 month prolongation.

A Symposium on Atmospheric Remote Sensing using Satellite Navigation Systems was arranged by
URSI and ESA in Matera during October 13�15, 2003. Several pr esentations related to our COST
action were presented here. Both from the demonstration experiment as well as from studies within
the applications in NWP and climate (the page http://www.estec.esa.nl/conferences/
past_events.html contains the link)

The �nal workshop of COST 716 was held in De Bilt, The Netherla nds, in December 2003. Here the
activities of COST 716 were summarized and the future of ground-based GPS meteorology was
assessed by invited speakers and ourselves. (see http://www.knmi.nl/samenw/cost716/
final-workshop/).
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Table 1.1: The working plan of COST Action 716, divided into the different Working Groups.

Project 1 (WG 1) Project 2 (WG 2)
State of the Art Demonstration
and Product Requirement
State of the art review Equipment �eld trials

and workshop Operational reliability
- Theory (ground based) Code validation
- Hardware Sensitivity assessment to
- Software meteorological and site variables

Error sources Consider possible quality control
Additional data requirements and validation measurements
Modi�cations needed to Near Real Time (NRT) network

geodetic systems demonstration
Met system
Geodetic system and an
international scale

Deliverables: Deliverables:
Review report Trial report
Equipment speci�cation Demonstration system
Critique of system NRT data set on regional /
Recommended software continental scale
Speci�cation of data exchange format

Project 3 (WG 3) Project 4 (WG 4)
Applications Planning for the Operational Phase
Development of assimilation & Review of implementation options
data utilization approach for: Logistics (include communications

Numerical Weather Prediction and coding standards)
Climate Assessment of optimal density

Assessment of delta impact on
Impact and validation assessment current observing system
Development of quality control and Cost bene�t analysis

a performance monitoring scheme
on-line scheme
off-line trend and bias detection
Deliverables: Deliverables:

Impact assessment Cost bene�t / analysis for
Recommendations for enhancing observing system
- Data exploitation with GPS observations.
- Quality control and Recommendations for international
performance monitoring operational network
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1.3 Report structure

This Final Report of COST Action 716 is structured as follows. Chapter 2 �rst gives a general back-
ground to the method of ground-based GPS meteorology, the physical theory and the basics of the GPS
data analysis together with some general references. WG 3 has had the main responsibilities for Chap-
ter 3 which describes a review and an assessment of the user requirements for the three applications of
nowcasting, Numerical Weather Prediction (NWP), and climate. The demonstration experiment carried
out by WG 2 is presented in Chapter 4. It gives an introduction to the GPS analysis and describes the
methods and assumptions used by the different analysis centres that have delivered data in near-real time
to the project. The corresponding work on the GPS data �ow, th e data monitoring, and the data validation
was a collaboration between WG 2 and WG 3 and is described in Chapter 5. Here also statistics of the
number of stations and data delivery are summarized. The GPS applications in nowcasting, NWP, and
climate research/monitoring were addressed by WG 3 and is summarized is Chapter 6. The work on the
planning for the operational phase was carried out by WG 4 and is reported in Chapter 7. This includes
recent descriptions of the status within the different participating countries. Finally, our conclusions and
recommendations for continued work are found in Chapter 8.

Appendix A lists dates and places of meetings and workshops. Appendix B lists the persons that have
been involved in the action. Appendix C is the submitted EUMETNET proposal for continued ground-
based GPS meteorology in Europe. Finally, in addition to the bibliography of references cited in the
report itself, Appendix D is a list of publications published (or submitted) by authors that have been
active in the action. It can be useful to identify important contributions to this �eld of research during
the time period of the action.
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Chapter 2

Theoretical Physical Background

Gunnar Elgered and Hans van der Marel

2.1 Parameters describing the neutral atmosphere

The primary observable of Global Navigational Satellite System (GNSS) receivers is the time of arrival
of signals transmitted from satellites. Alternatively, the observable is the difference in time of arrival
of the satellite signals between pairs, or within networks, of antennas for the applications of relative
positioning. The GNSS observations are in our case the phase of the received signal and are obviously
in�uenced by the atmosphere above the antennas.

The phase delay can be expressed as an equivalent excess propagation time for the signal transmitted
from a satellite to a receiver on the ground

�t =

Z

S

1

v
ds�

Z

G

1

c
dg (2.1)

where S is the actual path through the atmosphere; G is the straight line distance that would have been
the path without an atmosphere; v is the phase velocity (although the group and phase velocities are
approximately equal in the neutral atmosphere since the dispersion can be ignored at the frequencies
transmitted by the GNSS satellites); c is the speed of light in vacuum. The excess propagation time
is often expressed as an equivalent excess propagation path length ‘, compared to the path in vacuum
conditions, which is obtained by multiplying the time delay �t in (2.1) by the speed of light in vacuum

‘ =

Z

S

c

v
ds�

Z

G

dg (2.2)

We rewrite this expression as

‘ =

Z

S

c

v
ds�

Z

S

ds+

Z

S

ds�
Z

G

dg (2.3)

and obtain
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‘ =

Z

S

(n� 1) ds + S �G (2.4)

where n is the radio refractive index in the atmosphere. When the excess path length is expressed using
this equation we see that the �rst term is caused by the fact th at the signal velocity is reduced compared
to the case of propagation in vacuum. The excess path is of the order of 2.3�2.7 m in the zenith direction
from a site at sea level. The main part, approximately 2.3 m from the sea level, can be accurately
modelled using observations of the total ground pressure whereas the water vapour contribution varies
between almost zero for cold and dry conditions and 40 cm for a warm and humid atmosphere. The �( S�
G)� term is the difference between the true propagation path a nd the straight line distance. This term can
be ignored for large elevation angles but must be taken into account when low elevation angles are used
in the observations. Typically the size of this term is about 3 cm at 10 degrees and increases rapidly for
smaller angles. This term is often referred to as the �bendin g term� or the �geometric delay�. We note
that for a horizontally strati�ed atmosphere it is equal to z ero in the zenith direction. When modelling
the total excess path the second bending term is often included through a modi�ed elevation dependence
of the �rst term.

Since the radio refractive index is very close to one it is practical to introduce the refractivity N which is
de�ned as

N = 106 (n� 1) (2.5)

The refractivity is easy to calculate if the state of the atmosphere is known. The general form of the
refractivity formula in the neutral atmosphere is (Crane, 1976).

N = k1

p(d�CO2)

T
+ k2

e

T
+ k3

e

T 2
+ k4

pCO2

T
(2.6)

where p(d�CO2) is the partial pressure of dry air without carbon dioxide (CO2); e is the partial pressure
of water vapour; pCO2

is the partial pressure of carbon dioxide; T is the absolute temperature; and the
coef�cients k1, k2, k3, and k4 are empirically determined from laboratory experiments.

The refractivity equation is sometimes supplemented with so called compressibility factors (Thayer,
1974). These are included to model deviations from the ideal gas law for the respective constituent.
Of course, they shall only be included if it is consistent with the laboratory experiments carried out to
determine the empirical coef�cients. Since this is not clea r, e.g., for the work carried out by Boudouris
(1963) which is often referred to and used, it has recently been recommended to ignore compressibility
factors in the refractivity formula (Rueger, 1999).

Another simpli�cation is to combine the two terms for the dry gases. Since the CO2 content in the
atmosphere is stable, except for a small seasonal variation (approximately 6 ppm) and the well known
long term anthropological effect of +1.7 ppm/yr (Keeling et al., 1989), the CO2-term can be taken into
account by increasing the value of k1 and thereby obtain one term for the dry gases. Thus we obtain the
formula

N = k1
pd

T
+ k2

e

T
+ k3

e

T 2
(2.7)

where pd is the partial pressure of all the dry gases.
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A commonly used value for k1 is 77.691 K/hPa which is based on a CO2 content of 300 ppm. The ex-
pected value in 2004 is 375 ppm which will imply a value of k1 equal to 77.695 K/hPa (Rueger, 1999).
The change in the zenith excess path caused by this updated value of the CO2 content is only 0.1 mm.

The values for k1, k2, and k3 originally measured by Boudouris (1963) were: 77.593�0.08 K/mbar,
72�10 K/mbar, and (3.754�0.03)�105 K2/mbar, respectively.

When integrating the refractivity to determine the excess propagation path, according to the equations
above, it is an advantage�in the analysis of space geodetic d ata�if the effect can be divided up into a so
called hydrostatic term and a remaining term caused by water vapour. The reason is that the hydrostatic
term can be determined with an uncertainty of less than 1 mm in the zenith direction if the total ground
pressure is measured with an uncertainty of less than 0.3 hPa.

Following the presentations by Davis et al. (1985) and Elgered (1993)�but ignoring compressibility fac-
tors as discussed above�we arrive at the following equation s tailored to describe the excess atmospheric
propagation path.

The hydrostatic delay in the zenith direction is given by

‘h = 0:0022768
P�

f(�;H)
[m] (2.8)

where P0 is the total ground pressure in hPa; the function

f(�;H) = (1 � 0:00266 cos 2�� 0:00028H) (2.9)

is used to model the variation of the acceleration due to gravity; � is the latitude; and H is the height
in km of the station above the ellipsoid. The remaining delay�which we refer to as the wet delay�is,
when using the refractivity constants from Boudouris (1963), written

‘w = 24 � 10�6
Z

S

e

T
ds+ 0:3754

Z

S

e

T 2
ds [m] (2.10)

where, as above, e and T are expressed in hPa and K, respectively. The mapping function describes
the dependence of the radio path delay in different directions through the earth’s atmosphere. Although
there are mapping functions that model systematic effects in the horizontal direction (Davis et al., 1993),
(MacMillan, 1995) we here focus on a function that is used to map a delay between different elevation
angles " without any dependency on the azimuth angle. We denote the total delay by ‘tot and de�ne the
mapping function for the total delay at the elevation angle " as:

mtot(") =
‘tot(")

‘tot(90�)
(2.11)

In almost all applications it is, however, practical to divide the integral of the total refractivity into the
two components just de�ned: one hydrostatic and one wet term (Davis et al., 1985). It is worth noting
that the hydrostatic term is the result of the integration of the total pressure in the atmosphere and hence
this term includes also some of the delay caused by water vapour. Therefore we prefer to name it the
hydrostatic term � rather than the dry term. A consequence of this is of course also that the whole
in�uence of water vapour is not included in the term which we h ere call the wet delay. Therefore, it has
been proposed that the delay in (2.10) can be called the �non- hydrostatic component� (Mendes, 1999).
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With two different delays it is meaningful to de�ne one mappi ng function for the hydrostatic delay mh

and one for the wet delay mw:

‘tot(") = ‘h(90�) �mh(") + ‘w(90�) �mw(") (2.12)

The use of two different mapping functions is further justi� ed since the height pro�les for the hydrostatic
and the wet constituents are rather different. The typical scale height of the partial pressure of water
vapour is 2 km whereas it is 8 km for the total pressure in the troposphere (where most of the refractivity
is found). In the following we will use the term Zenith Total Delay (ZTD) for ‘tot(90�) which is the sum
of the Zenith Hydrostatic Delay (ZHD), ‘h(90�), and the Zenith Wet Delay (ZWD) ‘w(90�).

2.2 Accuracy of GPS meteorology

2.2.1 Ground based GPS data processing

The accuracy of the estimated atmospheric delay depends on many parameters. Most important are the
uncertainties in the orbit parameters of the satellites, the model used for the receiver coordinates, and the
minimum elevation angle used for the observations.

The output atmospheric parameter in high precision GPS data processing is normally the ZTD. The ZHD
is determined through an a priori knowledge of the ground pressure at the GPS antenna height (Saasta-
moinen, 1972)�observed or modelled. Using the hydrostatic mapping function in order to calculate an
a priori slant hydrostatic delay an additional ZWD is solved for using its elevation dependence speci�ed
by the wet mapping function. The mapping functions most commonly used for GPS are those derived
by (Niell, 1996) by ray-tracing several years of radiosonde pro�les. The Niell mapping functions use
elevation angle, latitude, altitude, and day of year as input parameters.

However, during the GPS data processing stage usually no accurate ground-pressure measurements are
available to compute the ZHD, and thus an approximated value is computed using a standard atmosphere.
The effect on the ZTD, via the effect on the estimated ZWD, may be neglected if the true ZHD and the a
priori ZHD are suf�ciently close. For example, using a minim um elevation angle of 10�, an a priori error
of �20 hPa implies an underestimate of the ZTD of 1.1 mm. If the minimum elevation angle is reduced
to 5�, the ZTD error increases to �2.4 mm (Niell, 2004).

GPS processing centres generally have different ways to compute the a priori ZHD and sometimes use
different mapping functions. Therefore, the ZTD, and not the estimated ZWD, is the preferred quantity
to be exchanged. The ZTD itself can then be assimilated into a numerical weather prediction model, or
the ZWD itself can be extracted from the ZTD by subtraction of a more accurately computed ZHD using
accurate estimates or measurements of the surface pressure.

Also the way in which the ZWD is modelled, and therefore the ZTD, can be different for different GPS
processing centres. The ZWD is modelled as a random walk process in some of the GPS analysis soft-
wares, assuming a known a priori power spectral density. In these cases the ZWD can be estimated
(updated) every data sampling epoch, but the model is further strengthened by assuming that the differ-
ence between two epochs has zero mean with a standard deviation related to the assumed power spectral
density and the time interval between the two epochs. In other software packages the ZWD is modelled
as a step function, e.g. estimating one ZWD parameter every 20 to 60 minutes, depending on the analysis
centre. Also when the ZWD is modelled as a step function, relative constraints are sometimes applied
between consecutive estimates of ZWD.
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The uncertainties in the estimated orbit parameters are reduced by using a large tracking network. The
IGS (Beutler et al., 1996) provides different products of different quality, where the most accurate orbit
parameters are available many days after the time of the data acquisition. The ZTD errors caused by
orbit uncertainties are correlated both temporally and spatially meaning that observed rapid changes
and differences between nearby GPS sites have a high common mode rejection of orbit induced errors.
Uncertainties in the orbit parameters are the main dif�cult y encountered in the application for using
the ZTD in weather forecasting where the requirement of data availability in near real time often means
within 1�2 hours from data acquisition. The ZTD obtained fro m post processing, using the most accurate
orbit parameters, have a value as an independent source of information for validation purposes.

2.2.2 Characteristics of GPS network systems

The ZTD is estimated along with several other geodetic parameters. The parameters that are estimated
depend to a large extent on the domain of the GPS network. The network of the International GPS
Service (IGS) is a world-wide network of 200�300 receivers. This network is used mainly to estimate
precise satellite orbits and satellite clock parameters for the GPS satellites. Other parameters that are
estimated are the daily station coordinates, the receiver clock errors, the ZTD and phase ambiguities, as
well as Earth Rotation Parameters (ERP). Delays due to the ionosphere are estimated by using a linear
combination of phase measurements on two frequencies, thereby eliminating the �rst order ionosphere
delay. Other short periodic effects, such as solid earth tides, ocean loading, phase wind-up, antenna
elevation dependent delays, etc., are taken care of by using a-priori models. There are three main types
of IGS products:

� Ultra-rapid orbits, available twice daily and since May 2004 every 6 hours, which include a pre-
diction for up to one day

� Rapid orbits, satellite clocks and ERP (available after two days)

� Final orbits, satellite clocks and ERP (available after two weeks)

The main objective of the IGS network is to de�ne a global and l ong-term stable reference frame, based
on ITRF, below the cm level accuracy level for the ground based stations and at the cm level for the
satellite orbits.

The IGS products can be used in other ground-based networks for both geodetic and meteorological
purposes. The �nal IGS satellite orbits and Earth Rotation P arameters (ERP) are used for instance in the
EUREF Permanent GPS Network (EPN), a regional densi�cation of the IGS network in Europe of about
200 receivers. The EPN provides daily coordinate time-series, and plays therefore a crucial role in the
maintenance of the European part of the terrestrial reference frame. The EPN network is a very robust
network that is well monitored, and every station is processed by at least 3 of in total 16 EPN analysis
centres. The EPN also provides time-series of hourly estimates of ZTD, which is also a combined product
of the individual analysis centres and is available with a delay of 2�3 weeks.
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2.2.3 GPS network processing strategies

Two different strategies can be used for the processing of local and regional networks:

1. Network approach using zero or double difference

2. Precise Point Positioning (PPP) approach

In the network approach only IGS orbits and ERP parameters are used. The IGS satellite clock param-
eters are not used as the satellite clock parameters are estimated in the network along with the other
parameters such as station coordinates, receiver clocks, ZTD, and phase ambiguities. Within the network
approach broadly two different approaches exist: double and zero difference processing. In the double
differencing approach the satellite and receiver clock parameters are eliminated on an epoch-by-epoch
basis by forming differences of the observations. First, observations of two different receivers to the same
satellite are subtracted, eliminating the satellite clock parameters, giving the so-called single difference.
Next, two single differences are subtracted to eliminate the receiver clock parameter, giving the double
difference. This greatly reduces the amount of parameters to be estimated in the batch least squares
adjustment, leaving only the station coordinates, the phase ambiguities, and the ZTD as unknown param-
eters. In the zero-difference approach the satellite and receiver clock parameters are estimated along with
the other parameters, usually based on a Kalman-�lter type o f approach. The zero difference and double
difference approach give in theory identical results, although the implementation in software may result
in small differences. The main advance of the double difference approach is that it results in normal
equations, which later on can be combined to constrain the solution or combine different estimates. The
main advantage of the zero difference approach is that it is slightly more �exible with respect to changes
in the tracking con�guration. The other advantage is that it usually uses a Kalman �lter (although a
Kalman �lter is sometimes also used in single or double diffe rence processing), and is therefore slightly
more �exible in modelling the time behaviour of parameters s uch as the ZTD. The domain of the GPS
network is important. In a local network only coordinate and ZTD differences between two stations can
be estimated; this is because the satellite clock parameters have to be estimated as well. Absolute ZTDs
can be estimated only when the network is covering a reasonable region, because then the same satellite
is seen from different elevation angles at different stations, allowing estimation of both satellite clock
parameters as well as absolute ZTD values.

In the Precise Point Positioning (PPP) approach both previously estimated satellite orbits and ERP are
used, as well as satellite clock parameters (Zumberge et al., 1997). Therefore, for each station only station
coordinates, epoch-wise receiver clock parameters, ZTD and phase ambiguities have to be estimated.
One of the advantages of the PPP approach is that stations can be processed station by station, and that
it is not necessary to process a regional network. The downside of the PPP approach that it is much
more dif�cult to estimate integer phase ambiguities, as is o ften done in the network approach. In the
PPP approach this is only possible when several stations are processed together. It is essential in the
PPP approach that orbits, ERP, and satellite clock parameters come from the same source. In general
the estimation errors of these parameters are highly correlated. This is a problem in particular for near-
real-time applications, because the IGS ultra-rapid products cannot provide an accurate clock prediction.
Therefore, for near-real time applications analysis centres that use a PPP approach either preceding their
PPP processing by a global network adjustment in order to get good orbits and satellite clocks, or use
one of the few near-real time orbit and satellite clock products that are available at present. It is expected
that in future the number and quality of the near-real time orbit and clock products continue to improve.

The ZTD time series from GPS data have spatially and temporally correlated estimation errors. This is
the case both for the network and the PPP approach. In the network approach errors in the satellite orbits
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and the satellite clock parameters that are estimated introduce correlations between the ZTD, which
depend on the network size. In the PPP approach correlations between the ZTD are introduced because
of common mode errors in the satellite orbits and clocks.

Furthermore, in the near-real time processing many of the GPS processing centres �x (i.e. do not esti-
mate) the station coordinates onto weekly and monthly averages in order to get a more stable ZTD time
series. This leads to an improvement (reduction) of the formal uncertainties of the ZTD. Although this
use of average coordinates reduces the noise, it may cause small time varying biases. Models for short
term variations in the coordinates, and especially in the vertical coordinate, such as those caused by earth
tides and loading effects by the ocean and the atmosphere need to be included. This is also true when
site coordinates are estimated if the update period is longer than a couple of hours.

Additionally, the ZTD estimation is very sensitive to elevation dependent effects. Errors in the calibra-
tion of satellite and receiver elevation dependent phase delays, which may include signi�cant multipath
effects, or errors in the mapping functions, may result in small systematic effects of a few mm in the
estimated ZTD. However, using the wrong antenna type in the GPS processing, or �xing the coordinates
to the wrong values (e.g. after an earthquake), may result in gross errors of occasionally up to 20 mm or
more in the ZTD. In general, the error in the ZTD, and thus ZWD, is below 10 mm.

The total water vapour content (IWV), along the zenith path, can be derived from the ZWD by using
a mean atmospheric temperature for the wet refractivity. An estimate of this mean temperature can be
obtained from an empirical formula using the surface temperature as input data (Bevis et al., 1994).
Used in this way, simultaneous measurements of surface pressure and temperature yield values of the
IWV with an accuracy of the order of 1�2 kg/m 2 on a total content of order 10�40 kg/m 2 for temperate
regions.

Let us conclude this background discussion by noting that the absolute accuracy of ZTDs estimated from
ground-based GPS networks is poor but that a major part of the unknown bias type of error should be
possible to keep constant over time scales of years. The strength of the method is the possibility to
observe continuously with a good temporal resolution and the horizontal resolution is simply determined
by the distance between the GPS sites in the network used.
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Chapter 3

User Requirements

Sylvia Barlag, Dave Of�ler, and Siebren de Haan

This chapter summarizes the user requirements of the European meteorological and climate user com-
munities with regard to the meteorological data derived from GPS signals. The user requirements served
to specify and communicate the user needs taking regard of the expected mode of operation of the GPS
ground based networks taking part in the COST action, including operation of receiver equipment and
network connections between the stations and the regional processing centres (also called analysis cen-
tres).

This expected operation mode of the network was characterized by the following:

� No satellite or ground network anomaly impacts on the on-ground processing,

� The intra-network data �ow and data production operate at th e planned capacity and ef�ciency,

� During the demonstration phases the data are expected to be sent from the processing centres to
user centres via public networks.

The participating processing centres of the GPS meteorology network were requested to provide Zenith
Total Delay (ZTD) values, together with supporting data for each of the stations in the network. These
products are known as �Level 2� products. The supporting dat a include at least time, location, receiver
altitude, pressure and temperature at the receiver location (measured, or estimated from, e.g., interpolated
ground observation data or NWP) and quality information. In addition, the Level 2 product should also
contain Integrated Water Vapour (IWV) if available. The user requirements given in the next sections
pertain to these Level 2 products.

For the exchange and distribution of these data speci�c form ats were developed, including a COST-716
ASCII format, a WMO binary (BUFR) format, and an ASCII format for the exchange of data from
meteorological surface observation stations nearby GPS receiver stations. Within COST 716 a Near Real
Time demonstration was set up speci�cally for operational m eteorology. For this it was assumed that
Level 2 products would be available in near-real time, i.e. within 1 hr 45 min of the observation time, in
the COST 716 format. In conjunction with this, a real time data server and a monitoring web site were
set up that served both the validation of product quality and the data �ow and availability. Real time
validation of IWV was performed by comparison with NWP models for combinations of all GPS sites
and processing centres in Europe. Validation was also performed for GPS sites at a maximum distance
of 60 km from a radiosonde launch site. The geographical and temporal coverage of the exchanged GPS
meteorology products was limited only by the characteristics of the GPS network.
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The approach to de�ne the user requirements for Level 2 produ cts follows the general WMO prac-
tice, and is re�ected in the tables presented in each of the fo llowing sections. As a starting point,
generic requirements for humidity observations, independent of the observing system used, were gath-
ered from WMO documents summarizing the needs of several user communities for meteorological
products (WMO (2001)). From these, requirements for humidity observations speci�c to the GPS ob-
serving system were derived. These user requirements were discussed and re�ned at several occasions
with the help of COST 716 Working Groups 2 and 3 and the COST 716 Workshops. It shall be noted that
WMO humidity requirements are speci�ed as column speci�c hu midity (CSH). We prefer IWV since the
differences can be ignored for this purpose (COST-716 (2004)).

The COST 716 action has identi�ed several classes of users, a s noted in WMO (2001). For the purpose
of the GPS meteorological network development, we present user requirements for three classes of use:
qualitative meteorology (nowcasting), NWP, and climate. Several notes are helpful to better understand
the tables.

1. User Requirements do not represent a hard cut-off value of �good/no good�; rather there is often a
broad range of acceptability. Where two values are given, the �rst one is the target value whereas
the second indicates a threshold beyond which data may have marginal use (impact). Data with
quality better than the target values may be over-speci�ed, as the additional ’quality’ cannot be
exploited by the application.

2. For NWP, an implicit requirement exists that states that observation errors should be uncorrelated
in time and space and the observations should be free of biases. Given the general introduction
about GPS processing above, it is clear that the existing ways of solving for tropospheric parame-
ters may introduce unknown correlations and unknown biases. In the sequel, we will only discuss
correlation and bias free observational requirements.

3. Requirements are either presented for the IWV or for the path delay. IWV is usually expressed
in kg/m2 or alternatively as the equivalent height of the water column in mm (1 kg/m2 = 1 mm).
To avoid mixing up with path delay the �rst notation will be us ed for IWV.

4. Horizontal sampling means the average horizontal sampling separation distance.

5. Repetition Cycle is the effective sampling interval at the same location.

3.1 Requirements for meteorological nowcasting

Meteorological nowcasting, or very short-range weather prediction, is based on a quantitative assess-
ment of weather parameters. The generic requirements of this user community for column integrated
humidity have been extracted from the database of the World Meteorological Organisation (WMO) and
are presented in Table 3.1. Here we stress again that these requirements are generic, and independent of
any particular observing system. The presented ranges represent the threshold and target requirements.

From the above generic requirements for total column humidity data, it is clear that the primary goal of
the GPS Meteorology network products is to provide geophysical (Level 2) products, which meet these.
With respect to the general requirements for GPS products a requirement for integration time is added.
The connected requirements for repetition cycle and integration time stem from a requirement that (time)
samples should be uncorrelated. Note that the integration time is the period over which GPS signals are
gathered and processed. Also note that relative accuracy is required for quantitative analysis rather than
absolute accuracy. When comparing the previous table with Table 3.2 it becomes clear that the target is
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Table 3.1: Generic User Requirements for Nowcasting.

IWV

Horizontal Domain Sub-regional
Horizontal Sampling 5�50 km
Repetition Cycle 0.25�1 hrs
Absolute Accuracy 1�5 kg/m 2

Timeliness 0.25�0.5 hr

Table 3.2: GPS Meteorology Network Requirements for Nowcasting.

IWV

Horizontal Domain Europe to national
Horizontal Sampling 10�100 km
Repetition Cycle 5 min�1 hr
Integration Time MIN(5min, rep cycle)
Relative Accuracy 1�5 kg/m 2

Timeliness 5�30 min

to capture small scale and rapidly changing humidity structures for the purpose of forecasting rapid and
severe weather developments. However, the threshold requirements show that also less frequently and
densely sampled information can be useful.

3.2 Requirements for numerical weather prediction

Generic requirements for numerical weather prediction are gathered in the same way as for Nowcasting
by extracting values from the WMO database. Table 3.3 explicitly includes users requiring data for
regional and/or mesoscale NWP models. In general, the requirements for global and regional NWP are
very similar except that horizontal sampling better than 50 km and timeliness better than 1 hour are
preferred for regional NWP applications.

For use in nowcasting applications it was made clear that the primary goal of the GPS Meteorology
Networks should be to provide humidity products. However, from several NWP assimilation trials (see
Chapter 6) and from the processing practices highlighted in Chapter 4 it is clear that non-geophysical
(Level 1b) products may be the preferred deliverable of the networks for many NWP users. Centres
applying variational data assimilation methods may prefer the use of ZTD or Slant delay to the use of
IWV. In case an NWP centre needs IWV that quantity can be derived from ZTD using the methods
indicated in Chapter 2. NWP centres are naturally in a better position to overcome the problem of
missing meteorological data than network operators having to use approximations for these. Given this,
the main difference with the tables of Section 3.1 is the introduction of zenith total delay and slant delay
in Table 3.4. Differences between Table 3.3 and Table 3.4 stem from a stricter interpretation of present
day capabilities of NWP systems. Again, an integration time requirement is added to ensure uncorrelated
samples. It should also be noted that the absolute accuracy range quoted here is rather general and should
be better in wintertime with lower humidity budgets.
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Table 3.3: Generic User Requirements for Numerical Weather Prediction.

IWV IWV

Horizontal Domain Global Regional
Horizontal Sampling 50�500 km 10�250 km
Repetition Cycle 1�12 hrs 0.5�12 hrs
Absolute Accuracy 1�5 kg/m 2 1�5 kg/m 2

Timeliness 1�4 hrs 0.5�2 hr

Table 3.4: GPS Meteorology Network Requirements for Numerical Weather Prediction.

Zenith Total Delay or Slant delay

Horizontal Domain Global Regional
Horizontal Sampling 50�300 km 30�100 km
Repetition Cycle 30 min�2 hrs 15 min � 1 hr
Integration Time MIN(30 min, rep cycle) MIN(15 min, rep cycle)
Absolute Accuracy 3�10 mm 3�10 mm
Timeliness 1�2 hrs 30 min�1.5 hrs

For example, the mean IWV value in January (2002�2004) obser ved in Ny- 	Alesund (Svalbard, Norway)
is around 2 to 3 kg/m2; in July (2001-2003) this monthly mean value is around 11 to 12 kg/m2. The spread
for both the winter and the summer month is around 2 kg/m2. In a more southerly located site, Noto
(Sicily, Italy), January values of 11 to 12 kg/m2 and July values of 25 to 27 kg/m2 were observed.
For this site the spread is 4 kg/m2 in the winter and 6 kg/m2 in the summer.

3.3 Requirements for climate

Table 3.5 illustrates in a similar way the user requirements for the climate community, in particular those
for climate monitoring and prediction where trends in the past and future are analysed. The noteworthy
requirement is for long-term system stability. For climate monitoring it is necessary that the data are
homogeneous and do not drift by any insuf�ciency of the instr uments, the surrounding measurement
site, or changes in the processing. According to the climate monitoring principles fostered by the Global
Climate Observing System (GCOS), the quality and homogeneity of data should be regularly assessed
as a part of routine operations whereas the details of local conditions, instruments, operating procedures,
data processing algorithms and other factors pertinent to interpreting data, i.e. the meta-data, should be
documented and treated with the same care as the data themselves. Climate prediction models and studies
performed with re-analysed meteorological data show that trends between 0.1�0.4 kg/m 2/decade in the
global, yearly averaged atmospheric water vapour content can be expected (Bengtsson et al., 2004).
For speci�c (dry) regions these numbers may even be smaller. This is far less than the measurement
accuracies of the GPS system at present but also less than the variations seen in local biases. The
signi�cance of any trend detected is therefore extremely se nsitive to long-term system stability. A value
for the long-term stability near zero is theoretically right and is to be preferred but may be practically
unrealistic. The requirement for this is therefore expressed as an acceptable drift of the bias on the order
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Table 3.5: Generic User Requirements for Climate Monitoring and Prediction.

IWV

Horizontal Domain Regional�global
Horizontal Sampling 10�100 km
Time Domain >> 10 years
Repetition Cycle 1 hr
Absolute Accuracy 0.25�2.5 kg/m 2

Long Term Stability 0.02 0.06 kg/m2/decade
Timeliness 3�12 hrs

Table 3.6: GPS Meteorology Requirements for Climate Monitoring and Prediction.

IWV

Horizontal Domain All
Horizontal Sampling 10�250 km; individual stations
Time Domain Weeks to many years
Repetition cycle 1 hr
Absolute Accuracy 1 kg/m2

Long Term Stability 0.04�0.06 kg/m 2/decade
Timeliness 1�2 months

of 10�30% of the expected trend within any decade. Except for this requirement, if the requirements
for operational meteorology are met, those for climate applications will be so too. The requirement for
timeliness stems from the WMO/GCOS requirements as found in WMO documents (web-based database
WMO/CEOS). It may be applicable to some applications, but it is felt that this requirement can in general
be relaxed.

A climate user is probably not only the end user of a climatological product. Therefore a climate user
will not only be interested in time- and space averaged values but preferably in the values in full reso-
lution in time and space as speci�ed in Table 3.5. Three dimen sional (3D) analysis �elds from an NWP
assimilation may be one option for deriving gridded data but as long as the in�uence of the NWP model
on the result is still a matter of discussion this should not be the only option. The climatologist will
always be interested in the most independent data. Climate users may not make direct use of zenith (total
or wet) delays; they are likely to either use temporally and spatially averaged water vapour columns, or
use 3D analysed �elds, which have assimilated GPS ground-ba sed meteorology data via NWP systems.
Table 3.6 re�ects the average requirements for any realisti c network of GPS ground receiver equipment.

Several notes apply to this table:

1. Ideally, data for global studies are sampled in regular 2.50� x 2.50� or 10� x 10� grids; ideally
each grid box should have >40 independent observations per day. For local and regional studies
(e.g. Baltex) stations are required every 100 to 200 km but not necessarily arranged in a grid. Sites
chosen must re�ect climate areas of interest. For special ev ents (e.g. storms or extreme events) a
higher network density, e.g. comparable to NWP network density, may be required over the region
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of interest.

2. For climate monitoring the time domain should in principle be unlimited. However, for climate
studies the time stretch for which data are required may be shortened to several (tens of) years.
For special events (see note 1) weeks may be suf�cient. For ea ch of these studies climate accuracy
is required, obtained through post-processing of the data using accurate orbit parameters.

3. Daily, monthly, yearly, mean diurnal cycle, mean daily means, mean seasonal cycle, mean yearly
means over many (30 or more) years etc. are required. These are best based on an hourly repetition
cycle.

4. W.r.t. Table 3.5 timeliness has increased to allow for acquisition of accurate orbit data. This has a
positive impact on the absolute accuracy.

Although this does not pertain to the geophysical products (Level 2 products) a special remark should
be made concerning the requirement for archiving of products. Archiving concerns the saving of pro-
cessed products and its subsequent extraction. Especially climate users have an interest in extracting and
reprocessing data or, alternatively, to have the archived data reprocessed. To produce useful and consis-
tent time series, and to make any reprocessing feasible, each observation should be accompanied by all
relevant meta-data, as also recognized by the monitoring principles of GCOS. These meta-data should at
least include the type of meteorological station (or method of estimation) used to produce pressure and
temperature data, the ZTD solution from the network processing and its error covariances, and an error
estimate for the humidity product.



Chapter 4

Demonstration Experiment

Hans van der Marel

4.1 Introduction

The main task of WG 2 (Demonstration project) was to develop a near real-time (NRT) demonstration
system, including all the steps from data acquisition up to assimilation into an NWP model, and to verify
the operational reliability of the hardware and software codes. The near real-time demonstration system
involves several analysis centres, each processing a GPS network and delivering estimates of ZTD to a
gateway at the UK Met Of�ce in the COST 716 format.

The speci�cations for the NRT demonstration system were de� ned by WG 3 (see Chapter 3). This in-
cludes the speci�cations from the operational meteorology , climate research and climatology communi-
ties. In order to be useful for NWP the estimates of ZTD must arrive within 1 hour and 45 minutes from
the time of the �rst observation.

The algorithms, data �ow, formats and assimilation into NWP models have �rst been tested on 15 days
of GPS data which were processed off-line, but to near-real time quality, using a benchmark data set
spanning the period of June 9�23, 2000. The benchmark data se t was processed by 7 analysis centres.

The �rst observations for the NRT demonstration system were processed in February 2001. The near-
real time demonstration started with two analysis centres, but soon included six out of seven analysis
centres that participated in the benchmark data set. Later during the project four additional analysis
centres became involved in the near real-time demonstration. The system consisted in March 2004 of
about 420 stations processed by 10 analysis centres in near real-time.

In this chapter we will focus on the design of the near real-time network and the processing strategies
used by each of the GPS analysis centres. Also we will present the results of the benchmark data set
and inter-comparisons between the results from different GPS analysis centres, and some of the speci�c
properties of the near real-time system. The data �ow and mon itoring of the near real-time system and
its applications are discussed in Chapters 5 and 6, respectively.

21



22 CHAPTER 4. DEMONSTRATION EXPERIMENT

4.2 Design of the near real-time network

One of the main goals of COST 716 is to demonstrate that it is possible to use data from ground based
GPS for operational meteorology. For this reason a near real-time demonstration was organized using
existing GPS infrastructure and analysis centres. The purpose of the near real-time demonstration is
threefold:

1. Proof that GPS networks can provide properly validated ZTDs in near real-time

2. Create a data set that can be used to assess the impact on NWP applications

3. Establish data formats and procedures, and verify hardware and software codes in an operational
manner

Because we wanted to use existing GPS infrastructure it was decided to organize the GPS processing
around several near real-time networks, each handled by an analysis centre.

In order to be useful for meteorology and climate applications, the networks should cover at least Europe
and as much as possible of the Northern Atlantic. Figure 4.1 and Figure 4.2 give an impression of the
geographical distribution of the stations in March 2004 with their analysis centres. Please note that only
analysis centres are indicated. The data providers, on which the analysis centres rely for the data, are
not listed in Figure 4.1 and Figure 4.2. A list of data providers can be found at the end of this chapter.
The density and size of the networks primarily depends on the number of stations, within each area, which
can provide NRT data, and can be handled by each network. Because the ZTD will be assimilated directly
into NWP models the stations do not necessarily have to be equipped with meteorological sensors.

The analysis centres that are taking part in the near real-time demonstration are:

ASI Agenzia Spaziale Italiana, Matera, Italy
ACRI ACRI-ST, Valbonne, France
BKG Bundesamt f¤ur Kartographie und Geod¤asie, Frankfurt, Germany
GFZ GeoForschungsZentrum Potsdam, Potsdam, Germany
GOP Geodetic Observatory, Pecn·y, Czech Republic
IEEC Institut d’Estudis Espacials de Catalunya, Barcelona, Spain
LPT Federal Of�ce of Topography, Wabern, Swiss
NKG Nordic Geodetic Commission, Norwegian Mapping Authority, Norway
NKGS Nordic Geodetic Commission, Onsala Space Observatory, Sweden
SGN Institut Geographique National, Paris, France

The near-real time demonstration started in February 2001 with two analysis centres, Geo-
ForschungsZentrum Potsdam (GFZ), Germany and Geodetic Observatory Pecn·y (GOP), Czech Repub-
lic. GOP is processing a European network with stations from the UK, Belgium and the Netherlands
(Dou�sa, 2002b), while GFZ contributes stations from the German Atmospheric Sounding Project (GASP)
network (Gendt et al., 2004), with some of the Dutch and French data. Institut d’Estudis Espacials de
Catalunya (IEEC), Barcelona, Spain, Agenzia Spaziale Italiana (ASI), Matera, Italy and the Federal
Of�ce of Topography (LPT), Wabern, Switzerland joined the d emonstration network in respectively
May, June and December 2001. ASI and IEEC are contributing two networks centred on the Mediter-
ranean from the MAGIC campaign (Flores et al., 2000; Haase et al., 2001; Pacione & Vespe, 2003).
LPT is processing a very dense Alpine network centred on Switzerland, with some of the French stations
(Brockmann et al., 2001). The Nordic Geodetic Commission is processing mainly two sub-networks
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Figure 4.1: GPS stations in the near real-time network demonstration and analysis centres processing the
data (March 2004).

of Scandinavian stations. The Norwegian stations are processed by the Norwegian Mapping Authority,
Norway (NKG), together with a number of global stations for orbit determination. They started to con-
tribute data in April 2002, after having participated for a short period in October 2001. Onsala Space
Observatory, Sweden (NKGS), is providing a dense network for Sweden, and has in 2003 added a large
set of Danish stations. In 2003 two more analysis centres came on-line, increasing the number of analysis
centres to nine. They are ACRI-ST (ACRI), Sophia Antipolis, France, taking over one of the MAGIC
networks that was originally processed by CNRS, France (Haase et al., 2001), and Institut Geographique
National (SGN), Paris, France, processing stations from the French network. Finally, in 2004, the Bun-
desamt f¤ur Kartographie und Geod¤asie (BKG) in Frankfurt,Germany, started to contribute a European
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Figure 4.2: Detail of the near real-time demonstration network (March 2004).

data set, bringing the total number of analysis centres to 10. In addition to stations in their target area
most of the ACs are analysing sites from the European Permanent GPS Network (EPN) and IGS network
as well.

The evolution of the near real-time network is shown in Figure 4.3, giving the network status in January
2002, July 2002, January 2003 and October 2003. The current status, March 2004, is shown in Figure 4.1.
Figure 5.3 in Chapter 5, gives an overview of evolution of the number of stations in the near real-time
demonstration from May 2001 until March 2004.

In July 2002 six analysis centres were active processing a network of 150 stations, of which 69 stations
were processed by GFZ, 43 by GOP, 35 by ASI, 13 by IEEC, 60 by LPT and 23 by NKG. GFZ and
NKG each are also processing about 25�35 globally distribut ed stations which we have not counted.
About 26 stations are processed by two analysis centres, 12 stations are processed by 3 analysis cen-
tres, 9 stations are processed by 4 analysis centres and 4 stations are processed by 5 analysis centres.
The remaining 99 stations are processed by one analysis centre.

In October 2003 the network consisted of a total of 385 stations, as shown in Figure 4.3, of which
216 stations were processed by GFZ, 40 by GOP, 34 by ASI, 25 by IEEC, 56 by LPT, 20 by NKG
Norway, 98 by NKG Sweden, 30 by ACRI and 48 by SGN. GFZ is also processing about 25 globally
distributed stations. About 38 stations are processed by two analysis centres, 21 stations are processed




