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Abstract

In order to switch to renewable energy technolqggiesjor technological transformation processes
have to take place in different industrial sectoBsich transformations have been referred as
technological transitions. Theoretical frameworlavédn been developed that describe elements of
technological transitions such as the emergencegemwith of new technologies, physical and social

constraints and the competition and co-evolutiodifierent technological options. Such frameworks

may be used to inform governments, firms and adlotrs of how to understand and influence change
processes.

However, to this point no attempt has been madget@lop a formal modeling tool based on these
gualitative frameworks of technical change. In anfal model some generic patterns can be
reproduced and visualized. Secondly, having a mdldeleffect of different inputs can be testedhsuc
as different policy regimes and management strasegihirdly, playing with a model, patterns of
change can be discovered that can be fed backthetalesign of more empirical and quantitative
studies. Finally, the strictness of a formal modellld sharpen the concepts used to describe real
world processes.

This thesis presents two formal models of techriolgliffusion and substitution. Several researsher
have used the Lotka-Volterra equations to model paiition among technologies. Lotka-Volterra

models assume that while a technology grows, fusis into a larger market in which it might

compete with other technologies and different \#eis included in the equations represent this
feature. Lotka-Volterra equations show that there different modes of interaction between

technologies: symbiosis, predatory prey, and pumapetition. The model presented in this study
demonstrates the failure of an emerging technoiogpure competition with a mature and well-

established technology, but also how a third teldgyocalled “bridging technology” could change the

dynamics in favor of the emerging one.

Compared to the Lotka-Volterra model, the secord mpre detailed model of technology diffusion
presented in this study provides us with a bettedewstanding of the dynamics and feedback
mechanisms governing the technology diffusion mec®ifferent mechanisms such as technological
learning, price reduction, increment in firm’s imee enhancing the technology’s performance, and
increment in technology’s attractiveness amongsj$eve been added to the model of diffusion. The
diffusion model is used to show how on one handsthegegies and decisions made by the producer of
the technology influence attitudes of the poterdaidbpters by altering the technology attractiveness
On the other hand, attitudes of the potential agtsphfluence the adoption rate and consequently th
firm’s profitability and further decisions.
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Chapter 1. Introduction

1.1 Background

Today the world economy relies on the throughputrairmous amounts of fossil fuels such as coal,
oil and natural gas. Fossil fuels make up for apiprately 87% of the world’s entire energy supply

and combustion of fossil fuels is the single latgesman impact on the environment which has
several negative effects such as air pollutiondimdate change(IEA 2004).

Practical approaches for mitigating climate impamsid be shift to more efficient, carbon saving

technologies or toward non-fossil fuel energy sesilike renewable energies (IPCC 2001). Therefore
governments have made plans to reduce the econagligace on fossil fuels to obtain a secure and
sustainable energy future. Hence, developmenttefreltive energy sources is a prominent economic
and political topic which entangles environmentad sustainability interests (Devezas, LePoire et al

2008).

The challenges to achieve a sustainable sourceerfergy are enormous and need to be dealt
immediately. However, switching to another souréesimergy is not easily achieved. The current
situation of fossil fuel reliance has hindered plemetration of renewable sources and accompanying
technologies, which has been described by thet€arbon lock-in” (Unruh 2000).

Fossil fuels benefit from having been around féoreg time, which has led to availability at low tos
high efficiency, and favorable institutional seftirOn the other hand, renewable technologies,gir th
early market formation phase, are still relativadypensive, and suffer from mismatch with
technological and institutional arrangements. Tioeeg they hardly can gain attractiveness and @pen
market and will be suppressed by the fossil fueluslone can conclude that the limitation on tedinic
change and diffusion of new technological solutjgasiot merely laid within science and technology
itself, but as much within the inertia of organieagl, social and institutional systems (Unruh 2002
So, there would be a pertinent question on, hovewaible energy technologies can penetrate and
diffuse into a market dominated by fossil fuel.

In order to switch in to renewable energy techn@sgmajor technological transformation processes
has to be bound to take place in different indaksgctors. Such transformations have been refeaged
technological transitions. Technological transiianvolve change in technology, user practice, laws
and regulations, industrial networks, infrastruetuand culture (Geels 2002). The process of
technological transition has several critical issigich as: emergence and growth of the new
technologies, long term physical and social coidsaand the competition and co-evolution of
different technological options.

There are large numbers of formal models develdpedlealing with large scale transformations.
These models generally are linear optimization rneothat capture the dynamics created by long term
constraints, i.e. due to limited stocks of resosiroe flows of investment. As an example Azar,
Lindgren et al. (2003), analyzed different fuel ices in transportation sector by creating different
long-term scenarios and investigating the time ithatore cost effective to switch to alternativelfu
Moreover, they looked into which fuel is cost effee to shift to, and particularly concerning
biomass, and which sector it will be more costaiie(Azar, Lindgren et al. 2003).



Although these models are good at describing thgaahof long term boundary conditions but have
little to say about the micro dynamics in the egrhases of a transition. These micro dynamics,
including knowledge formation, technology developteentry of actors, the formation of markets

and institutional adaptation, have been thoroudklscribed in qualitative narratives of the emergenc
and growth of several new energy technologies usitgchnological innovation systems approach
(Jacobsson and Bergek 2004; Sandén and Jonassén 1269ro 2007). Moreover, a few future

oriented studies have been made using this framewmrconstruct qualitative socio-technical

scenarios, i.e. Jonasson and Sandén (2007) examtiffiecnt policy choices, with a socio-technical

approach, on the development of alternative tramigpels in Sweden.

To this point no attempt has been made to develigonaal modeling tool based on these qualitative
frameworks of technical change. A mathematical rhade never reproduce the richness of actual
technical change processes. However, some genaftierms can be reproduced and visualized in a
formal quantitative model. Secondly, having a mpttet effect of different inputs can be testedhsuc
as different policy regimes and management strasegihirdly, playing with a model, patterns of
change can be discovered that can be fed backthietalesign of more empirical and quantitative
studies. Finally, the strictness of a formal modellld sharpen the concepts used to describe real
world processes.

1.2 Research questions and objectives

RQ1: How can such a technology substitution probessiodeled?
RQ2: What diffusion patterns can such a model gea@rCan historical patterns be reproduced?
RQ3: How do different parameter choices affectlts8u

RQ4: Can we learn something from the model forahieome and impact of choices in ongoing real
world change processes?

1.3 Methodology

In this paper, a formal model comprising of two amgpe models, will be developed based on the
technological innovation system framework. It vi@dfget the issue of competition and co-evolution of
different technological alternatives.

The first model incorporates Lotka-Volterra compieti equations, and will describe how a new
technology (E) (such as new transportation fuesaar electricity run vehicle) grows in a system
dominated by an old technology (M) (such as inteomnbustion engine). The model will then be
designed to study how an intermediate technology (ch as ethanol flexi-fuel cars or hybrid
vehicles) could affect the introduction of a longemm better option (E), that is the bridging ocke
out properties of B.

The second model is a model of diffusion of ondipalar technology considering various feedback
mechanisms involve in the diffusion of a technologiiese feedback mechanisms are considered to
be generated from the producers and consumerg ¢éthnology.



1.4 Thesisoutline

In chapter 2 (System dynamics) the research apipraxad System Dynamics, which is used mainly as
the method of modeling, will be described.

In chapter 3 (Modeling of competition and co-existe of technologies), a brief introduction to Lotka
Volterra competition equations is presented anteiinht models and implications of the equations,
used in the ecology, is examined. Further on, thdehof interaction between three technologies will
be developed and described in this chapter.

In chapter 4 (Modeling of technology diffusion)imedel of diffusion focusing on dynamics generated
in the firms producing the technology, i.e. teclomgital learning and growth of technology
attractiveness, and dynamics in the producerslsaténg to growth of technology legitimacy, wik b
developed and simulated.

In chapter 5 and 6 (Discussion and conclusion) studision on the limitation of this paper is
conducted, and the implication of the model simatet in answering the research questions will be
presented.

Appendices A and B, descriptions of relations betwéactors in the model presented in chapter 4 is
presented in these two appendices.






Chapter 2. System dynamics

The research in this report has an explorativeraaand aim to contribute to technological change
theory. The objective of the research is to develog expand a new approach to modeling of the
technological transformation considering the presenf bridging technologies. Taking into account
this objective, the suitable research strategyttite research is a retroductive strategy. Retradeict
research strategy involves the building of hypaotaétmodels as a way of uncovering the real
structures and mechanisms which are assumed tage@mpirical phenomena (Blaikie 2000).

The modeling will be based on System Dynamics neetiidhe modeling will begin with a simple
description and gradually include more processks.models are made up of functional relationships
between the elements of the system to reflect eeffiget chains. In this way, the model will contain
several intertwined feedback loops. Examples ofhslaops can be cost reduction via market
expansion through learning-by-doing, enabling fartimarket expansion, and legitimacy creation.
The computer simulation will be done in the Sofevafensim. This chapter provides with a brief
introduction to system dynamics.

2.1 Central elements of System Dynamics

Over the last few decades there has been a tremdaitagement emphasizing the importance of
analyzing natural and social phenomena from a rhofistic view. This holistic view is generally
referred to as system view or system thinking. &ysbDynamics (SD) is a simulation tool that help
decision makers better understand complex systemighe implication of system intervention. SD
was developed in the late 1950s by Jay Forresteth@fSloan School of Management at MIT
(Williams 2002). His book, Industrial Dynamic, was very successful introduction of System
Dynamics to Management Science area.

Later in 1990s the publication of Peter Senge’skbidde fifth Discipline” gave a re-birth to the fie
(Dooley 2002). Highlighting the importance of feadk and delays through illustration of the Bear
Game was one of Senge’s main contributions for rstdeding the necessity of using more
sophisticated tools like SD in management decisiakings. Indeed, effective decision making and
learning in a world of growing dynamic complexigquires us to become system thinkers- to expand
the boundaries of our mental models and develols ttmounderstand how the structure of complex
systems creates their behaviors (Sterman 2000).

System Dynamics is based on differential equatenmd has its origin in control engineering and is
now considered an established research directidaimagement Science. The popularity of System
Dynamics has increased in recent years becausbeohdw developments in softwares and their
increased availability.

2.1.1 Open/Closed Systems

The understanding of system is central in usingteé®ysDynamics. Systems can be classified as
“open” or “closed system&” An open system is the one characterized by ositfhat respond to

! Forrester (1971) refer to closed system as feddfpgstems. Also Coyle (1977) calls these two tygfes
systems, open loop and close loop systems.



inputs but where the outputs are isolated and havafluence on the inputs (Forrester 1968). Ireoth
words, in open systems, the output has no effetheriuture performance of the system. Most of the
systems around us, especially the systems mantgdchy humans are open systems. A computer
printer do not change performance based on hovadt pvinting last time. Hence, an open system is
not aware of its own performance, and past actiensot control future actions (Forrester 1968).

In contrast, closed systems change performancel asgervious performance. A computer printer
together with the human user of the printer caral#osed system. The performance of the printer
each time may cause the user to make decisionsanging the printer settings or doing maintenance,
if the performance is not acceptable. However itegy difficult to find systems that are completely

closed.

Usually systems are a combination of open and dlegstems. Also the classification of a system as a
close or open system is not intrinsic to a paréicalssembly of parts, but depends on the observer's
viewpoint in defining the purpose of the systemst®&gn Dynamics is basically about analyzing closed
systems and a principal activity in system dynamicsleling is to define the boundary of the system,
and then translate what lays within the boundaty & closed system model with some rational
modeling assumptions (Forrester 1968).

2.1.2 Feedback

The first step of building system dynamics modslsoi identify the variables existing in the system
and defining the relationship between these vagmblhe variables and the relationships can elasily
plotted in a causal diagram. A causal diagram stssif variables connected by arrows denoting the
causal influences among the variables. These aakliips can easily be shown by + and — showing
the direction of change one variable will causthtother variable.

The causal diagram shows the characteristics ofyster® in terms of component types and
relationships. Drawing the causal diagrams helpdescribe the dynamic behavior of the systems
through identifying the feedback loops. That isahese the most complex system behaviors arise from
the interaction (feedbacks) among the componentth®fsystem, not from the complexity of the
components themselves (Sterman 2000; Eden 2004).

Feedback structures exist in many systems. Feedlsikhv the effect of the behaviors or actions of
one component in a system on itself. A feedbacl tausal diagram is shown by a loop shown by
arrows which indicate relationships between thenelgs of the model. In a causal loop every element
is influencing one or more elements of the model @ninfluenced by one or more elements of the
model. These loops can be either positive or negiops.

In positive loops, any change in an element catsesinfluence of other elements to be in the
direction of intensifying the change, while in néga loops any change in an element will activate a
control mechanism in the loop to bring the elemealtie to the original value. The negative and
positive loops are also called respectively goaks® and growth producing loops (Coyle 1996).

Once a causal diagram is created and the feedloags lidentified, the diagrams can be used to
gualitatively explore alternative structure andaggies, both within the system and its environment
which might benefit the system (Wolstenholme 19960yle 1996).

Figure 2.1 shows a causal loop describing how lmgethe cost through learning lowers the cost of
capital and stimulating further growth.
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Figure 2.1Example of causal loop system diagram

Some people call the causal diagramming of a sydfeenqualitative analysis of system, since causal
loops create a forum for translating barely peregithoughts and assumptions about the system, by
individual actors into usable ideas which can bmmuonicated to others. Therefore in cases where
guantification of the models is impossible evenwdng the causal diagram is very helpful in
understanding of the system (Wolstenholme 1990).

2.1.3 Stocks and Flows

A quantified system dynamic model is built by tiatieg the model structure from a causal diagram
to stocks and flows and their corresponding mathieadadefinitions. Levels (Stocks) are the
accumulations within the system. They charactettze state of the system and generate the
information upon which decisions and actions arsela The flows are defined by rates and their
connection to the stocks (Forrester 1961; Sternd@oR

Modeling the system using the stock and flow diagras the step the modeler takes to quantify the
causal diagram and run simulation iterations tdyaeathe output and behavior of the model.

In stock and flow diagramming there is a thirdeygf variables which are called auxiliary variables

which are neither stock nor flows. They are vagabbr constants which are defined by numbers or
function of variables in the system and using tliemmnly a good modeling practice. They can always
be eliminated and the model be reduced to a sefuditions consisting only of stocks and their flows

(Sterman 2000).

In most of the software packages stocks are shgmrediangles. Inflows are represented by a pipe
pointing to the stock and out flows are presentegdipes pointing out of the stock. The flow rates a
controlled by valves which are noted on the pigeflow is either between two stocks or between a
stock and a source/sink. A source represents thek stom which a flow originating outside the
boundary of the model arises; sinks representtteks into which flows leaving the model boundary
drain. Source and sinks are usually shown by cl¢8trman 2000).



The visualization of the diagram is often callegistem diagram” of the model. Figure 2.2 shows a
system diagram consisting of stock and flows desuyi the effect of investment on marketing
performance of a firm.

Marketing
performance

A

<Investment on
marketing>

Marketing
> performance
improvement rate

Marketing performance
improvement per
Q investment
Figure 2.2 System diagram of growth of marketing performatiteugh investments. The stocks are shown by
rectangles, the flows by the arrows and the valvesauxiliary variables with no bordering and seudsinks are
shown by clouds

The values in the stocks equal their initial vgbligs the algebraic sum of the rates integration &mtd

out the stock. In modeling the system using theksémd flow the stocks should be dependant only on
the rates (not any auxiliary variable) and thegatkould be dependent only on the auxiliaries and
stocks (not any other rate). Also every feedbadp lmentified in the causal diagramming must be
included in the model by at least one level andrates otherwise creation of behavior over timerfro
tracing out the loop would not be possible (Wolktdme 1990).

Sterman (2000) proposes the snapshot test forifigiagtkey stocks in the system. Using this method

the modeler should consider the system and imdgiezing a scene of the system. Stocks would be
those things you could count or measure in theupgctincluding psychological states and other

intangible variables.

As modeling moves from the hard to the softer aofdke system spectrum, obviously quantification
becomes more difficult. However, it is always imjamit to try to quantify all aspects of a model,reve
if some of these have to be on a normative scilee ©ne of the major axioms of the approach it tha
the behavior of whole systems is not predictabtemfrthe behavior of its individual components
(Wolstenholme 1990).

2.1.4 Simulation of the Model

The most valuable insights can be obtained fronyste®h Dynamics study is through the simulation
of the model. The simulation of the model is a cataional process where the values of the stock
variables are calculated by progressing the timiefsystem. By definition the values of the stocks
are the algebraic integration of the flows goingird out of each stock (Figure 2.3). The algoritfim
the calculation is also shown in Figure 2.4,
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Figure 2.3 The value of the stock variables are calculatethtggration of the flow rates

— Start with Levels at timg t

Calculate Auxiliaries at,tand Rates for next d

Advance time tost= t;+ d;

Calculate Levels for the new time t

Considertas {

Figure 2.4 Computational sequence in the SD simulation (se&st@hholme 1990 )

What the a computer software does, is to definena interval between states of the system in two
consequent points in time, and calculate the vatfighe system variables at every point, by adding
this time step to the system time and calculatirggrtext value of the system variables based on the
previous variables. Because most of the flow ratge not linear behavior this time step should be
short enough, so that we are willing to accept torigates of flow over the interval as a satisfgct
approximation to continuously varying rates in #utual system (Forrester 1961).

2.2 Why using System Dynamics models?

It is generally not possible to solve even smalldeis analytically because of their high order and
nonlinearities, so the mathematical tools many fedpave studied are of little direct use(Sterman
2000). Moreover, multiple feedback loops producsteay behavior not seen in the simpler systems



and non linearity can introduce unexpected behawmiarsystem (Forrester 1968). As an example, in a
system that contains non-linearity and multiple plmothe behavior of the system can become
surprisingly insensitive to change in value of thajority of the system parameters. This means that
the major inputs of the system can be changed wufiteobstantially affecting the output behavior of

the system. This is partly because of the dilubbm single parameter in a large number of others.
This kind of behavior is common in models of comptystems. However, system dynamics can
easily show which parameters in a system have dnahility to affect the whole system so that by

changing them one can alter the system behavids iSha significant advantage of using system

dynamics in studying i.e. social systems and tedisystems (Forrester 1968).

Moreover, system dynamics models will organizeifglaand unify the knowledge about a certain
system. It provides us with a more effective undeding about an important system that has
previously shown controversial behavior. In geneealgood system dynamics project is one that
change the way people look upon a system (Forr&Stt).

In conclusion, System Dynamics is a powerful todlich can be used to analyze different systems
both qualitatively and quantitatively. Certain cheteristics of System Dynamics provide capabilities
which make it one of the few analytical tools soiéafor analysis of social and natural systems.
System Dynamics is also a popular tool in analgdinvironmental and even political systems.
However this method is not yet well understood amndcticed among practitioners and has high
potential for increased use.
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Chapter 3. Modeling of multi-mode interaction between
technologies

In this chapter the model of coexistence of tecbgiels and the way they interact with each othelr wil
be described. The modeling is based on the Lotk&ekfa competition equations (Lotka 1924), which
are sets of coupled logistic differential equatiassd in modeling of the interaction of biologieald
ecological species competing for the same resouiides use of Lotka-Volterra equations in biology
indicates that they also could be used to desadwéo-technical processes that lead to growth and
diffusion of technologies (Bhargava 1989; Porteypé&t et al. 1991).

In order to make a foundation for understandinggpas of growth, some of the basics behaviors such
as exponential growth and logistic growth will ket $orth in this section. Furthermore, to faciktat
understanding of how Lotka-Volterra equations amedu in studying the interaction between
technologies, its application in ecological popolatdynamics is described in this chapter.

3.1 Population growth

The history of the application of mathematics irolegy probably dates back to &entury to
Thomas Malthus book&n essay on the principle of populatiofiMalthus 1798).

It was mentioned in his book that a population wite opportunity to reproduce grows exponentially
as time passes. In modern notation and terms yitenaic of a population with no resource limitations
can be described by the following equation whickniswn as an exponential growth equation:

zaxRa>0

dr
dt
= R(t) =R, &"

=R
In this equatiorR is population at timé, a is the constant growth rate aRglis the initial population

of the species. This model assumes that the faowth of a population is always proportionaits
size and results in exponential growth.

Suppose that there is a pair of rabbits (of coargeale and a female) living in a farm which have
access to all the resources and means of subgst€hese two rabbits might mate and give birth to
some offspring. Within a short period of time, thexcond generation of rabbits would also be ready t
mate and bear offspring. The number of rabbits bmrer time would increase as the number of
rabbits available to give birth increased. Henhe,rabbit population would grow slowly at first,dan
then more rapidly as the number of rabbits increéase

The system diagram is given in the Figure 3.1 & the stock of rabbit population grows as thehbirt
flow increases. In this model the birth rate coesed to be 1.1 rabbits per capita per month. This
means that, on the average, there will be 11 ralifwtn every month for every 10 rabbits in the
population which admittedly is a very prolific nuerb

11
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Figure 3.1 system diagram for rabbit population

It would be important to use realistic values oé thirth rate before using the model to make
predictions. However, this arbitrary value is ugeadrder to illustrate how this model of population
growth works. A graph of the number of rabbits usréme is shown in figure 3.2.
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Rabbit population

Figure 3.2 Population of rabbits versus time

In the real world exponential growth may occurhe tnitial stages and it cannot continue indeflgite
So the next step is introducing a model of popaotatihat is restricted in size by some limitation
(Bazykin 1998). We need models to take into accdbast interaction of the population with its
environment since population growth decreasesrasudt of limited food supplies, increased diseases
crowding and other factors. This means that we tddeal with a constant growth rate which is
introduced in equation (1). Hence the constant growatea in equation (1) is replaced with a variable
growth ratef(R) which is a function of the population R.

9R. f(R)xR
dt )

For the most populations, the growth ri{i®) decreases with increasiiy so the simplest choice of a
decreasing linear function &fR)=a-a.R/k, a>0, k>0s made. By substitutinffR) in the equation (2),
it can be written as follows:

d—R:aER—aRzk,a> o,k=0

dt 3)
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This equation is called a logistic growth equatids.it can be observed, the exponential growtlofact
of the equatiora.R is reduced by the factor @R/k. This equation represents the following two
states:

* For small R the population dynamics would be ckasexponential growth
* For large R the population of rabbit would competi each other for less resources

Hence the dynamics presented by equation (3) caninenarized as:

If R=0 or R=k then dR/dt=0 and the population wartiange. However, for 0<R<k, and dR/dt>0, the
population increases, while for R>k it decreases.

In this equation the positive factor afis called the initial growth rate and thés called the carrying
capacity which is the maximum size of the populatonsidering the resource limitation.

By solving the equation (3) and assuming initigbplationR, we have:

R(t) :Leat
K+ R, (e —1)

Back to rabbit example, consider that those twditakare put into a barn and are provided with food
enough for 1000 rabbits to survive. Hence, theyaagrcapacity would be 1000 rabbits. On the other
handa represents the birth rate of rabbits through birepdnd is independent from carrying capacity.
So referring to equation (3), the size of infloviriiy) at any point in time is proportional to therent
size of the population and operates exactly theesamy as in an exponential system. The inflow is
calculated as:

Inflow(birth) =axR @)
In this equatiora is the relative birth rate of rabbits aRds the size of the population at the titne

Since a carrying capacity was considered, theralldhbe an additional outflow from the stock
because of lacking of the resource and means aistahce. Actually this outflow corresponds to the
amount of death because of resource scarcity. Uitilow (death rate) of the stock is calculated as:

Outflow= Rxb (5)

Whereb is the relative number of death rate

b:R% (6)

Where kK is the carrying capacity, in this case 1@@bits. Hence the outflow (death rate) is:

Outflow= R® % (6)
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Figure 3.3 is showing a system diagram for theitabpopulation considering logistic growth.

- =———Z———7p»| Rabbits M X _ By
Bl‘rth\‘\_/ Y:De}th
. —_—
Birth rate a Death rate Carrying capacity k

Figure 3.3 System diagram for rabbit population consideringjdtic growth

A graph demonstrating the number of rabbits groviing logistic system is shown in figure 3.4. It is
clear from the graph why this behavior patterroimstimes referred to as “S-curve”.
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Figure 3.4 Population of rabbits versus time in a logisticteys

This model shows that, when population is small gared with the carrying capacity of the system
the ratioR/kin equation (6) will be initially close to zero.eHce, the death rate will be very small.
This implies that the inflow (birth) will exceedéae outflow, and the system will grow exponentially
however as the system progress and the populasmines the carrying capacity, the r&igwill get
closer to 1 and outflow rate (death rate) in equet{6) will increase and reach the birth rate.
Whenever it happens, the number of “death” willveey close to the number of “birth”, and the
population growth will slow down and eventually Wétop. This phenomenon is known as logistic
growth.

The models mentioned above were basically intemoleepresent the dynamics of a single population.

However the real ecological fields are composedahy species that interact with one another and
the assumption of a population, such as rabbitt,ishuncoupled to other species in our ecosyssem i

clearly unrealistic. Rabbits, and most other angnialan ecosystem, are either predator or prey, and
thus are necessarily connected to other populatlbissclearly expect prey populations (like raispi

to be influenced by the number of predators loolarga hearty meat.

In the next section, on of the most important gysten mathematical ecology, known as Lotka-
Volterra predatory-prey systems, is introduced.
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3.2 Lotka-Volterra predatory-prey systems’

A simple ecological system is considered now inalvhiwo species occupy the same environment.
One species, the predator, feeds on the othertbegyrey, while the prey feeds on something else
already is in the environment. One example wouldobes and rabbits in woodland, where the foxes
(predator) eat the rabbits (prey) and the rablitsatural vegetation.

Let F denote the population of foxes at timand R denote the population of rabbits. The Lotka-

Volterra equations for this Predatory-Prey modelas follows (Lotka 1924; Takeuchi 1996; Bazykin
1998):

dr =agR-c;RF,a; >~ 0,c;, ~0
dt
dF ©)

E:_aFF +c.FRa; ~0,c. -0

In this set of equationag, Gg, & andc: represent the growth constants and proportionabitystants
for rabbits and foxes, respectively. As it can tsevved from the set of equations there are the
following assumptions in this model.

» In the absence of foxds=0, the rabbit population grows exponentially and ¢igma(8) is

ar_ azRag >0
reduced to equation (1)8t

* In the absence of rabbit®=0, the fox population will die off according to unaeility of
dF

—=-a; [F,a; -0
food and equation (8) becaudd:

 When both foxes and rabbits are present, the iityew$ interaction is proportional to

population sizes. The proportionality constatsied ¢, increase the fox populationdzRF)
and decrease the rabbit populatiere{FR)

The system dynamics model considering the abovealRye/-Prey problem is shown in figure 3.5. For
the simplicity the birth rate of the foxes is calesied to be just proportional to the predatory
efficiency and other factors i.e. fertility is nminsidered in this model.

2 American Alfred J. Lotka (1880-1949) was a biokigphysicist, and a mathematical demographer. He
published in 1924 the first book in mathematicaldgy in which he formulated these predatory-preyegions.
Lotka described an ecosystem in thermodynamic teesan energy transforming machine, and initited
study of ecology. The same predatory prey modeldeagloped independently in 1926 by Italian

mathematician Vito Volterra (1860-1940), who turresl attention to mathematical biology after Wdangr |
(Takeuchi 1996, Bazykin 1998).
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Figure 3.5 Fox and rabbit predatory-prey system

A set of exogenous variables are assumed to sienthat model. These assumptions, as well as the
relation between the different variables, are showmble 3.1.

Exogenous Variables Quantity Variable relation

Rabbit birth rate 0.05 Rabbit birth Rabbit birtte*Rabbits

Predation rate 0.0002 Rabbit death Rabbits*Foxestftion rate

Fox birth rate 1 Fox birth Foxes*Predation ratexfirth rate*Rabbits
Fox death rate 0.05 Fox death Fox death rate*Foxes

Rabbit initial population 100

Foxes initial population 50

Table 3.1 Assumption for run the model of Predatory-Prey

Figure 3.6 is the output of the system dynamics ehathowing the dynamics of fox and rabbit
populations over time.
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Figure 3.6 The population dynamics in a Lotka-Volterra Predaterey system
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As it can be observed, the dynamics of fox anditgimpulations have an oscillatory behavior due to
the presence of strong counteracting feedback tloapforces the system to oscillate around a set of
conditions. This feedback mechanism is illustratefigure 3.7.

+

Predator population

Food supply

+

Prey populatic;n

Figure 3.7 Counteracting feedback loop in the Predatory —Bysiem

The loop explains that predator population has gatnee effect on the prey population and prey
population has a positive effect on the amouniotifsupply for the predator. Hence, as the predator
population increases due to the abundant supplyrey, it leads to more population of predator.
Additionally, growth of population of predators deases the prey population since more population
of predator leads to more prey being killed, andsegjuently predator population decreases due to the
insufficient food supply (prey). Thus fewer predattead to increment in the number of prey, due to
the fact that, now there are fewer predators tbthké@ preys. Hence the abundant supply of prey as
food supply increases the amount of predator aisctiftle will go on as it can be seen in Figure 3.7

The simplified Predatory-Prey model presented hisreuseful in describing the dynamics of
populations where one feed from another.

3.3 Lotka-Volterra competition system

Another important population model describes systémwhich two or more species compete for
common resources. In this new system the specigoontaay not be predator or prey on one another.
Several species of fish, for example, may compmtéhe same food supply but not feed on each other.
On the other hand, lions and hyenas not only coenfieta common food supply but will also Kkill
their rivals.

In order to illustrate a system of differential atjons corresponding to such a situation, the
competition of rabbits and sheep for the limitedsgr resources, on a certain limited amount, are
considered. Also the model is kept simple by igmpther relations i.e. the presence of predators.

Let R andS denote the populations of rabbits and sheep, césply. Since limited amount of food
supply is considered, the model should represefdgestic growth pattern. The Lotka-Volterra
equations for the competition model are (Takeu@&i6l Bazykin 1998):

dR a

i R(ag —bsR-c,S),b, = %R ,Cq >0
ds_ S(ag —bsS—Cc4R),bg :a% ,Cs -0

dt s (9)
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In this set of equationsr andas represent constant growth factors for rabbits strekp respectively.
Cr andcs are proportionality constants ald andks are the caring capacity for rabbits and sheep,
respectively. As it can be observed, there arevotig sets of assumptions in the model:

Each species, in the absence of the other, willvdoocarrying capacity and produce a logistic grawt
According to equation (3) and (8) and considedgep) andcs=0 the equations are:

dr _ B
E = R(aR _bRR) = aRR(l_%R)

wherekg=agr/br is the carrying capacity for rabbits, and

ds
e S(ag —b.S) = a;S- Sks)

whereks=adbs is the carrying capacity for sheep.

When grazing together, each species has a negdteat on the other. This introduces another teyrm t
each of the equations. For positive constantandcs, the interactive contributions to the rates of
change of populationsre —gRSfor rabbits and-csRSfor sheep. Hence the presence of one species
has a negative impact on the growth of the onechwis governed bygs andcs.

Competition models are not limited to biology opkegy. Countries compete for getting more share
of trade, companies and corporations compete toigcmqore customers, political parties compete for
votes, and new technologies and innovations confpetgpening the market and taking a bigger share
of the market which in most cases are dominatedrbylder, already well-established, technology
(Bhargava 1989; Pistorius and Utterback 1995).

3.4 Towardsamodel of technological substitution using Lotka-Volterra equations

Studying technological substitution requires modilat produce insights of the factors affecting
technological substitution as well as have theitgbib demonstrate the trend and behavior of the
process. Many substitution models overlook to mdHdeldeclining competitors and model only the
invading technology whose population is increagfagmar and Kumar 1992; Young 1993).

As it is already seen in the previous section @ tthapter, the Lotka-Volterra competition, i.e.
equations (9), model both the growing and declirdagpetitors. This allows us to have an intuitive
understanding of the factors driving competitior abstitution, from both emerging and declining
technologies.

Several researchers have used the Lotka-Voltertmties to model competing technologies.

Bhargava (1989) examined the Lotka-Volterra equatias a substitution model demonstrating that if
technological substitution is looked as the resfiltompetition between old and new technology in
which the new technology wins, various substitubonve shape of technological substitution can be
obtained and in some special cases, it producedmsic substitution curve.

Farrel (1993) described Lotka-Volterra equation®@as of the several tools for modeling the “daily
struggle for existence” among technologies. Hegreesd a theory of the development of technologies
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which started by ranking and classifying the typégechnological artifacts. Then he used Lotka-
Volterra equations in modeling the growth of a retifact in the absence of a competitor. He further
developed the model to explain the substitutiomré artifact technology for another. He illustrated
several realistic examples such as, lead-free ocgplacing soldered cans, tufted carpet replacing
woolen carpets, ball point pens replacing founfns and nylon tire cord replacing rayon tire cord.
At the end of his paper he also outlined a metlwodetrive coefficients in Lotka-Volterra equations

from experimental data (Farrell 1993).

Modis (1997) used Lotka-Volterra equations to déscrthe competitive dynamics in a market

occupied by two technologies competing with eadteotHe introduced different types of interaction

between technologies: competition, predatory-preytualism, commensalism, amensalism and
neutralism. He presented examples from industgwsty the possibility to change the relation

between two technologies from one type of intewgctio another. He also proposed methods to
manipulate the interaction to optimize advertisimgl image-building strategies (Modis 1997).

Pistorios and Utterback (1995) discussed modelivey S-curve related oscillatory behavior in the
mature phase of some technologies. They used NtKkafra equations to investigate how other
technologies can influence this kind of oscillatdighaviors. They addressed the question whether
these oscillation behaviors are inherent and caseba as mortality indicator of a mature technglogy
or if they are seen when the mature technologyante with other technologies. In their paper, they
investigated the interaction between plywood asuneatechnology being attacked by oriented strand
board (OSB). It is concluded that factor, such asnmeconomic business cycle is the main reason for
the oscillations in plywood S-curve, although theesence of OSB as emerging technology,
contributes to the oscillatory behavior of the mattechnology’s S-curve. Moreover, by using Lotka-
Volterra equations they showed that this oscillatbehavior can also result from the symbiotic
interaction between two technologies in which bthnologies benefits from the other technology
(Pistorius and Utterback 1995).

Pistorius and Utterback (1996) also used Lotka-&fcdt equations to model the interaction of
technologies in three modes: pure competition (eheoth technologies suppress one another’s
growth), symbiosis (where both technologies besdfitm the other’'s presence), and predatory-prey
(where one technology expand in expense of therothehnology decline). This is done
mathematically by changing the algebraic signshaf tompetition coefficients in Lotka-Volterra
equations (Pistorius and Utterback 1996).

Pistorius and Utterback (1997) further concludeat tising Lotka-Volterra equations provides us with
a broader understanding of the interaction betveemologies. They discussed qualitatively theehre

modes of interaction which had been presentedeir #arlier paper (Pistorius and Utterback 1996)
and discussed how emerging and mature technolagrediave positive and negative effects on one
another's growth rate. They also demonstrated elesmpf these three modes of interaction

(symbiosis, pure competition and predatory-preyheyl also attested that the interaction between
technologies can be shifted from one mode to therpwhich is also discussed by Modis (1997).
They also suggested further research should bertakde in to the nature of the interaction in

different modes (Pistorious and Utterback 1997).

3.5 Model of technological change using Lotka-Volterra equations

Let M denote the market level of a mature technologyEdénote the market level of an emerging
technology. A system of Lotka-Volterra equationgsaibing the interaction between these two
technologies, and set of equations related tarhésaction is:
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ct:l_l\':I:M {a,, —b, M -c,. [E).a, >0b, ~0.c, >0

gE_ Efa. b [E-c., (M),a. > 0,b. > 0,c. » 0

dt (10)
In this set of equations:

* au and ag pertain to the production or positive feedbacknfradoption. It reflects the
production ability and growth rate of each techggland has a unit of 1/time.

* by andbg is inhibition coefficients for each technology thietermines the loss of potential
market caused by growth of the technology. It hamia of 1/unit/time. According to set of
equations (9)b can be written aa/k wherek reflects the market capacity for the technology.

* cve and cgy are the competition coefficients among technolqgigsich is the effect of
technologies on one another. It shows the sharenaxket capacity taken by the other
technology. It has the same unit as b.

These three coefficients are different from ondtetogy to another depending on characteristics of
each technology. These characteristics can be saltteas market potential for each technology.

Hence the terms3 ~by [M —Cye [E) and (e ~be [E-Cgy [M ), gauge the market potential for

mature and emerging technologies, respectively.celdsy considering Lotka-Volterra equations in
studying technological substitution, it is assuntieat technological growth depends on two factors:
“market level” and “market potential” of each tectogy.

According to the set of equations (18)andb coefficients determine the S-curve or logistidudfon
pattern of each technology as they exist in ondiquéar market without presence of the other
technology. However, the interaction between twahmelogies is determined by coefficiantvhich
introduces the effect of technology interactionntle depending on the signs @f= andcey , the
model can produce different modes of interactidmvben technologies which are summarized in table
3.2 (Pistorious and Utterback, 1997, Modis, 1993toRius and Utterback, 1996).

Cve Cem |Denotation Description

+ + Symbiosis BothM andE benefit from presence of the other on

+ 0 Commensalism | M benefits from the presenceBfbut E remains unaffected
0 0 Neutralism M andE do not affect one another

+ - Predatory-Prey | M expands at expensebf

- 0 Amentalism M growth rate decrease, dotremain un affected

- - Pure competition | PresenceMfandE suppresses other's growth

Table 3.2 Different interaction modes among technologies

The equations presented here address the degteehoblogical growth over time i.dM/dt Hence,
as discussed in chapter two and this chapter, mydigmamics is a suitable tool for the purpose of
modeling and simulating interaction among technieleg
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3.5.1 Modeling the predatory-prey interaction between technologies

As a point of departure in this study a case ptesehy Pistorius and Utterback is modeled using
system dynamics. In this case a predator-preyioekdtip between a mature technoldgyPrey) and

an emerging technolody (Predator) is examined. For illustrative purpdse following set of values
are considered for the coefficients in equatior®:(dy =0.15,a: =0.1, by = bg =0.01, cye =0.01 and
cem =0.02 (Pistorius and Utterback 1996).

Since it is a predatory-prey relation between taghhologies, referring to Table 3.2, the sigmgfis
negative and the sign afy is positive. The initial value for the market l&v@f technologies are
My=5 Million units and E,=10000 units. This is basically due to the level of mdjuiof each
technology(Pistorius and Utterback 1996). Henceetheations used for this model are as follows:
aM/ - - 2 _

A/ = 015M — 00IM* - 00IM [E

dE/ - _ 2
%t 01E — 001E2 + 002E M

Figure 3.8 and 3.9 shows the system diagram areldimmain plot of this model.

Technology M
< = > ey
Growth rate of
/Vtechnology M <—/
aM
bM cEM
NZ
O X —= - Technology E
Growth rate of predator
technology E
aE

bE cME
Figure 3.8 System diagram for the predatory-prey model

The terms “Growth rate of technology M” and “teclogy E” are actuallydM/dt and dE/dt,
respectively.
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Figure 3.9 Time domain plot of two technologies in predatorgypinteraction (technologies will coexist)
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In this model the emerging technology will benéfitm the existence of mature technology, hence the
mature technology has a positive effect on the gmegrtechnology. However, the mature technology
does not recognize this threat caused by the entgtgchnology, thus the mature technology does not
initiate any improvement in order to be more coritjpetin the market with the emerging technology.
This is the phenomena occurring i.e. before yeam2bis model, which at the same time emerging
technology stealing some share of market from tagire technology.

Under these circumstances, one can state thatiteegang technology has a negative influence on the
mature technology’s growth and hence, it is a pmgieprey relation among two technologies.
(Pistorius and Utterback 1995; Pistorius and Utekil996).

It this model both mature (prey) and emerging tetbgy (predator) reach an equilibrium condition in
which both technology coexist in the same markige(gear 50). It can be shown that the equilibrium

a, [b%
. . . a = Cue .
situation will only be reached when. In the casesrgh E , the prey technology will
always die out (Pistorius and Utterback 1996).

The following set of equations demonstrates a oagéich the mature technology (prey) will die off
eventually due to above mentioned condition. Thigalrmarket levels are the same as the previous
model. The time domain plot of this case is showfigure 3.10.

dM/ — _ 2 _
%it =01M - 00IMm 00IM [E
dE/ - _ 2

%jt = 015E - 001E“ + 002E M

Mo=5 million units, E=10000 units
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Technology E (Predator)y ----------------------

Figure 3.10 Time domain plot of two technologies in predatorgypinteraction (prey technology will die off)

3.5.2 Modeling pure competition between two technologies

As discussed earlier the growth of a technologysittering Lotka-Volterra equations, depends on
two factors: market level and market potentialtadtttechnology. A mature technology has evidently
much larger market presence than the emerging témim and by considering even the equal market
potential, it is impossible for the emerging tediogy to grow when it is in pure competition with a
mature technology.
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Figure 3.11 shows the time domain plot of inteattetween a mature technology and an emerging
technology, considering equal market potential, wtieey are in a pure competition. The following
Lotka-Volterra equations describe such a case:

dM/ - - 2 _
At 0.1M - 001M 00IM [E
d - _ 2 _

%dt 0.1E - 001E- - 001IEMM

Mo=5 million units, E=10000 units
20

Units

-

0 20 40 60 80 10C 12C 14cC
Time (Year)

Mature technology (M)
Emerging technology (E) - -------=--=-=-=-=------

Figure 3.11 Time domain plot of two technologies in pure contjat interaction

Referring to the above equations and the definitbpure competition presented in table 3.2, both
technologies have negative impact on one anothehd case above, due to the large market level of
mature technology, the emerging technology neves thee chance to diffuse in the market. The term
ME present in both equations, which determine thength of competition dynamics between
technologies, remains in favor of mature technolgsiggeM, is much larger thak,. This amplifies the
interaction dynamics in favor of mature technolegyppressing the emerging technology. Hence the
emerging technology remains immature or will die of

Concerning this behavior, some questions arise, leogv does the dynamics of growth of a
technology, in a market dominated by a mature telcgy, look like? And, under what circumstances
an emerging technology grow in such a market?

In the next section, a third technology is introgllico the competition model. The third technology i
intended to act as a bridge to support the emergioignology in a market dominated by a mature
technology.

3.5.3 Modeling of the bridging technology using Lotka{€nla equations

As showed in last section, an emerging technol@gnot compete in a market dominated by a mature
technology and it will be inhibited in the earlygse of the introduction to the market.

It is important to discuss about under what circiamses there would be a competition or predatory-
prey interaction between two technologies. Presiyntdrhnical artifacts and infrastructures are
factors which affect the market potential of a temlbgy. For example if there is a common artifact
used in production of both mature technologies emerging technology, emerging technology can
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benefit from the presence of those artifacts. is thse, the mature technology has a positive teffec
the emerging technology which makes the interagqii@aatory-prey interaction.

Here a system of three technologies interacting) wéch other is presented. Like the last example,
emerging technology E is in pure competition wite thature technology M. Technology B is another
emerging technology which is in predatory-prey riatéion with technology M and E. Technology B
benefits from the existence of technology M anchtetogy E, on the other hand, benefits from
existence and growth of technology B. The followse of Lotka-Volterra equations describes this
case.

ddl\:l M [{a,, —b, M —c,,; (B-c,. [E)a, > 0,b, > 0,cy > 0,Cye >0
dB
o =B{a, —~bg (B+cCyy, M —Cye [E),ag > 0,b > 0,Cgy > 0,Cge > 0
dE
il E{a. —be (E-cgy M +Cg [B),ag > 0,b. > 0,z > 0, > 0
(11)

In this set of equations:

e am .3 and as pertain to the production or sales capacity of market forM, B and E,
respectively.

* bw, bg andbg is inhibition coefficient for each technology ttdstermines the loss of potential
market caused by growth of the technology

*  Cue, Cge andcgy are the interaction coefficients

Also, figure 3.12 shows the system diagram for piablem.
cMB
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Figure 3.12 System diagram of three technologies interactirth win another$

% In this diagram, M and B are in predatory-preyiattion (M as prey and B as predator), B and Eks@in
predatory —prey interaction (B as Prey and E adgtog), and finally M and E are in pure competition
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The stock “Total supply” is the accumulation of #ie technologies in the market. This stock and
associated loops to each technology stock is affoledlustration purpose. This will enable us to
produce time domain plot of not just a technologiggel of existence, but also the share of the
technology compared to the total supply due tdalewing relation.

Market share= supply of technology/total supply

The objective of this modeling is to show the bimdgeffect of a particular technology and to attest
the necessity of presence of that in growing otarerging technology. So the coefficients used for
this model are chosen in such a way to producerar&fric behavior of interactions. The following
set of equations and initial variables are usanadel the dynamics.

daM/ - - 2 _ -
At 0IM - 00IM “ - 01M [B-01M [E
dBdt =01B-001B*+01BM - 01B[E
d = - 2 -
%t 0.1E - 00IE” + 0.1E[(B-01EM

Mo=5 Million units, By= 10000 units, B= 10000 units

The time domain plot of market level of technoleges well as share of each technology in the
interaction described above, are shown in figui&.3.
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Figure 3.13 Time domain plot of: (a) market level of three teclogies interacting with each other and (b) the
share of the market of each technology

As it can be observed from the graphs, technologstaBts to invade technology M because of the
predatory-prey interaction between them (compaité figure 3.10). As soon as technology M dies
off technology E starts to take advantage of theeabe of technology M and begins to inhibit
technology B and benefits from that. Hence, evdiyttiechnology E will be the dominant technology
and the other technologies will die off. This ie §implest pattern of behavior of bridging techgglo
As seen already in figure 3.11, in the absenceridjimg technology the growth of technology E is
impossible.
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Moreover, simulation of the model using the setaéfficients in table 3.3 shows that with a weak
bridging effect, technology E will never get theaoke to penetrate the market within 100 years.
Nonetheless, since it is in predatory pray intéoactvith technology B it will start to evolve after
almost 250 years which is far from what is expedteth a bridging technology. In this new model all
the coefficients of technology B is reduced frorh 2 0.01 and although the competition factor of E
increased from 0.1 to 0.9, still it does not get thance to evolve in the market. The output ot i
shown in figure 3.14.

av 01 g 01 0.1

by 0,01 ik 001 |k 0.01
cws -0,01 gu 001 |gs 0,01
cve -0,9 G 0,01 |ew -0,1

Table 3.3 coefficients used in simulating weak bridge effect

®

As can be seen, technology E never evolve and tdatpn M and B, however, will be coexisted since
avbe/as=cys (see section 3.5.1)

100

(%)

50

0

0 15 30 45 60 75 90
Time (Year)

Share of M in total supply
Share of B in total supply
Share of E in total supply

Figure 3.14 time domain plot of a weak bridging effect angbgas=Cyg.

The symmetric behavior shown in this section it pedected for the illustrative purpose aiming to
show the effect of bridging technology and growfhan emerging technology. However, different
kind of pattern can be produced by playing with¢befficients associated with market potential.

3.6 Discussion

In this chapter the Lotka-Volterra formulation Hasen presented as a sort of conceptual model for
interaction between three technologies, rather #sam model of a real case.

Lotka-Volterra models assume that while a technplgws, it diffuses into a larger market in which
it might compete with other technologies. Differsmatiables included in the equations represent this
feature. Models created using Lotka-Volterra eiguat are not open to external forces. However,
systems created by Lotka-Volterra assume thatfahese forces are captured by the coefficients in
the equation.
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Hence, testing Lotka-Volterra model with a realecasd data to determining which factors influence
the coefficients is essential (Pistorius and Utekb1995). This is not only useful for foresighy it
is also important for the firms to see how they shift from one mode of interaction which put them
in a prey situation, to another mode that make tbempete with other technologies in the market.

To understand better this argument it would be faelp observe the model presented in Figure 3.5
which is the model of predatory-prey interactiontween rabbits and foxes. In that model the
coefficients in Lotka-Volterra were interpretedpsdation rate, birth rate, death rate and, everemo
complex and inter- related factors, fox birth rddence the Lotka-Volterra coefficients translateti
real factors and this enable, i.e. an ecologistis® these factors to study the real dynamics legtwe
two species.

In the case of technology substitution we need dactors that can be used by, e.g., policy makers,
and firms to pin point what factors can influenice growth and diffusion of an emerging technology.

Once we have those parameters we would be ablenwmktrate and examine the market potential
limited by market capacity in equations (11) andise the model in studies of the real examples and
cases.

In the next chapter diffusion of a technology i modeled helping us to capture the real factors
influence the coefficients used in the Lotka-Valseequations
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Chapter 4. Technology diffusion model

As seen in chapter 3, dynamics between two or remtenologies that interact with each other could
result in different kinds of consequences suchoak but or bridging, phasing out, and diffusion of
one or more of individual technologies. Moreovenexistence of two or more technologies may
occur. Those technologies might share differentkstasuch as stock of knowledge, values and
physical infrastructures and have also benefit ftbensame micro dynamics. Interaction among these
technologies can be modeled considering differssumptions regarding the micro dynamics. To
have a better understanding of how the micro dyosmork, it is useful to study the micro-dynamics
effecting diffusion of one technology.

In this chapter a formal model based on diffusidrone particular technology will be built using
system dynamics. The model outlines some of the mhaamics generated by major factors involved
in technology diffusion. The model includes the ibadynamics in the firms that produce the
technology, and customers who adopt the technolBgycombining these two sets of dynamics, the
diffusion of a new technology will be modeled.dteéxpected that the result follows S-shaped growth
pattern, where the growing population smoothly apphes equilibrium (Grubler 1997; Easingwood
and Harrington 2002).

4.1 Technology diffusion feedback mechanisms

According to Sandén and Jonasson (2005), ther¢éhegze main positive feedback loops driving the

diffusion of a new technology (Figure 5.1). On greducer’s side investment in the new technology
increases the technology performance and lowersdkieof the technology through mechanisms such
as economies of scale in production and learninddiyg(Sandén and Azar 2005).

Stronger
+ advocacy groups

Institutional .
adaption Institution

side
Less uncertainty,
+ +  better service

+
— )
Lower Cost Diffusion

+
+ +
Consumer

side

Producer
side

Product development,
learning, economic of +
scale +
Greater value
+ More

investments
Figure 4.1 Positive feedback mechanisms involved in technoltifyusion (Sandén and Jonasson 2005)

On the user’s side growth in the adoption of tedbgy will reduce the uncertainty of its merits and

generate benefits for users by lowering their lési in adopting the new technology. Moreover, as
technology being more adopted by the users thay ggberience in using the technology and this
eventually results in decreasing the uncertairdtesut the new technology. Hence, new technology
provides users with a greater value and, conselyy@mcourage more users to adopt the technology
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(Cowan 1991; Rosenberg 1995). Thus, as the tectnaldfuses into the market, users’ attitude in
favor of the technology will increase and it gdiegitimacy (Bergek, Jacobsson et al. 2008; Jacobsso
2008).

As the technology diffuse, the advocacy groupsease in size as well as political strength and may
influence the regulatory frame work in favor of teehnology. As more adoption takes place, more
institutional adaptation will occur (Sandén andakson 2005).

This study is focused on modeling the technolodfusiion and comprises the feedback mechanism in
producers and consumers side. The model will bétdinto these two feedback loops and the
institutional loop is not considered in the qudii@ and quantitative modeling.

The two feedback loops are developed in more détatio a quantitative model of technology
diffusion.

4.1.1 Feedback mechanisms on producer side

When a technology diffuses in to the market, theme several positive feedback mechanisms that
contribute to its growth. In this study the maiivarg forces on the producer’s side is considecede
“technological learning”, which is a concept thasames the decrease in unit production costs when
the cumulative production increases (Arrow 1962).

Figure 4.2 illustrates three major feedback meidmas that have been used for modeling the
diffusion of the technology in this study.

Diffusion
Market share + N
Sales
/N
Technology
performance Technology
attractiveness
+
+ Marketing +
Accumulated
+ Price production
reduction

Investment in

. R&D + Performance
Investment in +
marketing Price +
+ + Learning
Income\_/Unit cost

. +
Production

Revenue
+
Figure 4.2 Positive feedback mechanisms on the producerés sid

The first loop indicated as “price reduction” reféo when the production increases, the repetidfon
manufacturing tasks, which is measured as cumelgthoduction, will increase and improve the
production methods. This process is knowreasning-by-doing(Arrow 1962). Labor’s efficiency is
increased by repeating the manufacturing processs the accumulated production of the technology
increases. Additionally, new improved processed bél adopted and it changes the production
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methods as well as the administrative structuthefrganization (Rosen 1972; Bodde 1976; Hall and
Howell 1985). Hence more accumulated productioddda lowering the cost of the production and
by lowering the cost, the price of the technology @ecrease. Thus, eventually better price of the
technology attracts more users to adopt the tecgggqDhar 1997).

The second loop addresses another concept knoweaasing-by-researchinghat consider the
research and development (R&D) as a learning mésimatihat lets firms to indentify and develop the
knowledge in its environment (Cohen and Levinthd89d). Learning-by-researching represents the
improvements related to the innovation processteghnology performance, and the capacity of the
firm to develop those processes. This mechanisittusdrated in the causal diagram shown in figure
4.2 by the loop denoted “performance”. It showd tlben the production increases, revenue of the
firm will increase and at the same time the costhef production will decrease. This contributes
positively to the income of the firm and conseqlyetitis increase the ability of the firm to make n@o
investment. As the firm’s investment on R&D incregsthe technology performance improves, and
the uncertainties around the technology will beuoedi. Hence, the technology gain more competitive
advantage in the market and attract more of thenpiad adopters (Arthur 1989).

Moreover, as income of the firms increases, laigeestment on marketing can take place which
represents an important potential source of firowhpetitive advantage (Foxall 1988; Otter, Kao et
al. 2007). More investment in marketing, either direct expenditure or increasing the marketing
efficiency e.g. by education, increases firms’ aeto be recognized by the potential adopters. Thus
technology’s advantages can be recognized by ttenpial adopters and eventually can lead to more
adoption and reinforce the diffusion process.

In describing the technological learning, otheratats considered other mechanism such as learning-
by-using, learning-by-interacting and economiesadle as driving forces in decreasing the cost of
technology for each doubling of cumulative prodoct{Gribler and Messner 1998; Junginger, Faaij

et al. 2005; Junginger, de Visser et al. 2006). &l@w in this study, the causal diagram shown in

figure 4.2 is considered to grasp the dynamicsofihological learning and other positive feedback

mechanisms in the producer side.

4.1.2 Feedback mechanism on the consumer’s side

According to Sandén and Jonasson (2005) and A(fl889), when new technology diffuses into the
market, it generates benefits for users by lowetirgr hesitation in adopting it. As much as these
uncertainties are being reduced, the technology,rtbw provides the consumer with a better service,
gain attractiveness among users.

Technology attractiveness in this model can bepnéted as a link between consumers and producers
of the technology. In one hand, by lowering the@rand enhance the technology performance, firm
will increase the technology attractiveness. Ondter hand, as technology attractiveness increases
the consumers tend to adopt the technology andibate to the diffusion of the technology.

One way to continue studying the positive feedbemkld be by studying the factors and dynamics
that increase the attractiveness of the technoldgyever, in this study a model that examines how
the technology spreads into a market is made. €igus illustrates the extended description of the
positive feedback mechanism on consumer side.
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Figure 4.3 Extended feedback loops in consumer’s side

In this study, it is assumed that the causal diagshown in figure 4.3 captures the main driving
forces generated by consumers in diffusion of tetdgy. This driving force is considered to be their
attitude in favor of the technology which will irr&se as technology legitimacy increases. Marketing
and positive word of mouth are considered as actioas contribute to stock of legitimacy of
technology by spreading the knowledge and familiasbout the technology. Word of mouth and
marketing stimulate the awareness about techn@agyincrease technology legitimacy and adoption.
More diffusion increases the number of users oft¢lenology and hence, increases the probability of
contact between a user and non-user of technolggy other word, generates more positive word of
mouth. Moreover diffusion growth brings more sakasd more turnover, which lead to more
marketing investment and eventually more familjawith the new technology (Struben and Sterman
2007).

The driving force that governs the diffusion of tkechnology in this model comes from the

consumer’s side. However, as it can be seen irfiglnees 4.2 and 4.3, the producers performance
stimulate the technology attractiveness consequetnijgers the positive word of mouth and

diffusion. In the next section, in order to quantihe dynamics of the diffusion, a stock and flow

model will be built and simulated based on the iogtion of causal loops illustrated in this section

4.2 Quantitative model of technology diffusion

The modeling initially starts by considering thendynics on producer side, and at the end the stocks
and flows regarding the customer’s side will beextitb the model. Moreover, in order to have a more
lucid understanding of the modeling process, theehbas been divided into nine sub-models which
will be discussed separately in this chapter:

e Market adoption

e Technology learning curve
* Cost of technology

» Price of technology

* Income and investment
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« Firm’s marketing performance improvement

« technology performance improvement

* Technology attractiveness

e consumer’s attitude and technology legitimacy

In order to combine both groups of stock and flomayket adaptation model will be modified as the
other part of the model being constructed. The fiemtlresult of the complete model will be presented
in the last part of this chapter.

4.2.1 Market adoption

As been discussed qualitatively, the customeritudt towards technology provides a main driving
force for diffusion of technology. For simplicitthe modeling of the diffusion will start by havig
“contagion” view of adoption. The basic idea istttiee potential adopters of the technology cateh th
desire of purchasing the new product from those de already purchased the product.

No matter what advantage the new innovation hatintdogy are not adopted by potential adopters
right away and adoption is a process that occues titme (Norton and Bass 1987; Rogers 1995). Thus
the adoption rate depends on following factors $B869; Geroski 2000; Sterman 2000):

* Number of adopters who have already purchasedrtidipt
* Number of potential adopters
« How effective the adopters are in presenting thieies of the product

» How often adopters meet with the potential adopters

This can be viewed as predatory-prey situation, revithose who already have adopted the new
technology are predators on the potential adop@rsy), and try to push them to buy the new
product’However, the more neutral term for this type of elazhn be interpreted as “word of mouth”,
which implies that, positive word of mouth from Ipgpadopters leads the potential adopters to make a
purchase.

Assume that there is a total population of N inrtferket and the total number of potential adogdigrs
is equal to N less Nwhere N is the number of adopters of the technology.

Further assume that, contact ratg iR the rate at which active adopter comes intotaminwith
potential adopters. AlsoAepresents the adoption fraction which is thetioacof times a contact
between an active adopter and a potential adoeseits in adoption. This can also be interpreted as
how effective the adopters are in presenting tloeldeatures of the new technology. Figure 4.4 shows
the stock and flow of the basic model of marketugion driven by adoption rate.

* You may prefer thinking of those who have purchase product (adopters) as zombies who attempt to
convert the potential adopters into the zombieitete of being actual adopters of the product.
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Variable Notation Unit
Potential adopters N Households
Adopters N Households
Population N Households
Adoption rate R Households/year
Contact rate R 1/year
Adoption fraction A Dimensionless
Initial cumulative adopter N Households

Figure 4.4 Adoption of a technology into a market through wofanouth

Table in each figure represents the denotation wmt associated to each variable in the system
diagram. These denotations are used in demongfthiinmathematical and algebraic relation between
the variables. The equivalent equation for the alescribed model is:

Na = NaO-‘-J‘Ra\I]:lt

N
Ra:Nafochx %

Where, N and N represent number of adopters and potential adoptepectively. Ris adoption rate
that is the rate per year, at which a potentiapsefobecomes an active adopter; N is total popnati
of the market. Aand R stand for adoption fraction and contact rate repayg. N, is the initial
number of adopters of the technology. The totalupetjpn of the market (N) has been considered as
constant and is the sum of the number of poteatiapters (Iy) and adopters ()l of the technology.

Considering the formulations and the model of difbm, there are two major loops in this model. A
reinforcing loop, which contribute to the diffusiai the technology and correspond to the positive
feed back loop generate by word of mouth; and areahg loop, which inhibits the diffusion of the
technology, controlled by the limited populatiorddmown as market saturatfon

This model is described as a first-purchase modehibse it does not capture situations where the
products of the new technology is consumed, digghrdr improve, all of which they lead to repeat
the adoption. A simple way to capture the re-pusehaf the product is to assume that adopters, who
have already discarded the product, move backegditential adopters stock. In this case the rate a
which the product is discarded and, hence theatatéhich adopter move back to the stock of poténtia

® Up to this point, one can compare these loop$ibylynamics presented in logistics growth parhefltotka-
Volterra differential equations. It can be obser®w market saturation and word of mouth loopssented in
this model, correspond to coefficients a and théenltotka-Volterra differential equations.
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adopters, depends on the number of adopters andvidrage technology life time (Sterman 2000).
Thus product with longer technology life time ischrded later and visa versa.

The following stock and flow represents the diftusconsidering the replacement of the product.

o4
T
VN

Discard rate
/ @

Technplogy life Replacement
time
Potential Z P Adopters
adopters @
Adoption rate R
Market S@/{( N“iwordﬂ Mouth
Population P Contact rate Adoption fraction

Variable Notation Unit

Discard rate R Households/yedr

Technology life time T year

Figure 4.5 Model of adoption of a technology into a marketsidering replacement loop

Considering the discarded product, the stock oémtd! adopters always contains some fraction ef th
population that can influence the adoption ratthefproduct. Since the discarded products are @pmin
back to the pool of potential adopters, they aiagyto be treated exactly as the first-time purehafs

the product. This implies that they have to becaewvare and being persuaded by adopters, yet again,
to buy the product. The replacement loop, likerttagket saturation, is a balancing loop depending on
the technology life time. It is a negative feedbémbp obviously because as much as the technology
life time is less, the amount of discarded prodacmore per time. The modified equations of the
adoption considering the replacement loop are l&sfs:

Na = NaO +J.(Ra_Rd)mt

R ="t

R4 and R are discard rate and adoption rate respectivadyTais the life time of the product. In this
model, a first-order discarding process is considéhat can, however, be modified to representrothe
kinds of distribution of discarding rates around #verage product life time.

Figure 4.6 shows a graph representing the diffusfaie technology considering different values for
contact rate, as well as, the adoption rate ofdblenology considering different values for teclogyl
life time. Population is considered to be 100 miilhouseholds in the market.

a) b)
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Figure 4.6 Time dominant plot of a) number of adoptersg)(bbnsidering different contact rates, and b) aidopt
rate considering different values for technolodg-time (T)

As it can be seen, the adoption pattern followedamrve as is expected, and adoption rate, which
address the amount of product being adopted pey, tias been sustained to a constant value. As the
contact rate increases the speed of diffusion ials@ases and the total number of adopters wid als
increase. Also, depending on the technology lifeeti the behavior of adoption rate, which also
corresponds to the amount of production of the'irper year, will differ.

4.2.2 Technology learning curve

As discussed above, the unit cost of new technefodalls over time as experience, gained by
production, increases. Since technological leardggends on the accumulation of experience and not
just on the course of time, it is measured as atiom of cumulative production of technology
(Grubler and Messner 1998). Hence, in a manufarjusetting, cumulative experience is usually
substituted by cumulative production. In this paine modeling aiming to make the technological
learning as an endogenous part of the model steittyl incorporating the learning curve. Hence, in
this part the effect of technology learning on tbst is merely modeled and in the next sectiorhisf t
chapter it will be incorporated with the cost amit@ of the technology.

As seen in last section, the number of househaldptang the technology per time is calculated as
“adoption rate”. Considering the number of unitgpadduct per householthe amount of production
per time and cumulative production can be calcdlatefollows:

% =qxR,
Q=Q +JJP et

In these equationd is the amount of production per time, q is the banof product per household,
R, is the adoption rate, Q is the cumulative produrctnd Qis the initial production experience.
Figure 4.7 represents the building blocks of tedtgioal learning and notations associated with it.
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Figure 4.7 Building blocks produce technology learning curve

Technology learning curve formulation is (Jungindeaaij et al. 2005; Kahouli-Brahmi 2008):

-3

Where L is a learning index that captures the effect ohtelogy learning on cost, Q is cumulative
production, Q is initial production experience, and & the learning exponent, which itself is
calculated as:

_ Ln(e,)

S = Ln(2)

Whereg, is the progress ratio associated with the teclgylehich basically designates the strength
of learning in reducing the cost. The exponeninShe learning curve equation determines howngtro
the learning curve is in reduction of cost per edohbling of production, which should be negative.
This is because costs fall as cumulative producgmws. As an example, to represent a learning
curve in which costs fall by 20% for each doublafgxperience, Sis calculated as:

_ Ln(0.8) _ _032
" Ln(2

Figure 4.8 shows the effect of technology learnorg cost of technology considering different
progress ratios. The numbers considered for tHierdiit variables are also shown in table 4.1.

Variable  Description Quantity Unit
Qa Number of product per adopter 1 Unit/household
Qi Initial production experience 1x10° Units
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Table 4.1 values of exogenous variables used in simulatiedelrning curve
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Time (Year)

Progress ratio=0.6
Progress ratio=0.8
Progress ratio=0.95

Figure 4.8 Technology learning curve considering differentues for learning strength factar)

As it can be observed from figure 4.8 as time pgssgmulative production increases and the effect o
learning in decreasing the cost will be amplifiednsidering different progress ratios. By
incorporating technology learning and costs fordpiation of technology, the dynamics of the costs
can be calculated. In the next section the learoimge calculated here will be integrated with ¢ost

of production of technology.

4.2.3 Cost of technology

In economics and cost accounting, the total cost pfoduct describes the total economic costs of
production and is made up of “variable costs” afixetl costs”. “Variable costs” are costs that cheang
proportionally to the business activity and the antoof production. It can be calculated by help of
manufacturing and engineering analysis of the prtidn facility and administrative departments. On
the other hand, “fixed cost” is the portion of totast of the production that does not change @ th
course of activity of the firm and is independehthe firm’s amount of production. For example cost
of the production facilities and rent are irrespecof the firm’s sales or production, thereforeyttare
referred as fixed costs. On contrary, the costef material and energy use in course of production
are variable costs (Fields 2002).

In this model, both fixed and variable costs aresitered in calculation of the total cost of the
product. This aims to a better understanding ofrtigact of both kinds of costs on the diffusiorttod
technology in a competitive market. Variable cosas simply be calculated from the amount of
production and always considered by managers asghrestimation of total costs in decision-making
processes. However fixed costs, which are alwagspgandent of the volume of output and sales of
the firm, are usually overlooked, although they @iten more important, quantitatively. Evermore, in
a competitive market a product can only survivié ffroduces revenues that can cover both fixed and
variable costs associated with its production. ldertbe study of fixed and variable cost is vital in
firm’s decision making processes (Spence 1976;dinElade et al. 2002; Sterman, Henderson et al.
2006).

The System Dynamics building block of cost caldalais shown in figure 4.9.
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Figure 4.9 Building blocks of cost calculation

Cost of technology, in this model, is determinedabyser specific price of the product that is chlle
“Iinitial price”. A ratio of fixed-to-variable costs considered in order to be able to apply difiere
scenarios considering different ratio of fixed &riable costs. Also having the fixed to variabdstc
ratio as an exogenous variable in the model, erthielenodeler to produce different simulations by
changing this variable, depending on differentusimstances. The initial cost of the product is ferth
adjusted by desired profit margin, which is the antoof markup a company considers on its price.
Additionally, the technology learning, determinedlast section, is applied to the cost calculation
order to determine the unit cost of technology. rivelly the unit cost of the product adjusted by
firm’s capacity utilization that is the ratio, det@nes the degree up to which the firm uses itmllesl
productive capacity, so it refers to the level ctial output and potential output of the firm.

Potential output is the maximum performance offttra while using its full capacity (Corrado and
Mattey 1997). As the capacity utilization of a fiinmcreases, the cost of the product declines since
capacity utilization influences unit fixed cost (slen 1989; Puty 2005).

Hence, the formulation of the Unit cost of the proidl in this model, considered as:

C. = P' xi
ULy ) 14y
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o=l s
Lrpy ) \1+y

Cvu = Cvi X Lc

Cq =Cy xL,

CU :CVU +C%

Where Ris the initial price of the produaiy is the desired profit margin of the firm, apénd) are
fixed to variable cost ratio and capacity utilipatiratio, respectively. (is initial variable cost, £is

initial fixed cost, G, is unit variable cost, £is unit fixed cost, and Lis technology learning. C
represents the cost of the product.

Figure 4.10 shows how unit cast varies by diffeembunt of capacity utilization ration.
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Figure 4.10 Time dominant plot of unit cost Cu, consideringeliént capacity utilization ratios

As can be seen from figure 4.10 as capacity utiimancreases, the unit cost of the product degea
since firm utilizes more of its facility to havdarger amount of productivity.

4.2.4 Price of the technology

Having the cost of the technology calculated, amdsiering the desired profit margin, the price of
the technology can be calculated. This price igeddlcost price” in this model, which refers to the
price which is determined by the amount of the medbgy unit cost regulated by desired profit
margin.

However in the real word, particularly when tectogyl is competing in a market, firms continually
have to adjust their current price to the “targeted in order to be more competitive in the market
since price has a rigid positive relation with fhefitability and survival of the firm (Blattbergnd
Wisniewski 1989; Besanko, Dubé et al. 2003).
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Target price of the technology is dependant onedsfit factors, i.e. market share, demand-supply
curve, the cost of the technology, and etc. Bogldind Staelin (1990) introduced six different fasto
that might influence a firm’'s ability to put a highprice on the product or reduce the cost of the
product. These six factors are: power over supplipower over buyer, lack of competitive rivalry,
lack of threat of competitive entry, market positiand firms’ factor.

Firm’s factors such as the production quality, higfality advertising or even firm’s “good luck” als
lead to firm’s putting higher price on its produc{Blattberg and Wisniewski 1989; Boulding and
Staelin 1990).

These factors can be described also as differesitiymfeedback mechanism and be considered in the
model. There are already a number of mathematizhlegonomical models available that deal with
these factors, which can be implemented in a priodel. For example Mieghem and Dada (1999)
presented two stage decision making model wherasfimake decision on capacity investments,
production quantity, and price. Moreover, the ielatbetween demand, supply and price and
consideration of demand-supply curve in firm’s t&géc decision making processes is also discussed
by different authors (Rose 1952).

In this model, an exogenous variable “ratio of ¢angrice-to-cost price” is introduced which consikt
the aggregation of all factors discussed aboveitiflaience the target price of the product. Thigora
can be set as a percentage above or below thproost

Additionally, the timing of making decision to adjuhe price to the target price plays and impartan
role in the firm’s decision making processes(Miaghand Dada 1999). Hence, the time taken that
firms adjust the price of the product on to thgéadevel, which generally is due to the administea
and decision making lags in the firm, is introdutethe model as “adjustment time”.

Figure 4.11 shows the system diagram used in ledilca of the price of technology.

Price
A adjustment time
Profit margin \ / Ratio of target price
D] Change in price / to cost price
1 Target price
Unit Cost Q /
\'Cost price <Desired profit
—___ = margin>
Variable Notation Unit
Ratio of target price to cost price 0 Dimensionless
Target price P $/unit
Cost price P $/unit
Adjustment time T year
Change in price 3p $/(unit*year)
Price P $/unit
Profit margin u Dimensionless

Figure 4.11 Building blocks of price calculation
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The relations between Price P, Target pric€Bst price B and Unit cost Care as follows:

I:)c :(1+:ud)xCu

P =P x6@
_dP_R-FR

Podt T,

P=R+[0, [t

Wherepyis the desired profit margin which is the normakko@ considered by the firm >, and P,
are the cost price, target price and price of ¢élsrtology, respectively.is the ratio of the target price
to cost price. Tandd, are the adjustment time and change in price owez, tiespectively.

Figure 4.12, graph (a) shows the cost and pricauthyrs considering two ratio of target price to cost
price6=1.01 and=1.15, with adjustment time,F 0.25 year, and desired profit margin= 20%. In
addition, graph (b) shows the price of the techgplconsidering two adjustment timg0.25 year,
Ta= 1.5 year, and two ratios of target price to gugte 6= 1.15 (higher target price) afd 0.9 (lower
target price).
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Figure 4.12 a) Time dominant graph of cost and price of the rnieehnology considering=1.01, 6=1.15
Ta=0.25 year, andy= 20%. b) Time dominant graph of price of the neshnology considering=1.15 and=
0.9 andug = 20% and two different adjustment times Ta=0.2& yad Ta=1.5 year.

As it can be seen in graph (a) the difference betwenit cost and price of the technology, which
corresponds to the mark up associated with oneairgroduct, varies over time. This can also be
interpreted as the positive relation between po€ehe technology and firm profitability. Firm
profitability has a positive relation with pricendion the other hand cost of technology generates
negative effect on price and balances the profitpbHence the amount of profit made by firms
varies over time.

Moreover, the price of the technology is not jusigortional to desired profit margin, but also with
the target price of the technology considering raeghare, firm’'s capacity, and etc, which have been
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discussed previously (Sterman, Henderson et al6)20Bor instance, as the firm market power
increases due to i.e. increment in market shaeefiim’s ability to adjust its annual market priegl
increase due to the new target price and consdgebtings higher profitability for the firth This
behavior of the firms in adjusting their targetceriwith the market share has been discussed also by
Buzzell and Gale (Buzzell and Gale 1987).

Graph (b) describes the responding behavior offittne to the new target price due to the new
conditions in the market. Managers of the firm atjine price to target price in response to differe
pressure or opportunities that might arise in therket. As already discussed, these opportunities
could be any of the factors which presented by &ogland Staelin (1990) and on the other hand, the
pressure could arise from i.e. unit costs, demamly balance, or lost market share due to the
competition. More patrticularly, firms increase fhréce over the current level when unit costs insega
there is excess capacity of production, and whetkehghare grows (Sterman, Henderson et al. 2006).
They will cut the price when unit costs fall, pration reach the capacity level, and when market
share falls below its current level (Sterman, Hesole et al. 2006). However, the time that firms
adjust its price to the target price can generiterdnt behavior which is shown in this graph.

Moving forward, by having the unit price and undst calculated, profit marginu), which is the
actual markup of the firm through selling the n@shnology and indicate the firm’s profitability,rca
be calculated as:

0.6

Dimensionles N P R .
0.3 |~~~

0 5 10 15 20 25 30 35 40 45 50
Time (Year

Profit margin,§=1.01
Profit margin,§=1.1  --------------ooooooooooooooooooooooooooooos
Profit margin =1z — =~ ——rmr T

Figure 4.13 Profit margin of the firm considering different ualfora

As it can be seen in figure 4.13 and as discusasigie the increment of the amount of the targatep
influences positively on the profit margin of thewntechnology.

® You can compare different prices shown in grapteéasidering different ratios of target price tstprice.
The higher ratio could correspond to more powetiféérent factors that allow firm to set a higheicp on its
product which has already been described in trapieh. For relation between market share and firm’s
profitability please see Boulding, W. and R. Sta€1i990). Environment, Market Share, and Market &ow
INFORMS.36: 1160-1177.
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4.25 Income and investment

Firm’s income is the firm’s revenue, R, take awaynfs total cost. Figure 4.14 Shows the building
blocks used in calculation of firms’ income andastments.

'/ <Production> \

Revenue Total Cost

e R

<Price> <Unit Cost>

Total
investment

/ 3 Investment on

Investment on R&D
marketing Share of profit on

investment
Share of investment

Share of investment on R&D

on Marketing \_/

Variable Notation Unit
Revenue p $lyear

Total cost K $lyear

Profit T $lyear

Total investment | $lyear
Investment in marketing ml $lyear
Investment in R&D d $lyear

Share of profit in investment B Dimensionless
Share of investment in marketing Bm Dimensionless
Share of investment in R&D Br Dimensionless

Figure 4.14 System diagram for calculation of firm’'s net incoare investment

The following equations are used in calculatiothef firm’s profit:

n=p-kK
p=9,%xP
Kk =0,%C,

Where,m, p, andk are firm’s profit, revenue, and total costs pearyeespectively.

Firms’ income increases its aptitude on doing itmesit leading to gain power in the market. There
are several varieties of opportunities that a fian invest in, in order to get more share of maaket
enhance its products performance. As discusseigriarthis chapter, firms can invest i.e. on cajyac
building in order to have excess capacity, whictabdm the firm to increase the price, and
consequently, increase the profit gained from rsglits product. In addition, the positive relation
between R&D, firm’s productivity, and rate of ratuon investment, has been discussed by different
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scholars (Mansfield 1965; Minasian 1969) .On thephand, the integration of R&D and marketing
is a key concern for the firms that want to enldtggr market share(Leenders and Wierenga 2001). In
this study, the impact of investment on marketing R&D, on diffusion of the technology as well as
on other factors involved in adoption, is goindp®modeled.

As firms invest on R&D, they expand their capabilib enhance their performance in the future.
Moreover, current expenditure on R&D will increages firm’s profit, earnings, and operating
performance in the future (Lev and Sougiannis 1®&erhart, Maxwell et al. 2004). Also empirical
research has been done addressing that firm'saseren R&D expenditure is associated with its
excess profit(Chan, Lakonishok et al. 2001; Chasibdennings et al. 2002). On the other hand,
additional investment on marketing via advertisetnarass media, etc, have a large influence on the
current market performance of the firm and posiyivefluences the success of new products (Ofek
and Sarvary 2003). Hence, by assigning a shateeoédmpany’s investment on R&D and marketing,
firm’'s can pave the way of launching the produatcass within the market, and gain market power
via e.g. expanded market share and enhanced prqdality. The integration of marketing and R&D
in firms is a major concern when aiming to takeadage of future product generations (Ofek and
Sarvary 2003).

In this model, a share of profit is consideredtfial investments of the firm. These total invesiise
include all the firm’s various investments in eaapacity building, marketing, R&D. Also it is
assumed that 50% of the total investment goes tspkeat in marketing and R&D collectively. By
allocating resources and expenditure on marketthg, effectiveness of marketing expected to
increase, and so the market shares of the newdkgn Conversely, by investing on R&D, firm’'s
performance in manufacturing of the new technolisggxpected to be improved as well as technology
performance, through knowledge sharing, and knogdedevelopment (Kirpalani and Macintosh
1980).

The dynamics of the allocation the investment toketing and R&D is formulated as follows:

| =nxpB

I, =1xp,
I, =1 %8,
B, =05-4,
0<pB<1
0<pB,<05

Where, |, |, and |, are total investment, investment on R&D, and itwest on marketing,
respectively. Exogenous variabl@s B;, and B, are share of income on investment, Share of
investment on R&D, and Share of investment on ntarge

Figure 4.15 shows a time dominant graph of firngwal cost, revenue, and income (profit) in
addition to different share of investments by firm

" Graphs shown in figure 5.15 describe firm’s incamnea quite long prospect. However, in the longthis can
be influence by exogenous factors such as netmprgatie, external funding, Regulations, and etese
factors can be further added to the model adjustiagncome of the firm in order to generate a mesdistic
trend.

46



a) b)

4B - 600 M
; ..\.
2B 300 M
0 P "
0 0 10 20 30 40 50
0 10 20 30 40 50 Time (Year)
Time (Year) Total investment
Profif —m8 —moomomo Revenue — - —++— - — - — R&D expenditure = - - - - - - - - - - - - - - - - - oo —o oo
Totalcost - ----------~- Marketing expenditure

Figure 4.15 a) Firm’s total cost, revenue, and profit consiag0=1.1 and 7=0.75 b) Firm’s total investment,
investment on marketing, and investment on R&D mw@ring$=0.4, and3,,=0.2

4.2.6 Firm’'s marketing performance improvement

As it is discussed, marketing is a means of madxingireturn on investment which is a very important
factor for a firm producing the new technology tadere and uncover adequate amount of market
share. Through marketing, firms increase their ipro§ responding to individual demands and
attracting new customers of the technology, whighsequently lead to increase in sales and revenue
(Otter, Kao et al. 2007).

In this model, firm’s ability for marketing (markey performance) is merely related to the amount of
investment on marketing and more investment by diim marketing will increase its ability in
attracting more customers. Thus, other factorauanite on marketing performance of the firm i.e.
human resource factor, has not been consideréuisimiodel.

Therefore, by introducing an exogenous variable,“raarketing performance improvement per
investment”, the impact of investment on rate ofkating performance is introduced in the model.
Afterwards, the rate that marketing performancebé&ng improved by increase in amount of
investment is added to the model. Eventually, tmeunt of marketing performance, as the level of
the stock of marketing performance per time, isn@eitated.

Figure 4.16 shows the system diagram of the ratimtation between Investment on marketing and
marketing performance of the firm.

Marketing <Investment on
performance marketing>

A Variable Notation Unit

Marketing performance T 1/$
) improvement per investment]
Marketing Marketi f
Nq performance Marketing performance 5, 1lyear
improvement rate improvement rate

Marketing performance M Dimensionless

'C:-' Marketing performance

improvement per
investment

Figure 4.16 System diagram of relation between investment aaketing performance
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There is following relation between different factanfluencing marketing performance:

5M :”mxlm
M = [, Gt

Where M, 3., andn, are marketing performance, marketing performameprovement rate, and
marketing performance improvement per investmespectively.

Hence, as the investment on marketing increasesketiteg performance of the technology will
increase linearly too.

4.2.7 Technology performance improvement

Up to now, in this model firms allocate economisaerce on marketing and R&D in order to gain
more power in the market through enhancing the ataryg performance plus the technology quality
and performance (Leenders and Wierenga 2001).Thdelmsuggested in this section is a simple
formal model, assuming the investment on R&D wadliléctly influence the technology performance
via knowledge accumulation. Hence, other factoftu@mcing the knowledge accumulation, i.e.
training and knowledge spill over from other firare set aside from the model.

The modeling starts by considering the fact thagvdedge accumulation at the firm level can be
determined by the amount of R&D investment of thefCassidy, Gorg et al. 2005). Thus, the rate of
growth in knowledge accumulation is regulated byestment, and the amount of increment in
knowledge per investment.

This approach in investigating the impact of R&Dknowledge accumulation, leading to positive
impact on technology diffusion, can be comparedhwiie impact of learning-by-doing that has
already been discussed in this chapter. Howevamileg by doing demonstrate a bottom-up modeling
approach in studying the endogenous dynamic ofnieah change, where in top-down models
introduce the notion of “stock of knowledge” whielscumulated over time via R&D investménts
Hence, knowledge accumulation could be occur froth kearning-by-doing and R&D. Therefore, to
avoid dual consideration, performance improvementnormalized with “contribution share of
knowledge accumulation to performance improvemehifjure 4.17 Shows the system diagram
reflect the mechanism considered in this modetdohnology performance improvement.

8 As argued by Arrow (1962) in describing learningdning as “accumulation of knowledge occurs noaas
result of deliberate effort (here R&D), but as deseffect of predictable economic activity”. Howeuespecting
to impact of R&D on technology performance, accuatioh of knowledge is the “purpose” of R&D efforts.
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sensitivity of performance
Stock of knowledge per cummulative
Knowledge increment

knowledge
per investment A \ / \

Performance performance improvement
Rate of increasing inD_:] improvement per doubling of knowledge
knowledge \ /
<Investment on Contribution share of
R&D> . knowledge accumulation in
performance improvement
Variable Notation Unit
Performance improvement per doubling of . .
£ Dimensionless
knowledge
Contribution share of knowledge accumulatign Dimensionless

in performance improvement
Sensitivity of performance per cumulative

S Dimensionless

knowledge

Performance improvement R Dimensionless
Stock of knowledge K Dimensionless
Knowledge increment per investment M 1/$

Rate of increase in knowledge Sk 1/year

Figure 4.17 System diagram showing the mechanism of techngbegfprmance improvement

The following relation is considered for systemgiaan shown in figure 4.17:

O =1, %n,

K = [ &, ot
_Ln(i+e,)

= Ln(2)

R=K%xw

Wheren, and d¢ are Knowledge improvement per investment and oétacrease in knowledge,
respectively, K donates stock of knowledge accutiora &, € are sensitivity of performance
improvement per knowledge and performance improwemper doubling of knowledge, respectively.
Rando are technology performance improvement and cantdb share of knowledge accumulation
in performance improvement, respectively. The \deia is added to the model to differentiate the
contribution of R&D from contribution of learning#aoing in performance improvement.

As it is discussed and shown in figure 4.2, two Ina@isms through which, firms try to attract more
customers, are lowering the price and enhancing pldormance and quality of technology.
Moreover, the price reduction process and the mmsimthat increases technology performance,
through investment in R&D, are also described eaih this chapter. A simple model of technology
attractiveness, which links the dynamics from ih@’s side to the dynamics generated by adoptsrs, i
going to be presented in the next section.
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4.2.8 Technology attractiveness

Technology attractiveness influences the sales tirowod the technology and as attractiveness
increases, technology’s share in the market widtaase(Sterman 2000). In the model, the level of
technology attractiveness is adjusted through twiterdnt driving forces: price reduction and
performance improvement. The attractiveness ofrielctyy through price is a comparison between
initial price of the technology and price of theltrology per each time, baring in mind that pri€e o
the technology has a negative impact on the aitteawtss. Regarding attractiveness from the
technology quality and performance, it is assunied &ttractiveness changes linearly as technology
performance changes. Figure 4.18 shows the sysegrach of the model of attractiveness.
<lInitial price> <Price>

Sensitivity of Attractiveness

attractiveness to the from price
price Total attractiveness
of technology
<Performance
improvement> Attractiveness from
performance
Sensitivity of attractivenes
to the technology
performance
Variable Notation Unit
Sensitivity of attractiveness to the . .
. S Dimensionless
price
Attractiveness from price 0p Dimensionless

Sensitivity of attractiveness to the

technology performance S Dimensionless
Attractiveness from technology . .

O Dimensionless
performance
Total attractiveness of technology o Dimensionless

Figure 4.18 System diagram of technology attractiveness

It can be seen in figure 4.18 that the total ativaness of the technology is the aggregation of
attractiveness from price reduction and technolpggformance enhancement. The relations between
different variables in this model are:

O'p = EXF{SPXPJ
R

a, =S xR
a=a,+a,

Where a,, a,, anda denote attractiveness from price reduction, ditresess from performance
improvement, and total attractiveness, respecti@lyis sensitivity of attractiveness to the paoel
Sr is sensitivity of attractiveness to the techgglperformance.

Figure 4.18 shows the time dominant plot of techggl attractiveness, which certainly is a
dimensionless variable, considering=S4, S=0.5, and performance improvement per doubling of
knowledges, =0.4.
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Figure 4.19 Technology total attractiveness, attractivenessnfrorice reduction, and attractiveness from
performance enhancement, considerigg -8, $S=0.5, ande, =0.4

Having the technology attractiveness modeled anehpesing the quantitative models with the
qualitative model represented in figures 4.2 ar}] #.is the time to introduce another important
building block, in order to close the loop thaemyendered so far.

Regarding the feedback mechanism on the produs&t& what has this far been developed is an
open loop system comprised of a number of sub-systhat sequentially influence one another. Also,
since it is an open loop system, the output ofsirstem, in any stage, doesn’t have any influened at
on the input of the system. For instance, differpatameter choices in model of e.g. price or
attractiveness don't influence the market adoptionost of the new technology.

Technology attractiveness in our model acts asidgérto bond the dynamics produced on the
producer’s side with the dynamics in the consumeide. On the other hand, the impact of
attractiveness, as discussed earlier, is on thesuroer's attitude to give the new technology
legitimacy, which eventually causes more diffusiminthe technology. Hence, by introducing the
consumer’s part and the dynamics that producedpiirhacy, we will be able to connect all these
loops to the market adoption of the technology miadte a closed loop model.

In the next part of this chapter, the model of cwner’s side, which produces legitimacy and attitude
in favor of the new technology, will be discussed &uilt up.

4.2.9 Consumer’s attitude and technology legitimacy

Legitimacy is a matter of social acceptance anageition of new technology to be considered
desirable and appropriate in order to be utilizad adopted by the customers. A more legitimate
technology would be recognized not only as a mataable, but also as more important, reliable, and
dependable one. Thus it can influence on behavi@dopters (Theoharakis, Vakratsas et al. 2007;
Bergek, Jacobsson et al. 2008).
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Additionally, knowledge and information about nesctinology’s characteristics should be spread in
to the market; hence information about the newrteldgy in the market, where the adopters of the
technology are parts of, plays a significant raldiffusion.

Market level information creates awareness and lfanty, and can form new adopters’ attention
regarding the new technology (Struben and Stern@#Y)2 Thus, as the new technology becomes
more familiar to the market, the adoption of tleathinology will be taken for granted which is thealgo
of the firm’s producing the technology. Therefdne information about the technology in the market
create a “cognitive” and “sociopolitical” legitimadowards the adoption of the new technology
(Aldrich and Fiol 1994). Hence, as an innovatiortdree more observable through more tangible
information and by dispersion of information in ttee market, the diffusion of technology will be
accelerated (Rogers 1995).

Literature on diffusion has examined several sau@einformation that influence the adoption of

technology (Bass 1969; Dodson and Muller 1978; kor$990; Geroski 2000). Geroski (2000)

represented an epidemic model of word of mouttpheading the information leading to legitimating

the technology. Dodson and Muller (1978) preseatetbdel of diffusion considering word of mouth

and advertising as twin drive force for diffusiohrew technology. Price and word of mouth is also
considered by Horsky (1990) in the model he pregkrin which he concludes that word of mouth
would not affect in diffusion of some kind of tedtogy, such as black and white TVs, and a price
skimming strategy instead should be applied.

In the model presented in this study, growth ohtexdogy attractiveness positively influences on
growth of values that make the technology gaintigicy among its customers. Additionally, the
mechanism that spread the legitimacy through thekehaconsidered to be word-of mouth and
marketing resulting in growth of market demand floe new technology, and consequently more
acceleration in adoption.

Firms can influence on growth of legitimacy andtouger’s attitude in favor of new technology, by
marketing appropriately, increasing the investmentsR&D in order to betterment of technology
quality, lowering the price, etc. On the other haaslit is seen so far, the rate of adoption, whi

be influence by all these factors, contributesmatiely to price reduction, increase of income, and
R&D performance.

Figure 4.20 shows the system diagram of growthttifude and legitimacy in favor of the new
technology.

52



o > P Stock of

Rate of@rowth of legitimacy
legitimacy
ratio of adopters to
population Alpha a \ / \
Growth of legitimacy Growth of legitimacy
through WoM through marketing
<Adopters> / \ / \
} <Total attractiveness Marketing
<Population P> effectlveness of technology> effectiveness
(( \ Rate of contaézween .
Contact rate Adoption fraction customers and means of <Marketing
marketing performance>
Variable Notation Unit
Rate of contact between customers and
means of marketing R 1/year
Marketing effectiveness e 1/year
Growth of legitimacy through marketing mL | Lyear
Contact rate R 1/year
Adoption fraction A Dimensionless
WoM effectiveness E 1/year
Growth of legitimacy through WoM W+ 1/year
Ratio of adopters to population c Dimensionless
Rate of growth of legitimacy S 1/year
Stock of legitimacy L Dimensionless

Figure 4.20 System diagram of consumer’s attitude and techiydegjtimacy

In this model legitimacy spreads via word of moutigrketing, and technology attractiveness. As
discussed in the qualitative model, word of mouwdb & contagious nature and has been considered as
the back bone of models made by pioneer scholadeling the adoption-diffusion. Modeling of this
concept is borrowed from population ecology, poigtout the epidemic spread of disease for example
in herd management (Bass 1969; Dodson and MulléB)L9n this model, word of mouth plays a
significant role in the growth of the new technglo@he larger the number of adopters, the grelater t
contact with the potential adopters and hence,ebdtansformation of information to potential
adopters and eventually, greater probability ofstdering the new technology to purchase.

On the other hand, marketing is a process whichlaed to the firm’s performance, and not like avor
of mouth, it depends on the firm’s returns on itwesnt. So both interpersonal source of creation of
legitimacy and marketing are under influence ofhtedogy attractiveness, which improves
endogenously through learning by doing and R&D

The following set of relation in considered betwéem components presented in figure 4.20:

° Learning by doing generate the price reductionlaaism and R&D contributes directly to enhancenoént
technology quality and performance.
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E, =R, xM
E, =R XA

o=Ns/

L, =E,xox(1+a)
L, =E, x(1+a)

o =L,+L,

L= [0, it

Where R, is the rate of contact between customers and mehmsarketing, E and E, denote
effectiveness of marketing and word of mouth, repely. ¢ is ratio of adopters per total population;
L, and L, are growth of legitimacy through word of mouth andrketing.5, and L denote rate of
growth of legitimacy and the level of stock of legiacy.

In this model, as it is discussed in graph 4.3wgnoof legitimacy is driven and regulated by woifd o
mouth and firm’s marketing effort. To facilitate sgvation of this change in adoption process, the
market adoption model shown in Figure 4.5 is medifand described in the next section.

4.2.10Modified market adoption model

When a new technology is introduced to a markegpés through different phases which appeals to
different audience and potential adopters. Howeivethe very early phase of adoption, it is adopted
by innovators and technical enthusiasts, and bly @alopters or visionaries, who are ready to take
the risk, and despite all the uncertainties arothl new innovation, adopt the new technology
(Easingwood and Harrington 2002). Hence anothevedris introduced, independent from the
legitimacy, named “early adopter’s fraction”. Iltassumed that early adopters contribute to only ear
phase of adoption coupled with “rate of growthegjitimacy”. Figure 4.20 shows the modified system
diagram of market adoption.

N4
DX

. VN
Discard rate

Technology life

time
Aw4
Potential adopters Ad Optiuon rate - Adopters
Early adopters  <Rate of growth of

fraction legitimacy>
Variable Notation Unit
Potential adopters N Households
Adopters N Households
Adoption rate R Households/year
Early adopters fraction O 1/year
Discard rate R Households/year
Technology life time T year

Figure 4.21 System diagram of modified market adoption model
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Also, the following modifications applied to the de:
Ra :(Ja +5L)>< Np

Whered, is the fractional rate per year that early adaptatopt the new technology independently
from legitimacy.

In order to demonstrate the behavior of the modahich now is influenced by different factors and
not just word of mouth, a set of graphs represgntiomber of adopters and diffusion rate of the
technology is shown in Figure 4.22. In these grafifes values that are previously used in the
simulations are fixed, so presentation of thesplggas aiming to understand the effect of soméef t
exogenous.

Figure 4.22 consist of six graphs illustrating #féect of different exogenous variables within the
model on diffusion, price, and profit margin. Graghshows the diffusion pattern of the modified
model, considering different portion of early adaptof the technology #0.01, M=0.005 and
M=0.001, b) shows the diffusion rate of the new tebbgy considering different values for early
adopters M=0.01, 0.005 and 0.001, c) shows the effect ofamate in the adoption : Cr=50, 35, and
25 (1/year), d) shows the effect of contact betwpetential adopters with means of marketing e)
Shows the effect of contact rate on the price @f tbchnology, considering Cr=25, 50, and 100
(1/year), and f) shows how profit margin of teclogyl alter as contact rate changes.

a) b)

100 M Households 20 M

Household/year

50M 10M
0 ol e [0 e Sy
0 2 4 6 8 10 12 14 16 18 20 0O 2 4 6 8 10 12 14 16 18 20
Time (Year) Time (Year)
Number of adopters;,=0.01 Adoption rateg, =0.0T
Number of adoptersy, =0.005---------------=--=----------- Adoption rateg, =0.005
Number of adoptersy, =0.00t ~— === == ——r——e s Adoption rateo, =0.00%
c) d)
_Household
100 MHpuseholds 100 M
50 M 50 M
0 _ 0 Time (Yea)
0 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
Time (Year)
Number of adoptersy, =0.005, R=50 Number of adopter o, =0.005, R=50, R,=0.15
Number of adopterss, =0.005,R=35_ Number of adopter 0, =0.005, B=50, R=0.1
Number of adoptersy, =0.005, R :25 Number of adopter o, =0.005, R=50, R,=0.05
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Figure 4.22 a) Diffusion pattern considering different values arly adopters b) Diffusion rate of the new
technology considering different values for eantippters, c) shows the effect of different contatés on the
adoption d) shows the effect of contact betweeroowsrs with means of marketing, e) price of tecbgyl
altering by different values for contact rate, fpfiit margin altering by different values for cootaiate

As it can be observed in graph (a) presented urdig.22, the rate of adoption through early adspte
advance the diffusion time. The driving forces dfusion at the early stage come from word of
mouth, marketing, and the inherent tendency ofyesibpters in purchasing the product.

Moreover, by comparing graph (b) with the adopt@mve presented by Moore (1999), it can be
observed that the simulation of adoption curve hecgresponds to what Moore presented
qualitatively. It can be thus seen that the nuntbedopter in the early phase of the diffusion pes;
effect the time of entrance of “early majority” thie non-adopters, to purchase the product.

Graph (c) demonstrates the effect of contact radepne of the factors that influence the word of
mouth effectiveness, on the diffusion pattern. @ontate thus has a slight effect on formation phas

of the diffusion and instead more on acceleratirggrowth phase. The reason is exponential growth
of the number of adopter in growth phase of teabgywthrough word of mouth and marketing.

Graph (d) shows the effect of contact between rdwp#ers of the technology and means of
marketing. As the rate of the contact between ami@l adopter with means of marketing such as
advertisement increases, it speeds up the diffysiocess.

Graph (e) and (f) shows how different contact rdtesveen potential adopters and adopters of the
new technology influence the profit margin (Graphaad Price (Graph f) of the technology. These
graphs show the closed loop system between pridelemitimacy of the technology by which a
parameter choice in growth of legitimacy (outpwth énfluence the price (input).

The model in this chapter provides us with a batteterstanding about the dynamics and feedback
mechanisms governing the technology diffusion pec&@he model was a formal model describing
some of the major dynamics behind the technoloffjusion. Each part of the model can be further
developed in order to have a better understanditigad particular part, by introducing more factors

to the model. Moreover, the model can be calibratéth some real data in order to test the
robustness of the results.

The model showed on the one hand how strategiesdanidions made by the producer of the
technology influence the attitude of the poterdidbpters by altering technology attractivenessti@n
other hand, attitude of the potential adoptersugrites the adoption rate and consequently thesfirm’
profitability and further decisions. Accordinglypree of the factors (i.e. demand for the new
technology) influencing the price, which plays anpbrtant role in both firm’'s profitability and
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technology attractiveness. These factors are maskiented factors which the adopters of the
technology are part of.
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Chapter 5. Discussion

Technological diffusion and substitution are soceher than unprejudiced phenomena and public
opinion plays a critical role in determining adaoptidecisions. Hence, an argument can be made that
there is no predictability in the growth of a teclogy as well as in technological substitution
processes based on technical parameters only.

This master’'s thesis work was intended to lead tbetier understanding of the mechanism of

technological diffusion, and substitution procesSdse description is based on the premise that the
substitution is the result of competition betwe&hand new technology in which the new technology

wins and gain market. The diffusion pattern of@telogy, or in this report “diffusion/adoption e&t

is determined by various factors. These factorddctne induced and manipulated by the built-in

characteristics of the innovation system (Pistoend Utterback 1995) .Hence, insights about these
factors to getter with external and internal foredi®ring them would be important in easing the

understanding of technological diffusion and substn.

Nowadays terminologies used in biology are usedidohnological matters. The “evolution” of the
computer, the “birth” of the internet, etc are fhamiphrases used in everyday language. In ch&pter
of this report, a model of substitution based ortkhéV/olterra competition equations has been
presented as a way to model multi-mode interadigtween technologies. Multi-mode interaction has
been demonstrated in biological and organizati@talogy and has also been used in studying the
interaction among technologies. By using Lotka-¥ot differential equations, the effect of one
technology on another’s diffusion rate is takentlas decisive principle, by which the form of
interaction is measured. In the models presentedhipter four, two forms of interaction are
discussed: pure competition and predatory-prey.

Technological substitution often substantiates netdgical competition since the emerging
technology grows in the same market that the maaatenology is present in. The competition model
showed that in a pure competition, where both teldgies impose negative influence on one another,
the mature technology inhibits the growth of theeeging technology.

Predatory-prey interaction implies a situation vehé¢he emerging technology benefits from the
presence of the mature technology and graduallyngeket share. Thus, the emerging technology has
a negative effect on the mature technology whiatescribed by the predator-prey relationship.

On the other hand, substitution happens when engrgichnology benefits from the presence of
existing technology, and then gradually transfoiing=or this purpose a bridging technology is
introduced in to the model as one of the strategiesake this transformation(Sandén 2004).

A bridging technology can benefit from the preseotthe old technology and can gain market share,
on the other hand, the emerging technology canfitbdrem the presence of the bridging technology.

As it is simulated in the Lotka-Volterra model, trédging technology inhibits the mature technology

and prepares the market for emerging technology.

By simulating the competition models with differarglues, it is shown that the presence of the third
technology is necessary for emergence of a newntdoy that is in pure competition with the old
mature technology.

58



Lotka-Volterra equations are useful because theypoatray such a wide range of dynamic behaviors
occurring in technological substitutions. Moreovsimnulations of Lotka-Volterra models produce
general pictures that include different kind offaion and substitution patterns. However, althotigh

is feasible to produce patterns using Lotka-Voétemuation, the coefficients used in the equatimas
constant, which are likely to change over timee@alrtechnology interactions. Hence, the challenge
would be to explore the realistic factors thatuefice the coefficients and generate different L-otka
Volterra like patterns of diffusion and lock-outy Beveloping the second model presented in chapter
five as a “technology diffusion model”, some readtbrs influencing the diffusion are explored.

Same as Lotka-Volterra models, the growth and lgtalwf the diffusion model is generated by

positive feedback that produce the initial periddecelerating the growth, and negative feedbaak th

makes the growth to slow as it approaches the icgrgapacity. However these loops use realistic
factors and mechanisms, which accelerate, or bal#me diffusion process. The positive feedbacks
that elevate the adoption rate are considered torice reduction, performance improvement, R&D
expenditures, and investments on marketing, fraanniag-by-doing. Attitudes in favor of the new

innovation depend on firms’ marketing effectivenasd positive word of mouth.

Technology diffusion is a path dependant proceaad&n 2004), hence the eventual state of diffusion
depends on the state of the starting point. Eveadlgiaviation in the formative state of diffusioarc

be amplified by positive feedback processes and the cost of switching back to normal becomes
prohibitive and the self-forcing equilibrium genierdock-in of the system. The model bears out that
how the portion of early adopters, producer’'s pacel investment strategy, and cognitive processes
within the consumers, can influence the diffusioncess. Moreover, the model gave us insight about
how these forces, even in small quantities, catuentce largely the diffusion process by either
accelerating or decelerating the growth phasefaigion.

Hence, as it is seen in the model and needlesaytatlse strategy of the firms involved in producing
the new technology, and the emotional and cognfireeess within the consumers plays an important
role in the diffusion process.

Furthermore, the diffusion model showed that mameage: of innovation is a challenging field since it
deals with hard and soft variables simultaneousiyvolves with uncertainties and ambiguitiesglar
amount of capital investment, and it has to de#h @éedbacks. Hence, it is a highly complex system
and is not merely complex because of the numbetavhents within a system. But it is complex due
to the interrelatedness of the system, linear orlmear relationships, or whether there is timeage

in the system. Even a system with few elementsglalyhinterrelated and non-linear dynamic system
can show tremendous complexity.

Although the diffusion generated by word of mougtitie kind of S-shape curve that we were looking

for, using word of mouth or other types of epidenmmiodels have a serious weakness. They cannot
explicate the adoption process of an innovatiomftbe date it is invented and just explain it frisva

day that early adopters have begun using it. Ddfuprocesses generated by word of mouth never
starts unless an initial amount of users has ba#énup.

Moreover, ever since early adopters have purchgmedew technology despite no information about
previous experiences of using the new technoldgy tnust be different from the following adopters.

In addition, as discussed by Rosenberg (1995)ethes always uncertainties involved around the
acceptance of the new technology and as long ae t#mabiguities presents, these sorts of assumptions
can be strongly challenged. Hence, the early adopfeechnology must have different charactesstic
from the psychological, attitude, and sociologipalnt of view that are willing to take the risk and
adopting the new technology. Some of these chaisiits are also discussed by Rogers (1995).
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Hence, it would be better to not mix early adopteith the following adopters and treat them in the
model separately.

Models in this report can help us to understandotibeess of technological diffusion and substitutio
The models are capable of providing a better utaedsng of the root mechanisms of technological
change and technological improvement. Depend onatittence and the purpose of using these
models, different part of the model can be furttheveloped. Also the boundary of the model can be
expanded or contract depending on the purpose inf ukis formal model. However, one should
always bear in mind that increasing the compleaftynodels, make it more difficult to understand.
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Chapter 6. Conclusion

The study is concluded by answering the researebtmuns outlined in the first chapter.
RQ1:How can a multi-technology substitution processnoeleled?

By using Lotka-Volterra models a big picture of howlti-technology substitution is taking place can
be produced. It provides us with a framework talgtthe multi-mode interaction among technologies
as well as multi-technology substitution. Lotka-¥sta models showed that when an emerging
technology is in pure competition with a maturentemogy, presence of another emerging technology
is necessary for substitution. Hence, the multmetogy substitution is modeled by introducing
another technology as “bridging technology” to thedel of interaction between a mature and an
emerging technology. Moreover, the model of tecbggldiffusion presented in this study showed
how some of the forces that are involved in thénedogical diffusion can influence on the diffusion
process. These forces are driven from both “hariibies” such as price, investment, and contaet rat
among adopters, as well as “soft variables” sucknasvledge formation and attractiveness. In further
work, the Lotka-Volterra concept could be combineith the positive feedbacks presented in the
diffusion model, into a more detailed model of mtéthnology substitution processes.

RQ2:What diffusion patterns can such a model gener@@? historical patterns be reproduced?

The models presented in this study reproduced ¢egbgratterns. Lotka-Voltera models and diffusion
model produced an S-shaped curve correspondinigetéogistic growth of an emerging technology.
There was not attempt made to simulate any redrigal substitution or diffusion process.

RQ3:How do different parameter choices affect results?

Lotka-Volterra models illustrate technological itidion in a stylized way. The pattern produced
using Lotka-Volterra alters by the parameter chwimethe simulation of the models and different
parameters resulted in different scenarios. Theahotl diffusion showed how different parameter
choices can affect the diffusion pattern. It isogi®ssible to extend Lotka-Volterra models to time-
varying parameters by combining the Lotka-Voltenade and the model of diffusion.

RQ4: Can we learn something from the model for the cutcand impact of choices in ongoing real
world change processes?

Real world change processes have a tremendous exitgptiue their highly interrelated and non-
linear dynamics. The models presented here ardioapons of these complex processes and tell us
something about “what is going on”. Hopefully theodels in themselves and the patterns they
produce can make people, who are involved in tlgsoia-making, think in different ways and look
upon problems from a new perspective. The SystemaBycs models presented in this report help us
in understanding the observed and agreed uportwteuaf technological substitution, and prepare for
further study of the different parts of the process
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Appendix A

The complete model formulation for M odel of technology diffusion represented in
chapter 4

In this appendix the model formulations for theailetl simulation model of technology diffusion
is documented as follows:

Total Cost= Unit Cost*Production
Unit: $/Year
Description: Total firm Costs per year

Adoption rate= (Early adopters fraction +Rate of growth of leggicy)*Potential adopters
Unit: Households/Year

Rate of growth of legitimacy= Growth of legitimacy through WoM + Growth of legitacy
through marketing
Unit: 1/Year

Stock of legitimacy= INTEG (Rate of growth of legitimacy,0)
Unit Dimensionless

Early adoptersfraction= 0.002
Unit: 1/Year; range: [0.001,0.1]

WoM effectiveness= Adoption fraction*Contact rate
Unit: 1/Year

ratio of adoptersto population Alpha a=Adopters/Population P
Unit: Dimensionless

Growth of legitimacy through marketing=Marketing effectiveness*(1+Total attractiveness
of technology)
Unit: 1/Year

M ar keting effectiveness= Marketing performance*Rate of contact between custs and
means of marketing
Unit: 1/Year

Growth of legitimacy through WoM = ratio of adopters to population Alpha a* WoM
effectiveness*(1+Total attractiveness of technojogy
Unit: 1/Year

Rate of contact between customers and means of marketing= 0.12
Unit: 1/Year



Total attractiveness of technology= Attractiveness from price + Attractiveness from
performance
Unit: Dimensionless

Rate of increasing in knowledge="Investment on R&D"*Knowledge increment per
investment
Unit: 1/Years

Knowledge increment per investment=0.0001
Unit: 1/$

Contribution share of knowledge accumulation in perfor mance improvement= IF THEN
ELSE(performance improvement per doubling of knagk>0, 0.5,0)
Unit: Dimensionless; range:[0,1]

Perfor mance improvement=(Stock of knowledge”sensitivity of performance pemulative
knowledge)*Contribution share of knowledge accurtiafain performance improvement
Unit: Dimensionless

Unit Cost= Unit variable cost+Unit fixed cost/Capacity utdizon

Unit: $/Unit

Description: Total unit cost is the sum of unkefil and variable costs (fixed
costs per unit of capacity are adjusted for norragicity utilization).

Initial unit variable cost= (Initial price/(1+Desired profit margin))*(1/(1+Fed to Variable
cost))

Unit: $/Unit

Description: Initial variable cost per unit deténed by a company specified
ratio of fixed to variable cost adjusted by Norroapacity utilization and normal profit
margin

Initial unit fixed cost= (Initial price/(1+Desired profit margin))*Fixed tariable
cost*(1/(1+Fixed to Variable cost))

Unit: $/Unit

Description Initial fixed cost per unit determinled company specified ratio of
fixed to variable cost adjusted by normal profitrgia

Capacity utilization=1
Unit; Dimensionless

Adoption fraction=0.01
Unit: Dimensionless, Range: [0,0.1]

Contact rate= 25
Unit: 1/Year [0,100]

Sensitivity of attractivenessto the technology performance= 0.5
Unit: Dimensionless



Attractiveness from perfor mance=Performance improvement*Sensitivity of attractivese
to the technology performance
Unit: Dimensionless

Performance improvement per doubling of knowledge= 0.5
Unit: Dimensionless

Sensitivity of performance per cumulative knowledge= LN(1+performance improvement
per doubling of knowledge)/LN(2)
Unit: Dimensionless

Stock of knowledge= INTEG (Rate of increasing in knowledge,1)
Unit: Dimensionless

Marketing performance improvement rate= Marketing performance improvement per
investment*Investment on marketing
Unit: 1/Years

Adoption rate through marketing= 0.005
Unit: 1/Years

Marketing performance= INTEG (Marketing performance improvement rate,0)
Unit: Dimensionless

Share of investment in profit=0.4
Unit: Dimensionless; range: [0,1]
Description: Percentage of income set aside farstment

M ar keting performance improvement per investment=0.0001
Unit: 1/$
Description: The effect of investment per each ahinvestment on marketing

" Share of investment on R& D" =0.5-Share of investment on Marketing
Unit: Dimensionless

Share of investment on Marketing=0.2
Unit: Dimensionless; range: [0,1]

Investment on marketing= Total investments*Share of investment on Marketing
Unit: $/Year

"Investment on R& D" = Total investments*'Share of investment on R&D"
Unit: $/Year

Total investments= Profit*Share of investment in profit
Unit: $/Year
Description: Investment on performance improvenaéithe company per year



Revenue= Price*Production
Unit: $/Year
Description: Firm total revenue per year

Profit= Revenue-Total Cost
Unit: $/Year
Description: Firm net income

Population =1e+008
Unit: Households

Potential adopters= INTEG (Discard rate-Adoption rate, Population -4stirs)

Unit: Households

Description: The number of households in the pafpah who have not adopted
the product but considered as potential adopters

Initial price=1000
Unit: $/Unit

Attractiveness from price= EXP (Sensitivity of attractiveness to the pricatBfinitial price)
Unit: Dimensionless
Description: Attraction from the price of the néxe¢hnology

Price= INTEG (Change in price, Initial price)
Unit: $/Unit

Sensitivity of attractivenessto the price=-2
Unit: Dimensionless; range: [-4,1]

Ratio of target priceto cost price= 1.1

Unit: Dimensionless

Description: the impact of costs, demand/supptyeumarket share and the
price of the new technology

Target price= Cost price*Ratio of target price to cost price

Unit: $/Unit

Description: Target price which indicates by cpdesnand/supply curve,
market share and the price of the product

Profit margin= (Price/Unit Cost)-1
Unit: Dimensionless

adjustment time= 0.5
Unit: Year
Description: The time adjust the price to the ¢angrice

Cost price= (1+Desired profit margin)*Unit Cost
Unit: $/Unit
Description: is the price by total unit cost armtmal mark-up



Changein price= (Target price-Price)/adjustment time
Unit: $/Unit/Year

Number of product per adopter= 1
Unit: Units/Households
Description: Number of units used per each househo

Adopters= INTEG (Adoption rate-Discard rate,Initial CumulatiAdopters MO)
Unit: Households
Description: The cumulative number of adoptertheftechnology

Production= Number of product per adopter*Adoption rate
Unit: Units/Year

Unit variable cost= Initial unit variable cost*Learning
Unit: $/Unit

L ear ning cur ve exponent=LN(Progress ratio)/LN(2)
Unit: Dimensionless

Progressratio= 0.8
Unit: Dimensionless
Description: reduction in unit cost per each dowhbf cumulative production

Accumulative production= INTEG (Production,Initial production experience)
Unit: Units

Desired profit margin=0.2

Unit: Dimensionless

Description: The normal mark-up on unit cost, ihissed to determine cost
price

Fixed to Variable cost= 3
Unit; Dimensionless

Initial production experience=10000
Unit: Units

L ear ning=(Accumulative production/Initial production experae)”Learning curve exponent
Unit: Dimensionless

Unit fixed cost= Initial unit fixed cost*Learning
Unit: $/Unit

Discard rate= Adopters/Technology life time
Unit: Households/Year

Initial Cumulative Adopters=0
Unit: Households



Technology life time=8

Unit: Year
*hkkkkkhhkhkkkkkkhhkhkhkkkkhkhkhhkhkkikhhhhkhkkkkhkhhhhkkkkkhkhhhkkkikikik *kkkk

.Control
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Simulation Control Parameters

FINAL TIME =20
Unit; Year
~ The final time for the simulation.

INITIAL TIME=0
Unit; Year
~ The initial time for the simulation.

SAVEPER =TIME STEP
Unit: Year [0,7?]
~ The frequency with which output is stored.

TIME STEP =0.0625
Unit: Year [0,?]
~ The time step for the simulation.

\\---/// Sketch information - do not modify anytigi except names



Appendix B

List of variables used in the model of technology diffusion presented in chapter 4

Variable Notation Unit
Potential adopters Np Households
Adopters N, Households
Adoption rate Ra Households/year
Early adopters fraction Sg 1/year

Discard rate Ry Households/year
Technology life time T; year

Rate of contact between customers and means of

marketing R 1/year
Marketing effectiveness £ | Llyear

Growth of legitimacy through marketing mL | llyear
Contact rate R, 1/year
Adoption fraction As Dimensionless
WoM effectiveness Ex 1/year

Growth of legitimacy through WoM W+ 1/year

Ratio of adopters to population c Dimensionless
Rate of growth of legitimacy oL 1/year

Stock of legitimacy L Dimensionless
Sensitivity of attractiveness to the price p» S | Dimensionless
Attractiveness from price 0p Dimensionless
Sensitivity of attractiveness to the technologyf@enance S Dimensionless
Attractiveness from technology performance o Dimensionless
Total attractiveness of technology o Dimensionless
Performance improvement per doubling of knowledge €k Dimensionless
Contribution share of knowledge accumulation in

performance improvement ® Dimensionless
Sensitivity of performance per cumulative knowledge S Dimensionless
Performance improvement R Dimensionless
Stock of knowledge K Dimensionless
Knowledge increment per investment e 1/$

Rate of increase in knowledge Ok 1/year
Marketing performance improvement per investment Nm 1/$

Marketing performance improvement rate Sm 1/year
Marketing performance M Dimensionless
Revenue p $lyear

Total cost K $lyear

Profit T $lyear

Total investment I $lyear
Investment in marketing ml $/year




Investment in R&D ‘ I, ‘ $lyear

Variable Notation Unit

Share of profit in investment B Dimensionless
Share of investment in marketing B Dimensionless
Share of investment in R&D Br Dimensionless
Ratio of target price to cost price 0 Dimensionless
Target price P $/unit

Cost price P $/unit
Adjustment time Ta year

Change in price Op $/(unit*year)
Price P $/unit

Profit margin 0 Dimensionless
Fixed to variable cost Y Dimensionless
Initial price P $/unit

Initial fixed cost Csi $/unit

Initial variable cost Cu $/unit

Unit fixed cost Cu $/unit

Unit variable cost Cuw $/unit

Unit cost Cy $/unit
Capacity utilization A Dimensionless
Desired profit margin g Dimensionless
Production 3o Unit/year
Number of product per adopter q Unit/households
Cumulative production Q Unit

Learning curve exponent LS | Dimensionless
Initial production experience iQ

Learning L. Dimensionless
Progress ratio [ Dimensionless







