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Integrated and Probabilistic Risk Analysis of Drinking Water Systems 
ANDREAS LINDHE 
Department of Civil and Environmental Engineering 
Division of GeoEngineering 
Chalmers University of Technology 

ABSTRACT 

Drinking water supply is an essential public function but is at the same time 
exposed to risks. Since a totally risk-free society is not attainable, risks need to be 
managed efficiently to achieve an acceptable level of risk. A reliable supply of 
safe drinking water is vital and the World Health Organization emphasises an 
integrated risk management approach, including the entire drinking water system 
from source to tap. An integrated approach is important as there are interactions 
between different parts of a system. Efficient risk management requires 
appropriate risk analyses to characterise risk and support decision-making. Risk 
analysis based on an integrated approach facilitates well-informed decision-
making and efficient use of resources for risk reduction. However, guidance on 
methods for integrated risk analysis of drinking water systems is limited. 

To support risk management of drinking water systems, a method for integrated 
and probabilistic risk analysis has been developed and evaluated based on a real-
world application. The method is probabilistic in order to include uncertainties of 
estimates, which always exist due to lack of knowledge and natural variation. A 
framework for integrated risk management of drinking water systems is also 
suggested to show the context for risk analysis and to point out important steps in 
risk management of drinking water systems. The suggested method can be used 
to model entire systems from source to tap and to include interactions between 
events. It provides information on risk levels as well as the dynamic behaviour of 
the system in terms of the failure rate and duration of failures. Furthermore, it 
enables comparisons of the results with performance targets and acceptable levels 
of risk. One single method cannot be used to handle all risk-related issues. What 
is needed instead is a set of tools. The method developed has been shown to 
facilitate integrated risk analysis from source to tap and thus also informed 
decision-making, which may assist in minimising sub-optimisation of risk-
reduction options. The method is thus one source of input into a set of tools to 
assist water utilities in risk analysis and risk management. 

Keywords: drinking water system, risk, hazard, risk analysis, water safety plan, 
fault tree analysis, integrated, probabilistic, uncertainty, customer minutes lost.
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1 INTRODUCTION 

The first chapter provides the background to the thesis, defines the main objectives 
and presents the scope of the work. Some limitations of the thesis are also 
described. 
 

1.1 Background 

A reliable supply of safe drinking water is essential for society and its sustainable 
development. Factors such as human health and economic development rely on a 
safe water supply. However, drinking water systems are vulnerable and subject to 
a wide range of risks. Since we cannot eliminate every risk and create a totally 
risk-free society, we instead need to manage risks efficiently to achieve an 
acceptable level of risk. The World Health Organization (WHO) emphasises in 
the third edition of the Guidelines for Drinking-water Quality that a 
comprehensive risk assessment and risk management approach is the most 
effective way to ensure the safety of a drinking water supply (WHO, 2004). 
 
The WHO (2004) concludes that end-product testing is not sufficient to 
guarantee safe drinking water to consumers. Instead, the WHO recommends 
preparation of risk-based Water Safety Plans (WSPs), including system 
assessment, operational monitoring and management plans (Davison et al., 2005; 
WHO, 2004). The WSPs should in a comprehensive way consider conditions in 
source waters as well as treatment and distribution systems. This preventive and 
integrated approach, i.e.  from source to tap, is emphasised also in the Bonn 
Charter (IWA, 2004) and national guidelines, e.g. in Australia 
(NHMRC/NRMMC, 2004) and Canada (CDW/CCME, 2004). The WSP 
approach provides an important focus on risk issues related to drinking water 
systems but also includes limited guidance on specific tools and examples to assist 
water utilities in their work.  
 
Efficient risk management, aimed at achieving an acceptable level of risk, 
requires that several tasks are carried out and performed in an iterative way. Risk 
management is often described as a process composed of: (1) risk analysis, 
including scope definition, hazard identification and risk estimation; (2) risk 
evaluation, including tolerability decision and analysis of risk-reduction options; 
and (3) risk reduction/control, including decision-making, implementation and 
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monitoring. The initial risk analysis step provides information for the subsequent 
evaluation. It is thus important that the risk analysis reflects the analysed system 
adequately and provides relevant information. 
 
As part of the WSP approach, the WHO (2004) and Davison et al. (2005) suggest 
a general method for risk ranking. The method is based on a risk matrix with 
discrete probability and consequence scales. This qualitative (or semi-
quantitative) method is simple to use and the results are easy to communicate. 
However, the method cannot be used to consider chains of events, model 
interactions between events or quantify the risk. Furthermore, it is difficult to 
perform meaningful uncertainty analysis for this type of method. Although the 
method has several limitations it is useful in many cases. It may, for example, be 
used to analyse systems with simple structures and perform preliminary analyses 
to guide further studies. To enable analyses of systems, including complicated 
conditions, additional methods and tools are required. A set of tools for risk 
analysis that supports the WSP approach would thus provide valuable support to 
water utilities. 
 
To reflect system properties properly a risk analysis should integrate the entire 
drinking water system from source to tap. It is possible to carry out separate 
analyses of the different parts of the system and merge the results. However, an 
integrated analysis has several advantages, provided that interactions between 
parts and events can be considered. The potential to quantify the level of risk is 
also important since it enables comparison with other risks and acceptable levels 
of risk in absolute terms. Furthermore, the efficiency of risk-reduction options 
can be estimated quantitatively. 
 
Managing risks is nothing new in the drinking water sector. Efforts to prevent 
failures have always been made although the structured way of working offered 
by risk management frameworks and the methods currently available in different 
fields are to a large extent new. The concept of WSP is attracting more and more 
attention around the world and is currently being implemented in many 
countries. The fact that drinking water systems often have a complex structure 
with interactions between sub-systems, and the fact that they are subject to a 
wide range of risks, makes risk analysis an important as well as difficult task. 
Consequently, tools for risk analysis that can support risk management of 
drinking water systems in accordance with the WSP approach are needed. 
 
Society’s interest in achieving efficient risk management of drinking water 
systems is pointed out, for example, in projects such as MicroRisk (contract no. 



1. Introduction 

3 

EVK1-CT-2002-00123) and Techneau (contract no. 018320), both funded by the 
European Commission. The latter project is closely linked to this thesis and parts 
of the work presented have been carried out within the Techneau project. 

1.2 Aim and objectives 

The overall aim of this thesis is 
 

to contribute to the knowledge regarding quantitative risk analysis of 
drinking water systems in accordance with the Water Safety Plan approach. 

 
It is not possible to develop one single method that can cover all relevant risks to 
a drinking water system. Instead, a set of tools that complement each other is 
needed. This thesis mainly focuses on how integrated risk analysis can be 
performed with regard to the ability to deliver safe drinking water. Since 
uncertainties are typically considerable in risk analyses of drinking water systems, 
a probabilistic approach is used. A method for integrated and probabilistic risk 
analysis of drinking water systems has been developed and is aimed at serving as 
an important input into a set of tools for supporting water utilities in managing 
risks. To put quantitative risk analysis of drinking water systems in the right 
context, risk management and its connection to drinking water systems is 
described. 
 
In addition to the overall aim the thesis has the following specific objectives: 
 

• To describe a framework for integrated risk management of drinking 
water systems. 

• To develop a method for integrated and probabilistic risk analysis of 
drinking water systems. 

• To apply the method and evaluate its benefits and limitations. 

1.3 Scope of the work 

To achieve the aim and objectives of the thesis a theoretical desk study, method 
development and method application in a case study have been carried out. 
Based on a literature review a theoretical background to risk and drinking water 
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systems is presented in Chapters 2 and 3. The specific objectives of the thesis 
have been fulfilled by performing the following tasks: 
 

• A framework for integrated risk management of drinking water systems is 
described in Chapter 4. It is based on a literature review and studies of 
existing international and national frameworks and guidelines. The 
framework provides information on important steps to be carried out 
when managing risks to drinking water systems and illustrates the purpose 
of risk analysis in risk management. 

• A quantitative method has been developed to facilitate integrated and 
probabilistic risk analysis of drinking water systems. The method is based 
on fault tree analysis and is described in Chapter 5 and Paper I. As a 
background to the method an introduction to qualitative and quantitative 
risk analysis is provided in Section 4.3. 

• The developed fault tree method has been applied to a drinking water 
system in Sweden in order to test and evaluate it based on a real-world 
application. The application of the method and its possibilities, strengths 
and limitations are presented in Chapter 5 and Paper II. 

 
The contents of the thesis are discussed further in Chapter 6 and the main 
conclusions of the work are summarised in Chapter 7. 

1.4 Limitations 

Risk and drinking water are two wide research fields and since all aspects cannot 
be assigned the same attention, proper limitations need to be made. The most 
important limitations of this thesis are: 
 

• Apart from the framework for integrated risk management the thesis 
focuses mainly on risk analysis and not on risk evaluation and risk 
reduction/control. 

• Risk analysis is part of the preventive work. Issues related to management 
of an event after it has occurred (crisis management) are not considered 
here. 

• Risk analysis of drinking water systems can be performed in many 
different ways. The purpose of this thesis is to study integrated analysis, 
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i.e. include the entire supply chain, and to consider a wide range of hazards 
rather than focus on specific hazards in specific parts of the system. 
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2 THE CONCEPT OF RISK AND RISK 
MANAGEMENT 

The first part of this chapter introduces the concept of risk and describes some 
important aspects related to it. Furthermore, the chapter presents a generic outline 
of the risk management process, its elements and how they are linked. Finally, risk 
analysis within the risk management process is described in more detail. 
 

2.1 Risk 

The word risk is used in different ways depending on the context. Sometimes it is 
used as a synonym for the probability of an undesired event to occur. However, a 
common description of risk is that it is a combination of the probability and the 
consequence of a hazardous event, see e.g. European Commission (2000) and 
documents by the International Electrotechnical Commission and the 
International Organization for Standardization (IEC, 1995; ISO/IEC, 2002). 
Kaplan and Gerrick (1981) state that the question “What is risk?” actually 
comprises the following three questions (also discussed by Kaplan, 1997): 
 

• What can happen? 

• How likely is it? 

• What are the consequences? 

 
The answer to the first question describes what could go wrong and can be called 
a scenario (S). How likely (L) it is that the scenario happens is described by a 
probability or a frequency and the consequence (X) describes the damage. 
Together the answers to these three questions describe the risk and can be 
written as a triplet )( iii X,L,S , i = 1, 2, …, n. Index i specifies that more than one 

scenario may be of interest to describe the risk. If curly brackets are used to 
describe a set of answers and index c, meaning complete, is added to indicate that 
all possible scenarios of interest are considered, then risk (R) can be expressed as 

ciii X,L,SR }{ ><= . This quantitative definition describes risk as a combination of 

the probability, or frequency, of occurrence and the consequence of all scenarios 
of interest. When analysing a drinking water system one scenario may, for 
example, be a pipe burst (S) that is estimated to occur with a probability of 0.05 
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(L) and cause an interruption in the delivery of drinking water to 100 people for a 
period of 8 hours (X). 
 
Risk is commonly expressed as the probability multiplied by the consequence, i.e. 
as the expected value of consequence (or expected value of damage). Kaplan and 
Garrick (1981) argue that this definition may be misleading in some cases and 
prefer to say that risk is probability and consequence. Although a common 
description of risk should not state that risk is equal to the expected value of 
consequence, it may in some cases be suitable to express risk in this way. Risk 
may also be expressed in many other ways depending on the specific situation 
(see Section 3.5). 
 
Quantitative definitions of risk are sometimes subject to criticism. It is argued 
that these definitions do not consider the social amplification of risk and do not 
take value judgement into account (Slovic, 2001; 2002). Klinke and Renn (2002) 
define risk as the possibility that human actions or events lead to consequences 
that harm aspects of things that human beings value. Kaplan and Garrick (1981) 
however, emphasise that a clear and quantitative way of expressing risk is 
essential to rational decision-making. If this kind of definition does not exist, it is 
not possible to weight properly the risk along with other costs and benefits in the 
decision process. However, even if risk is expressed quantitatively, human 
perception of risk should also be taken into consideration in the decision process. 
Risk perception and its role in risk management is discussed by Renn (1998), see 
also Slovic (1987). As stated by Kammen and Hassenzahl (2001), risk analysis is 
intended to inform, but not determine, decisions. 
 
A wide range of terms are used when describing and discussing risk issues. Two 
words closely related to risk are hazard and uncertainty. The IEC (1995) defines 
hazard as source of potential harm or a situation with a potential of harm. 
Consequently, hazard does not include any information about probability, while 
risk includes the hazard as well as the probability of occurrence. Burgman (2005) 
emphasises that the conversion of hazard assessment to risk assessment involves a 
probabilistic element, i.e. the probability of the hazard having an effect is 
assessed. The distinction between risk and uncertainty is discussed by Kaplan and 
Garrick (1981). They conclude that risk involves both uncertainty and some kind 
of loss or damage, while uncertainty alone can be related to something positive, 
e.g. a lottery prize. 
 
The word risk is used in different ways, with different meanings. It is therefore 
important to state clearly what one means when using the word risk. In this thesis 
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risk is used based on the definition presented by Kaplan and Garrick (1981). 
Consequently, both the probability and consequence are taken into 
consideration. 

2.2 Uncertainty 

It has already been stated that risk is a combination of probability and 
consequence. However, as pointed out by e.g. Kaplan and Garrick (1981), a 
single number is not a big enough concept to communicate the idea of risk. A 
probabilistic approach should thus be applied where uncertainties of estimates 
are taken into account instead of relying solely on point estimations. In some 
sense one may argue that the probability part of risk is an expression of 
uncertainty. However, what Kaplan and Garrick (1981) refer to is uncertainties 
about the probability and consequence values, or other variable used to express 
risk. Different sources of uncertainty exist and typically, uncertainties due to 
natural variation (aleatory uncertainty) and lack of knowledge (epistemic 
uncertainty) are discussed (Aven, 2003; Back, 2006; Norrman, 2004). 
Uncertainties may be included in risk analysis in different ways (Paté-Cornell, 
1996). Point estimates, for example, can be replaced by probability distributions 
to describe uncertainties in variables.  
 
A Bayesian approach is also commonly applied in risk analyses (Bedford and 
Cooke, 2001; Kaplan, 1994). This means that probability is seen as a degree of 
belief and the Bayesian approach makes it possible to combine hard data, e.g. 
measurements and statistics on events, in a mathematically formal manner with 
expert judgements. Since hard data is often lacking, expert judgements become 
an important part of risk analyses (Section 5.2). 

2.3 Reasons for managing risk 

The obvious reason for managing risk is to protect us from some kind of harm. 
The IEC (1995) emphasises that the objective of risk management is to control, 
prevent or reduce loss of life, illness, injury, damage to property and 
consequential loss, and environmental impact. Kaplan and Garrick (1981) point 
out that we are not able in life to avoid risk but only to choose between risks. 
Since we cannot eliminate all risks and create a totally risk-free society, we need 
to make proper decisions in order to achieve an acceptable level of risk. Hence,  
efficient risk management is of primary importance to enable good decision-
making aimed at achieving an acceptable level of risk. 
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In the Australian/New Zealand standard on risk management (AZ/NZS, 2004), it 
is stated that risk management is about achieving an appropriate balance between 
realising opportunities for gains while minimising losses. Hence, it should be 
emphasised that risk management not only protects us from harm but also creates 
opportunities. If a risk is unknown this might restrain us from performing a 
specific project. If the risk is instead analysed and understood, if necessary also 
reduced or controlled, it might be possible to perform the project. 
 
Egerton (1996) describes a simplified example of how a risk analysis can provide 
information that enables a reduction in both risk and cost. By identifying which 
areas of a treatment plant contribute most to the risk, measures can be taken to 
reduce the risk. At the same time that unsafe components are identified, areas of 
over-design can also be identified, making it possible to reduce the costs with 
little impact on the overall reliability. This example shows that if risk is managed 
efficiently it is possible to choose proper risk-reduction options and reduce the 
cost arising from, for example, over-design. This facilitates an efficient use of 
available resources. 

2.4 The risk management process 

The overall process of identifying hazards, estimating risk, evaluating risk and, if 
necessary, reducing or controlling risk, is often referred to as risk management. 
Figure 2.1 shows an outline of the risk management process as presented by the 
IEC (1995). It should be noted that the description of risk management varies 
depending on the type of risk and context, e.g. pure technological risks or risks to 
human health. The use of different terms may also vary slightly. Although some 
differences can be found in the literature regarding the presentation and outline 
of the risk management process, there is a rather strong consensus regarding its 
major contents. The risk management process includes the entire process from 
the initial description of scope and purpose of risk management, the 
identification of hazards and the estimation of risks, through the evaluation of 
risk acceptance and identification of possible risk-reduction options, to the 
selection, implementation and monitoring of appropriate reduction measures. 
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Risk analysis

• Scope definition
• Hazard identification
• Risk estimation

Risk evaluation

• Risk tolerability decisions
• Analysis of options

Risk reduction/control

• Decision making
• Implementation
• Monitoring

Risk
assessment

Risk
management

Risk analysis

• Scope definition
• Hazard identification
• Risk estimation

Risk analysis

• Scope definition
• Hazard identification
• Risk estimation

Risk evaluation

• Risk tolerability decisions
• Analysis of options

Risk evaluation

• Risk tolerability decisions
• Analysis of options

Risk reduction/control

• Decision making
• Implementation
• Monitoring

Risk reduction/control

• Decision making
• Implementation
• Monitoring

Risk
assessment

Risk
management

 
Figure 2.1.  The risk management process according to the IEC (1995). 

 
The main purpose of the risk analysis step is to provide information for the 
subsequent risk evaluation. When the risk has been evaluated, including possible 
risk-reduction options, decisions are made in the final step – risk 
reduction/control. The analysis and evaluation part is together often referred to 
as risk assessment. An important element of risk management is that it is an 
iterative process of continuous updating as new information becomes available 
and as conditions change. This is indicated in Figure 2.1 by the feedback arrows. 
To further explain risk management and its different parts, definitions of terms 
related to risk management are presented in Table 2.1. 
 
An important aspect when managing risk is risk communication, i.e. the exchange 
or sharing of information regarding risk. Risk and related aspects need to be 
communicated between decision-makers, scientists, the general public and 
present or potential stakeholders. The importance of risk communication and 
taking into account the world around us as part of risk management is 
emphasised by, for example, the Swedish Rescue Services Agency (Davidsson et 
al., 2003), see also Owen et al. (1999). 
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Table 2.1.  Definitions of terms related to risk management (IEC, 1995). 

Harm Physical injury or damage to health, property or the environment. 

Hazard Source of potential harm or a situation with a potential of harm. 

Hazardous event Event which can cause harm. 

Hazard identification Process of recognising that a hazard exists and defining its characteristics. 

Risk Combination of the frequency, or probability, of occurrence and the 
consequence of a specified hazardous event. 

Risk analysis Systematic use of available information to identify hazards and to estimate 
the risk to individuals or populations, property or the environment. 

Risk assessment Overall process of risk analysis and risk evaluation. 

Risk control Process of decision-making for managing and/or reducing risk; its 
implementation, enforcement and re-evaluation from time to time, using the 
result of risk assessment as one input. 

Risk estimation Process used to produce a measure of the level of risk being analysed. 
Risk estimation consists of the following steps: frequency analysis, 
consequence analysis and their integration. 

Risk evaluation Process in which judgements are made on the tolerability of the risk on the 
basis of risk analysis and taking into account factors such as socio-
economic and environmental aspects. 

Risk management Systematic application of management policies, procedures and practices 
to the task of analysing, evaluating and controlling risk. 

2.5 Risk analysis 

As stated in the above section, information and knowledge obtained from a risk 
analysis should enable evaluation of risk and possible options for risk reduction. 
Based on the definition of risk presented by Kaplan and Gerrick (1981), the aim 
of risk analysis can be described as providing information on scenarios, 
probabilities and consequences (e.g. Davidsson et al., 2003). 
 
The process of risk analysis is presented in Figure 2.2, including the main steps 
scope definition, hazard identification and risk estimation. Depending on what 
kind of system and risk is considered, the analysis process may vary. It should 
also be noted that a risk analysis can be either qualitative or quantitative, 
depending on its purpose (see Section 4.3). The analysis may also be a 
combination of quantitative and qualitative and may then be named semi-
quantitative. The basis for qualitative and quantitative risk analysis is described 
further in Section 4.3. 
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Figure 2.2. Risk analysis according to the IEC (1995). 

 
The entire risk management should be an iterative process and consequently 
should a risk analysis also be continuously updated as new information becomes 
available. An important part of the risk analysis is to choose what type of 
consequences to include and to decide which measures to use. Slovic (2001) 
emphasises that the choice of risk measure can affect how risky a particular form 
of technology appears. 
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3 DRINKING WATER AND RISK 

This chapter provides an introduction to drinking water systems and presents 

possible risks and existing approaches to managing risks to drinking water systems. 

There is also a presentation of the reasons for managing risks to drinking water 

systems and measures for expressing risk. 

 

3.1 Drinking water systems 

The structure and function of drinking water systems varies depending on, for 
example, natural conditions, water demand and available economic resources. 
Although differences exist, drinking water systems are commonly described as 
supply chains built up by three main sub-systems: raw water, treatment and 
distribution. Together these sub-systems cover the entire supply chain, from the 
raw water source through the treatment plant and distribution network to the 
consumers’ taps. 
 
Raw water sources can be groundwater, surface water or a combination of these 
(HDR Engineering, 2001). When natural groundwater resources are limited, 
artificial recharge is sometimes used in order to produce water similar to natural 
groundwater (see e.g. Fetter, 2001). In areas where water resources are scarce, 
treated wastewater may be reclaimed by groundwater recharge or used directly to 
produce drinking water. The European Commission is funding an ongoing 
research project named Reclaim Water (contract no. 018309), focused on 
reclamation technologies for safe artificial groundwater recharge. 
 
The main difference between groundwater and surface water in drinking water 
production is in general the quality; groundwater often requires less treatment 
than surface water (Gray, 2005). Since clean raw water does not need the same 
degree of treatment as water of poor quality, it is often the case that fewer 
treatment steps are required when using groundwater compared to surface water. 
 
According to Gray (2005) the objective of water treatment is to produce an 
adequate and continuous supply of water that is chemically, bacteriologically and 
aesthetically acceptable. However, the water should be completely safe 
microbiologically and not just bacteriologically. In addition to pathogenic 
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bacteria viruses, protozoa and other biological contaminants also pose a severe 
risk to human health related to drinking water. In order to supply consumers with 
drinking water that fulfils these requirements, a series of treatment steps needs to 
be designed and used based on the raw water quality and water demand. 
 
To distribute water from the treatment plant to the consumers an extensive 
network of pipes is required. This network also includes pumps and service 
reservoirs needed to manage variations in water demand and to ensure adequate 
hydraulic pressure in the service areas. 
 
Although the basic principles are similar for all drinking water systems, the 
detailed construction varies depending on local conditions. Figure 3.1 shows a 
flowchart including common components of a drinking water system and the 
connection between these components. Different water sources as well as 
different treatment and distribution alternatives are illustrated in the flowchart. 
Although the flowchart does not include all possible components it does illustrate 
a generic structure. 
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Figure 3.1.  Flowchart illustrating different main components of drinking water systems and 

their interconnections (Davison et al., 2005). 

3.2 Risks to drinking water systems 

As described in Section 3.1 a drinking water system is composed of a large 
number of components. All components may be affected by different events and 
consequently a large number of events may occur with potential harm to the 
supply of drinking water (Beuken et al., 2007; Nadebaum et al., 2004; Olofsson et 
al., 2001). Hence, these possible hazardous events pose a risk to the water utility 
and in the end to the public at large. 
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Hazards categories 
The risk sources, i.e. hazards, can be categorised and structured in many ways. 
The objectives of water treatment presented by Gray (2005) can be categorised as 
quantity- or quality-related (Section 3.1). The quantity objective corresponds to a 
continuous, i.e. reliable, supply of water and the quality objective reflects the 
requirement that the water should be qualitatively acceptable. Based on these 
objectives hazards can also be categorised as quantity- or quality-related, 
depending on which objective a specific hazard may threaten. Quantity-related 
hazards may cause water shortage while quality-related hazards may cause 
unacceptable water quality. Interruption in the delivery of drinking water to the 
consumers may, for example, occur due to pipe breakage, pump failure, power 
failure or limited access to raw water. Events causing unacceptable water quality 
may, for example, be accidents with hazardous goods contaminating the source 
water, failing treatment processes or intrusion in the distribution system of 
contaminated water from the surrounding soil profile. The WHO (2004) 
emphasises that the most common and widespread health risk associated with 
drinking water is related to microbial contamination, primarily ingestion of water 
contaminated with human or animal faeces. Events may of course affect both the 
quantity and quality of water. Contamination of a water source, for example, 
obviously affects the water quality but in the end water shortage may arise due to 
the fact that no alternative water source exists. 
 
The hazard categories described above are mainly focused on the effects the 
consumers may experience. If additional factors are included several other 
categories may be formulated. Pollard et al. (2004) describe the following six 
categories of risk important to the drinking water sector: 
 

1. Financial risk – Associated with the financial operation and management 
of the business, both internal and external. 

2. Commercial risk – Arising from competition and a demanding public. 

3. Public health risk – Source contamination, human error and mechanical 
failure are some examples of how the water may be contaminated and 
pose a risk to public health. 

4. Environmental risk – Environmental impact may arise as a consequence of 
equipment failure or human error, e.g. discharge of polluted water. 

5. Reputation risk – Losing the confidence of the consumers. 

6. Compliance/legal risk – Associated with failing to comply with legislation 
and uncertainties regarding future legislation. 
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Ezell et al. (2000) describe the communities’ drinking water supplies as one key 
element of a nation’s infrastructure and point out the following as factors posing 
a risk to such infrastructure: growing consumption by expanding populations; 
industrial and public pollution; tragedies caused by both natural and human 
accidents; and emergence of threats by domestic terrorists, disgruntled employees 
and computer hackers. To support water utilities when identifying hazards, 
checklists including hazardous events are provided by e.g. Beuken et al. (2007) 
and Nadebaum et al. (2004). The catalogue of hazards provided by Beuken et al. 
(2007) is based on existing national checklists and databases and lists events that 
may harm the supply of safe drinking water. The events that may affect the water 
quality negatively are associated with biological, chemical, radiological or 
physical agents. Events related to the availability of water, safety of personnel 
and external harm to third parties are also included. 
 

Future hazards 
An important part of risk management is to learn from earlier events, both 
accidents that have occurred and near-accidents. As has already been pointed 
out, risk management is based on a proactive approach and consequently non-
occurred events also need to be identified. Some of these events may be seen as 
future hazards but, on the other hand, all events that have not occurred should 
accordingly not be considered as future hazards. Rosén and Lindhe (2007) state 
that future risks may arise as a consequence of different changes that have a 
direct or indirect effect on the drinking water system. Examples of such changes 
may be climate changes and a change in human activity in the catchment area. 
 
As the rest of society is affected by different trends so also the drinking water 
sector. In recent years trends such as increased awareness of microbial pollutants, 
emergence of membrane filtration and privatisation of water works in some areas 
can be identified. Pollard et al. (2004) point out the following six factors 
endangering the drinking water sector and posing new risks as well as 
opportunities: privatisation, sector globalisation, increased competition, emerging 
technologies, increasingly stringent regulatory control and the trend towards 
financial self-sufficiency. 
 
Based on a literature review, interviews and evaluation work carried out at 
Chalmers University of Technology, Rosén and Lindhe (2007) identified the 
following seven factors that pose potential risks to drinking water systems in the 
future: 
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• Sabotage and terrorist attacks 

• Conflicts 

• New chemicals 

• Emerging pathogens 

• Public concern 

• Climate changes 

• Technical failures in aging distribution systems 

 
Trends affecting the drinking water sector, possible implications and coping 
strategies are also described by the Awwa (American Water Works Association) 
Research Foundation (AwwaRF, 2006), see also Segrave et al. (2007). As with all 
risks, future risks require a proactive approach. Rosén and Lindhe (2007) 
conclude that major challenges for the future risk management of drinking water 
systems include how to perform reliable and useful risk analysis, how to 
communicate the risks and how to evaluate risks in order to use available 
resources efficiently and sustainably. 

3.3 Risk management in the drinking water sector 

The WHO (2004) defines safe drinking water as does not represent any significant 
risk to health over a lifetime of consumption, including different sensitivities that 
may occur between life stages. Furthermore, the International Water Association 
(IWA, 2004) emphasises that a reliable supply of safe drinking water is 
fundamental to public health and economic development. As presented in 
Section 3.2 many events may occur, harming the supply of safe drinking water. 
Risk management is therefore very important in the drinking water sector. The 
WHO (2004) concludes that a comprehensive risk assessment and risk 
management approach is the most effective way of ensuring the safety of a 
drinking water supply. 
 
The drinking water sector faces risks as well as opportunities. At the same time, 
governments and regulators expect water utilities to adopt a management 
approach that focuses on avoiding losses and taking advantage of opportunities 
(Dalgleish and Cooper, 2005). Pollard et al. (2004) suggests that an enterprise-
wide management approach should be used, which requires: 
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• integrated frameworks for the management of internal as well as external 
risks to the utility; 

• support of board level, executive management and operational staff as well 
as that of external stakeholders; and 

• effective communication of risk and engagement within decision-making 
processes both within companies and with external stakeholders. 

 
Risks can be managed on different levels in an organisation depending on what 
kind of decision needs to be made. The different levels can be described as 
strategic, programme and operational (MacGillivray et al., 2006; Pollard et al., 
2004). On the strategic level regulatory, commercial and financial risks are 
included while risks linked to, for example, asset and catchment management are 
considered on the programme level. Risks associated with specific operations, 
such as failure of process components, are managed on the operational level. 
Strategic decisions are supposed to be transferred into actions on the programme 
level and implemented on the operational level. 
 
According to Pollard et al. (2004) the drinking water sector is formalising and 
making explicit approaches to risk management and decision-making that were 
formerly implicit. Furthermore, MacGillivray et al. (2007a; 2007b) emphasise that 
a significant shift in the drinking water sector’s approach to risk management is 
ongoing. Risk management is becoming increasingly explicit and better 
integrated with other business processes compared to the historical implicit 
approach focused on treatment plant design and operation (Hrudey et al., 2006). 
One example is the increased use of the Hazard Analysis and Critical Control 
Point (HACCP) approach within the drinking water sector (Damikouka et al., 
2007; Dewettinck et al., 2001; Gunnarsdóttir and Gissurarson, 2008; Hamilton et 
al., 2006; Howard, 2003; Jagals and Jagals, 2004; Mullenger et al., 2002; Yokoi et 
al., 2006). Principles and concepts of the HACCP approach in particular have 
been used by the WHO to develop the Water Safety Plan (WSP) approach 
(WHO, 2004), which is currently being implemented in many countries. WSP and 
HACCP are described further in Section 3.4. Although efforts are made to 
manage risks efficiently, possibilities for further improvements exist. This not 
only includes water utilities but also other stakeholders such as governmental 
authorities. The Swedish National Audit Office (SNAO) has scrutinised the 
preparedness for severe crises in the Swedish water supply. Some of the main 
conclusions are that limitations in the ability to manage crises exist, the quality of 
risk and vulnerability analyses is not good enough and the governmental support 
is insufficient (SNAO, 2008). Positive trends have also been identified, such as 
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increased collaboration between municipalities and local awareness of issues 
related to crisis management. 
 

End-product testing 
Risk management is a proactive way of working. This means that efforts are 
made to prevent risks from arising or reduce them to an acceptable level. The 
opposite way of working is to only work reactively, which means that action will 
be taken after an event has happened and not before. An example of a reactive 
way of working is if end-product testing (compliance monitoring) alone is used to 
monitor and guarantee a safe water quality. Although end-product testing is a 
necessary part of water quality management, it cannot be used as the only means 
of guaranteeing safe drinking water (e.g. WHO, 2004). Note that the Drinking 
Water Directive (Council of the European Union, 1998) is based on end-product 
testing. The Federal-Provincial-Territorial Committee on Drinking Water and 
the Canadian Council of Ministers of the Environment (CDW/CCME, 2004) 
address the limited number of pathogens and contaminants that can be analysed 
and the time it takes to complete analyses, as weaknesses of end-product testing 
(see also Sinclair and Rizak, 2004; Vieira, 2007). Rizak et al. (2003) point out that 
experience of waterborne disease threats and outbreaks have shown that end-
product testing is not sufficient to guarantee safety water quality. If unacceptable 
water quality is detected in the drinking water distributed to the taps, some 
consumers will at least use the water before the analysis is completed and 
corrective action has been taken. End-product testing should be used as one tool 
for verifying that the water is/was safe to drink but not as the only means of 
guaranteeing safe drinking water. 
 

The multi-barrier approach 
Instead of relying on end-product testing to guarantee safe drinking water, the 
use of a multi-barrier approach is advocated by e.g. the WHO (2004) and the 
CDW/CCME (2004). The multi-barrier approach is based on implementation of 
multiple barriers throughout the drinking water system, from source to tap. The 
barriers are supposed to block or control hazards to prevent them form causing 
any unacceptable harm. Since multiple barriers are used, failure of one or more 
barriers can be compensated for by the others. The CDW/CCME illustrate the 
multi-barrier approach as shown in Figure 3.2. The figure shows different 
components of the multi-barrier approach and emphasises that it is not only the 
treatment plants that should include barriers. Protection of source waters and 
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distribution systems, as well as overall management, are important to achieve an 
efficient multi-barrier approach. 
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Figure 3.2. Different components of the multi-barrier approach, according to the  

CDW/CMME (2004). 

3.4 Frameworks and guidelines 

A number of different international and national frameworks and guidelines for 
managing risks to drinking water systems exist. In this section some of the most 
well-known frameworks and guidelines are briefly described and general trends 
are summarised. 
 

Water Safety Plans 
In the 3rd edition of the Guidelines for Safe Drinking-water Quality, the WHO 
presented a framework for safe drinking water (WHO, 2004). The framework 
consists of health-based targets, Water Safety Plan (WSPs) and independent 
surveillance (Figure 3.3). The health-based targets should be based on evaluation 
of health concerns by a high-level authority and reflect what is considered to be 
an acceptable level of risk. As noted in Section 3.3, the WHO (2004) defines safe 
drinking water as does not represent any significant risk to health over a lifetime of 
consumption, including different sensitivities that may occur between life stages. 
The health-based targets are supposed to guide the WSPs and the independent 
surveillance aims to ensure the work is performed properly and also promotes 
improvement. The surveillance should be conducted by an independent agency 
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and include all aspects of safety. The WSPs are a key element in the framework 
and include system assessment, operational monitoring and management plans 
(Figure 3.3). The purpose of the system assessment is to determine whether the 
system is capable of delivering water that meets the health-based targets. The 
system assessment should include the entire system and consider interactions 
between elements. Operational monitoring should assess control measures in 
order to ensure that the system is operating properly. The management plans aim 
to document and communicate relevant information. To develop a WSP a 
number of different steps need to be performed. The main steps are presented in 
Figure 3.4. 
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Figure 3.3. The framework for safe drinking water as presented by Davison et al. (2005). 

 
The WSP approach is based on an integrated approach, i.e. the entire system 
from catchment to consumer should be considered, and includes principles and 
concepts from the multi-barrier approach and the Hazard Analysis and Critical 
Control Point (HACCP) system (described further below). WSPs are currently 
being implemented in countries around the world and are thus an important part 
of risk management of drinking water systems (Breach and Williams, 2006; 
Garzon, 2006; McCann, 2005; Vieira, 2007). In October 2008, the WHO will 
publish a manual aimed at providing practical guidance to facilitate WSP 
development. 
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Figure 3.4. Key steps in developing a WSP (after Davison et al., 2005). 

 

The Bonn Charter 
The Bonn Charter for Safe Drinking Water (IWA, 2004) is a complementary 
document to the guidelines provided by the WHO (2004) and emphasises the 
WSP approach. The document includes key principles that are considered 
essential in order to create a management framework for a reliable supply of safe 
drinking water. Institutional roles and responsibilities are also described and the 
goal of the Bonn Charter is stated to be good safe drinking water that has the trust 
of consumers. Furthermore, it is emphasised that drinking water should not only 
be safe to drink but also be of aesthetically good quality. 
 

Hazard Analysis and Critical Control Point 
The Hazard Analysis and Critical Control Point (HACCP) system can be 
described as a systematic way of identifying specific hazards and measures for 
their control (Codex, 2003). Since principles of HACCP have been included in 
the WSP approach, the two approaches have several similarities. Basically, the 
HACCP approach aims to identify hazards and for each hazard identify control 
measures, including points in the system where the hazard may be controlled, 
critical limits, monitoring and corrective actions. The Pillsbury Company 
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compiled the HACCP system in 1960 to assure food safety when delivering food 
to the NASA space programme. Although traditionally used in the food industry, 
Havelaar (1994) presented the first application of HACCP to drinking water 
supplies. Hrudey (2004) and the Australian National Health and Medical 
Research Council and Natural Resource Management Ministerial Council 
(NHMRC/NRMMC, 2004) point out that HACCP is most suitable to apply in the 
treatment part of a drinking water system, and not applied as easily to the 
important areas of source water and distribution system (see also Hamilton et al., 
2006). 
 

Examples of national guidelines 
In addition to international guidelines, such as those of the WHO (2004), some 
nations have compiled their own guidelines and frameworks. The Australian 
Drinking Water Guidelines (ADWG) for example, include a framework for 
management of drinking water quality (NHMRC/NRMMC, 2004). Rizak et al. 
(2003) describe the ADWG framework as a comprehensive and preventive 
strategy from catchment to consumer, see also Nadebaum et al. (2003). The 
framework constitutes four main areas: commitment to drinking water quality 
management, system analysis and management, supporting requirements and 
review. The framework provided by the NHMRC/NRMMC (2004) and the one 
provided by the WHO (2004) is to a large extent similar. The primary differences 
are mainly related to the outline and presentation of the frameworks. 
 
In New Zealand the use of Public Health Risk Management Plans (PHRMPs) is 
suggested by the Ministry of Health (2005a; 2005b). The PHRMP is described as 
a tool that will aid water utilities identify, manage and minimise events that could 
cause water quality to deteriorate. Compared to the guidance on the WSP 
approach (Davison et al., 2005; WHO, 2004) the documents provided by the 
Ministry of Health in New Zealand include more detailed guidance on how to 
prepare a PHRMP. There are also other national guidelines provided by, for 
example, the Swedish Water and Wastewater Association (SWWA, 2007), the 
Swedish National Food Administration (SNFA, 2007), the Danish Water and 
Wastewater Association (DWWA, 2006) and the Norwegian Food Safety 
Authority (NFSA, 2006). These guidelines are not described further here. 
 

General trends 
By comparing different international and national frameworks and guidelines the 
following general trends can be identified: 
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• The weaknesses of end-product testing is emphasised as a main reason 
why risk management of drinking water systems is important. 

• The from source to tap approach, or even more comprehensively from 
catchment to consumer, is advocated in the guidelines as an important 
basis for managing drinking water systems. 

• The multi-barrier approach is stressed as a key strategy to guarantee safe 
drinking water. 

• Existing frameworks and guidelines are mainly focused on water quality 
issues. Limited guidance is provided on aspects related to water 
availability and reliability of water supplies.  

• The importance of having good knowledge of the system (i.e. to know the 
system) is emphasised as being fundamental when analysing a drinking 
water system. 

• Co-operation between stakeholders is pointed out as being important if 
drinking water systems are to be managed efficiently. 

3.5 Risk measures 

The concept of risk is viewed differently in different fields and depending on the 
purpose and context, risk may be expressed using different measures, i.e. units 
(see e.g. Aven, 2003). In Section 2.1 risk was described as a combination of the 
probability, or frequency, and consequence of a hazardous event. However, 
sometimes only the probability is considered and in other cases the main focus 
may be on the consequences. When carrying out a Quantitative Microbial Risk 
Assessment (QMRA, see Section 4.3) for example, risk is expressed as the 
probability of infection and when analysing distribution systems the probability 
of pipe breakage may be studied. However, it is also possible to combine the 
probability of infection and the probability of pipe breakage with the actual 
consequences. The results from a QMRA may, for example, be combined with 
information on health effects in order to estimate the risk as Disability Adjusted 
Life Years (DALY), see e.g. Havelaar and Melse (2003). DALY is a health gap 
measure that includes both years lost due to premature mortality and years lost 
due to some degree of disability during a period of time (Homedes, 1996). One 
DALY represents loss of one year of full health and the WHO (2004) states the 
use of a reference level of 10-6 DALYs per person per year for the drinking water 
guidelines (WHO, 2004). 
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Risk measures that can be used to combine different consequences are useful, 
since hazardous events may have multiple consequences. DALY is an example of 
a measure that combines different health effects. Another way to combine 
different consequences is to translate them into monetary units. This facilitates 
economic analyses such as cost-benefit and cost-effectiveness analysis. It should 
be noted that it may be controversial to translate health effects and other 
consequences to monetary units. 
 
When analysing risks to drinking water systems the choice of risk measure is 
influenced by different factors. If, for example, a hazardous event causing the 
water source to become polluted is analysed, different measures will be 
implemented if the actual health effects are to be estimated or the results are to 
be compared with a threshold value for raw water quality. The point of 
compliance, i.e. the point in the system where criteria are defined, is thus one of 
the factors that influence the choice of risk measure. Since risk is expressed using 
different measures it is important in a risk analysis to clearly define how risk is 
expressed and to be aware that different measures are used. 
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4 INTEGRATED RISK ANALYSIS OF DRINKING 
WATER SYSTEMS 

In this chapter the integrated approach to analysing and managing risks to drinking 

water systems is presented. Based on Chapters 1 and 3, a framework for integrated 

risk management of drinking water systems is suggested. Principles of qualitative 

and quantitative risk analysis are also presented. 

 

4.1 The from source to tap approach 

In Section 3.2 it was concluded that since drinking water systems are extensive 
and composed of many different components, a wide range of events may affect 
them and cause harm. Hence, as stated in the Australian guidelines on drinking 
water, efficient management of drinking water systems requires that 
consideration be taken to the entire supply chain (NHMRC/NRMMC, 2004). 
This means that all parts, from source to tap, or even more comprehensively from 
catchment to consumer, should be considered. This integrated approach is also 
emphasised by, for example, the WHO (2004) as part of the WSP approach, the 
IWA (2004) in the Bonn Charter and the CDW/CCME (2004) in their guidance 
on the multi-barrier approach. 
 
There are several reasons why an integrated from source to tap approach should 
be applied, not only as an overall management approach but also when making 
risk analyses. Although a drinking water system may appear to have a simple 
structure it is often complex. A system can be described as a supply chain 
composed of a raw water source, treatment plant and distribution system, but 
there is an interaction between these sub-systems that needs to be considered. 
This means, for example, that events at the water source may affect the treatment 
and distribution. A drinking water system also has an inherent redundancy, which 
means it may compensate for failures. Failure of a pump in the distribution 
system, for example, may not affect the delivery to the consumers as there are 
reserve pumps. Unacceptable raw water quality may also be compensated for by 
the treatment plant, and an interruption in the supply of raw water does not 
automatically affect the consumers since water stored at the treatment plant and 
in the distribution system can be used. Hence, a drinking water system cannot be 
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described as a traditional series system where failure in one part automatically 
leads to failure of the whole system. 
 
Based on the above description it can be concluded that overall risk management 
as well as risk analyses need to consider the entire system in order to be efficient. 
Integrated risk analysis facilitates minimisation of sub-optimisation of risk-
reduction options and, consequently, more efficient use of available resources. 
Sub-optimisation may arise if, for example, only the treatment system is analysed 
and considered when selecting risk-reduction options. It might be more efficient 
to implement risk-reduction options to protect the water source or spend money 
on maintenance and upgrading the distribution network. Although integrated 
risk analyses are important, it should be noted that analyses of specific parts of 
the system as well as specific hazardous events are also important and cannot be 
replaced by one integrated analysis. The different types of analysis should 
complement each other to facilitate efficient risk management. 

4.2 A suggested risk management framework 

Background to the framework 
Risk analysis is a key component in risk management. To show clearly the role of 
risk analysis in the management of drinking water systems, this section presents a 
suggested framework for integrated risk management in Water Safety Plans 
(WSPs). This framework is developed by the author and colleagues within Work 
Area 4 Risk Assessment and Risk Management of the Techneau project 
(Techneau, 2005). Techneau is a project funded by the European Commission 
under the Sixth Framework Programme (contract no. 018320). The framework is 
described further by Rosén et al. (2007) and includes a generic outline of the 
framework as well as supporting methods, tools and examples developed within 
Techneau. In this section only the generic outline is presented (see also Rosén et 
al., 2008b). 
 

Comparison of two approaches 
The WSP approach (Section 3.4) is comprehensive and provides increased 
awareness and understanding of risk issues related to drinking water systems. The 
approach includes principles of HACCP and the multi-barrier approach, and 
emphasises the importance of considering the entire supply chain, from source to 
tap. When comparing the WSP approach (Figure 3.4 in Section 3.4) with the 
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more generic risk management process (Figure 2.1 in Section 2.4), similarities as 
well as differences can be identified. The WSP approach has been developed for 
a specific field of application (drinking water) while the risk management process 
is generic and should be suitable for a wide range of applications. By comparing 
the outlines of the WSP approach (Figure 3.4) and the risk management process 
(Figure 2.1) the following main observations were made: 
 

• The importance of defining the scope is emphasised more clearly in the 
risk management process while the WSP approach place more emphasis 
on putting together a team of people to support the work. 

• In contrast to the WSP approach the risk management process does not 
include a step that states explicitly that the system should be described. 
However, since the risk management process is more generic the system 
description step is part of the scope definition, which is shown in Figure 2.2 
in Section 2.5. Figure 2.2 provides a more detailed description of how to 
carry out a risk analysis. 

• In the WSP approach a step termed hazard analysis is included. The risk 
management framework distinguishes between hazard identification and 
the subsequent risk estimation. 

• The risk management process includes a risk tolerability decision 
(acceptable risk), which is not a separate part in the WSP approach. Since 
WSPs are guided by health-based targets, these are intended to define 
what is an acceptable risk. 

• Identification of control measures and definition of operational limits are 
steps included in the WSP approach. Within the risk management process 
these steps are not presented separately but are part of the step termed 
analysis of options. 

• The risk management process illustrates decision-making as a separate 
step, while in the WSP approach this appears to be included in the other 
steps. 

• The WSP approach includes monitoring, corrective action, record-keeping 
as well as validation and verification. In the risk management process the 
corresponding steps are termed implementation and monitoring. 

• The WSP approach clearly points out the importance of supporting 
programmes linked to all steps, from assembling the team through to 
validation and verification. Furthermore, both the WSP approach and the 



A. Lindhe 

32 

risk management process indicate that the work should be performed 
iteratively, i.e. be updated continuously. 

 

The framework 
The main reason for the differences between the WSP approach and the risk 
management process is the fact that the latter is generic while the former has a 
specific, intended use. The fact that WSPs are focused mainly on water quality 
issues also explains why some generic parts of risk management are not included 
in the WSP approach. However, risk management of drinking water systems 
needs to consider all risks on a strategic as well as operational level. To illustrate 
a generic approach to risk management of drinking water systems a framework 
based on the risk management process and the WSP approach has been 
developed and is presented in Figure 4.1. 
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Figure 4.1. Schematic illustration of a framework for integrated risk management in WSP 

(after Rosén et al., 2007). 
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The overall structure of the framework (Figure 4.1) is based entirely on the risk 
management process but has been updated with important aspects of the WSP 
approach to link it more clearly to drinking water systems. The framework 
comprises three main parts: risk analysis, risk evaluation and risk 
reduction/control. However, important tasks such as review, communication, 
collection of new information and updating are also emphasised in the 
framework. 
 
The first part of the framework is risk analysis, which starts with an initial scope 
definition. Defining the scope is important in order to set the basis for the risk 
analysis. It should include a definition and description of the system as well as 
descriptions of concerns, assumptions and required output to support decision-
making. As clearly pointed out in the WSP approach, a team of people should be 
put together to support the risk analysis. The team should include people with 
knowledge of the system being analysed as well as people with knowledge of risk 
analysis. Together the team should have sufficient knowledge to perform the 
analysis. Once the scope has been defined, hazards should be identified and the 
risk estimated. The risk analysis can be qualitative or quantitative, depending on 
its purpose (see Section 4.3). 
 
The output from the risk analysis should be used as input in the risk evaluation. 
To enable risk evaluation, tolerability criteria defining an acceptable level of risk 
are needed. The WSP approach includes health-based targets related to the water 
quality. However, targets related to water quantity and other stakeholder values 
are also needed in order to evaluate all the risks. Efficient risk management of 
drinking water systems must include risks related to both quantity and quality 
problems. If the risk is not acceptable, it needs to be reduced and/or controlled. 
Alternative options for risk reduction should be identified and evaluated by 
means of, for example, cost-effectiveness or cost-benefit analyses. 
 
Based on the information from the risk analysis and risk evaluation (together 
termed risk assessment) decisions are made and implemented. This means that if 
considered necessary the risk is handled by, for example, lowering the probability 
of occurrence, reducing the consequence, or both. To evaluate the efficiency of 
the implemented safety measure monitoring may be used. The information from 
monitoring and reporting systems as well as other information sources should be 
used to update the risk analysis and the risk evaluation. 
 
In addition to the analysis, evaluation and reduction/control steps, the framework 
in Figure 4.1 emphasises the importance of analysing and considering 
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uncertainties related to all steps. Furthermore, supporting programmes, 
documentation, communication and review are highlighted as important tasks. 
 

Objectives of the framework 
The purpose of the framework is to provide a structure and toolbox to assist 
water utilities in their risk management work. In this thesis the structure is 
presented above and one of the tools developed is presented in Section 5. The 
framework supports integrated risk management in WSPs and facilitates 
transparency and rational decision-making. The framework stresses the 
importance of an iterative process of continuous updating as new information 
becomes available and as conditions change. Communication between 
stakeholders is emphasised as important since it facilitates increased awareness 
and knowledge regarding risk issues among, for example, decision-makers, water 
utility personnel and the generic public. Furthermore, the framework includes 
methods and tools to assist hazard identification, risk estimation and evaluation 
in order to provide cost-effective and sustainable prioritisation of safety measures 
(Rosén et al., 2007). 

4.3 Principles of qualitative and quantitative risk analysis 

In Section 2.5 the basis of risk analysis is presented and an overview of the tasks 
that are normally carried out is shown in Figure 2.2. Irrespective of whether a risk 
analysis is quantitative or qualitative, some tasks always need to be carried out. It 
is important, for example, to define the scope and clearly state the purpose of the 
analysis. This should also be linked to the type of decision situations the analysis 
is supposed to support. Furthermore, identification of hazards is always required 
regardless of whether the subsequent part of the analysis is qualitative or 
quantitative. In order to identify relevant hazards it is important to define and 
understand the system being analysed, e.g. a drinking water system. A system 
description is thus required and may be combined with a conceptual model 
describing how hazards may occur and cause harm to a receptor (Figure 4.2). The 
receptor may, for example, be the consumers supplied with drinking water or 
something else that should be protected. The term pathway is used to describe 
how the hazard may overcome possible barriers and affect the receptor. A hazard 
could be a microbial contaminant that enters a drinking water system through 
faecal contamination of the water source. For the contaminant to harm the 
consumer it needs to pass barriers in, for example, the treatment plant. 
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Figure 4.2. Conceptual model illustrating how a hazard may cause harm to a receptor if 

existing barriers are unable to prevent a pathway between them. 

 
To support hazard identification, experience from the past, brainstorming, 
checklists and more structured methods such as What if analysis and Hazard and 
Operability Analysis (HAZOP) can be used (see e.g. Hokstad et al., 2008; Kletz, 
2001; Mannan and Lees, 2005; Nolan, 1994). To support water utilities in 
identifying hazards, checklists including hazardous events are provided by e.g. 
Beuken et al. (2007) and Nadebaum et al. (2004). The checklists should preferably 
be used in combination with brainstorming, experience from the past and other 
techniques to identify hazards relevant to the system being analysed. 
 
Risk analysis may be performed in an almost infinite number of ways depending 
on the context. A simple way to distinguish between different methods is to 
categorise them as qualitative or quantitative. In a qualitative analysis the risk is 
described in words whereas a quantitative method aims to estimate the risk 
numerically. The term semi-quantitative is sometimes used to describe analyses 
that are mainly qualitative but to some extent may be seen as quantitative. In 
semi-quantitative analyses risk is often categorised using discrete probability and 
consequence scales that have been assigned numbers. In this thesis the semi-
quantitative methods are also defined as qualitative. 
 

Qualitative risk analysis 
A qualitative (or semi-quantitative) method for risk analysis commonly used in 
different fields is risk ranking using risk matrices. The WHO (2004) suggests the 
use of a risk matrix to prioritise identified hazards. Table 4.1 shows an example of 
a risk matrix to be used in a WSP, presented by Davison et al. (2005). To rank 
risks the probability and consequence of identified hazards are estimated using 
discretised probability and consequence scales (Table 4.1). To determine whether 
the risk is acceptable or not tolerability criteria need to be defined. In Table 4.1 
each combination of probability and consequence in the matrix is defined in 
terms of low, moderate, high or extreme risk. More than four categories can be 
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used. Furthermore, which of these categories of risk that can be accepted or not 
needs to be defined. A principle commonly used to evaluate risks which is 
applicable to this case is the As Low As Reasonable Practicable (ALARP) 
principle, see e.g. Melchers (2001). The ALARP principle implies that a risk can 
be: unacceptable, i.e. must be reduced or eliminated under any circumstances; 
acceptable, i.e. can be left without further action; or between acceptable and 
unacceptable and may be accepted if it is economically and/or technically 
unreasonable to reduce it (the ALARP region). Sometimes each probability and 
consequence scale is assigned a score (e.g. 1-5) and a risk index is calculated by 
multiplying the scores (semi-quantitative risk estimation). 
 
It should be noted that the categories of probability and consequence need to be 
defined specifically for the system that is being analysed. Since all systems are 
unique and the purpose of different analyses may differ no generic definitions of 
scales can, or should, be defined. The combination of the probability and 
consequence scales in Table 4.1, for example, is not applicable to all systems. It is 
likely that the probability scale in most cases would have been defined to also 
include events that occur much more seldom than once every fifth year. 
Logarithmic-based probability scales are often used. The specification of which 
risk level the different combinations of probability and consequence refers to also 
needs to be made for each system being analysed. In Table 4.1 an event that 
causes catastrophic consequences (mortality expected from consuming water) 
and occurs rarely (once every five years) is considered a high risk. In other cases 
it is likely that this risk would have been regarded as an extreme risk, i.e. the 
highest risk level according to the scale in Table 4.1. 
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Table 4.1 Example of a risk matrix and definitions of likelihood and severity categories to be 
used in risk scoring in a WSP (after Davison et al., 2005; WHO, 2004). Classes of 
relative risk tolerability are shown in shades of grey. 

  Severity of consequences 
Likelihood Insignificant Minor Moderate Major Catastrophic 
Almost certain H H E E E 
Likely M H H E E 
Moderate L M H E E 
Unlikely L L M H E 
Rare L L M H H 
 
Note: The number of categories should reflect the needs of the study. 
E – Extreme risk, immediate action required; H – High risk, management attention needed; 
M – Moderate risk, management responsibility must be specified; L – Low risk, management by 
routine procedures. 
 
Examples of definitions of likelihood and severity categories that can be used in risk scoring 
Item     Definition     
Likelihood categories     
Almost certain   Once a day   
Likely   Once a week  
Moderate   Once a month  
Unlikely   Once a year   
Rare     Once every 5 years   
Severity categories     
Catastrophic   Mortality expected from consuming water 
Major   Morbidity expected from consuming water 

Moderate   Major aesthetic impact possibly resulting in use of alternative 
but unsafe water sources 

Minor   Minor aesthetic impact causing dissatisfaction but not likely to 
lead to use of alternative, less safe sources 

Insignificant     No detectable impact   
 

 
Risk ranking by means of risk matrices is easy to perform and the results are also 
easy to understand. Hence, this type of analysis is useful in many cases, especially 
as an initial risk analysis used to identify where further and more detailed studies 
are needed. However, the method also has limitations that requires more 
sophisticated methods such as quantitative methods. Burgman (2005) emphasises 
that risk ranking methods assume a discrete nature of hazards, although there is 
often a range of possible outcomes of an event. Furthermore, if events are 
considered separately, important chains of events are not analysed. Often 
combinations of two or more events may cause severe events that should be 
considered. Risk ranking is thus not suitable for modelling complex systems with 
interactions between components and events. Burgman (2005) also points out the 
lack of quantitative estimates of risk and the lack of procedures for uncertainty 
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analysis as limitations of risk ranking. Cox (2008) also discusses the limitations of 
risk matrices. 
 
In addition to risk ranking using risk matrices, there are other qualitative 
methods applicable to drinking water systems exist. Groundwater vulnerability, 
for example, can be assessed using rating methods such as DRASTIC (Aller et 
al., 1987; Rosén, 1994; 1995). 
 

Quantitative risk analysis 
The motive for performing a quantitative risk analysis, in addition to not 
considering interactions between events, is that a qualitative analysis is not 
considered to be detailed enough and cannot estimate the risk in quantitative 
terms. One main advantage of a quantitatively estimated risk is that it facilitates 
comparison with other risks and acceptable levels of risk in absolute terms. 
Furthermore, a quantitative method facilitates a quantitative estimate of the 
efficiency of risk-reduction options, which facilitates a proper evaluation of 
possible options. It should be noted that although an analysis is considered to be 
quantitative, parts of it may be qualitative. For example, initial steps such as 
identification and descriptions of hazards are often performed in a qualitative 
manner. Kaplan (1992) explains some basic ideas linked to quantitative risk 
analysis. 
 
A wide range of methods and tools are available for quantitative risk analysis. 
Some are comprehensive with a wide field of application, describing how to 
identify hazards as well as how to estimate the risk, while others are used only to 
assist in specific parts of an analysis. The purpose here is not to present all 
possible methods and tools but rather to provide some examples and describe 
some basic concepts of quantitative risk analysis applicable to drinking water 
systems. 
 
Quantitative (and qualitative) analyses differ with regard to the range of hazards 
included and which parts of the drinking water system are included. An analysis 
may focus on a specific microbial pathogen or include events affecting the water 
quality as well as water availability (quantity). Some analyses consider only a 
separate part of the system whereas others include the entire system, from source 
to tap. 
 
Quantitative methods for analysing health effects of chemicals and microbial 
pathogens are Quantitative Chemical Risk Assessment (QCRA) and 
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Quantitative Microbial Risk Assessment (QMRA) respectively. The latter 
method is used to estimate the probability of waterborne infections through four 
main steps: hazard identification, dose-response assessment, exposure assessment 
and risk characterisation (Haas et al., 1999). A QCRA is performed in a similar 
way to a QMRA (see e.g. Leeuwen and Vermeire, 2007). Both methods include a 
limited number of hazardous agents (chemicals or microbial pathogens) but may 
consider the entire drinking water system from source to tap. They can thus be 
integrated although that is not always the case. 
 

Physical models of processes in source waters, treatment plants and distribution 
systems may also be used in risk analyses. In addition to the methods mentioned 
above, a number of other comprehensive tools are available that can assist in 
different ways in a risk analysis. Examples of such tools are (e.g. Hokstad et al., 
2008; Pollard, 2008; Rosén et al., 2007): 

 

• Fault tree analysis 

• Event tree analysis 

• Reliability block diagram 

• Influence diagrams and Bayesian belief networks 

• Markov models 

• Monte Carlo simulations 

 
As described by Kammen and Hassenzahl (2001) the ultimate goal of risk 
analysis is informed decision-making. Risk analysis must thus characterise risks in 
a fashion that incorporates identified receptors, known variability, sources and 
effects of uncertainty, and implications of assumptions. 
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5 A SUGGESTED METHOD FOR INTEGRATED 
AND PROBABILISTIC FAULT TREE ANALYSIS 

This chapter presents a method for integrated and probabilistic risk analysis of 

drinking water systems. The background to the method, its application, benefits 

and limitations are presented. 

 

5.1 Method development 

To develop a method for integrated and probabilistic risk analysis of drinking 
water systems different techniques can be used as a basis. To select a proper 
technique for the method presented in this thesis, a set of requirements were 
defined. The requirements include aspects related to the outcomes of the method 
and its ability to model drinking water systems. The method is intended to be: 
 

• quantitative, i.e. provide quantitative results (Section 4.2); 

• integrated, i.e. include the entire system from source to tap (Section 4.1); 

• probabilistic, i.e. include uncertainties of estimates (Section 2.2); 

• able to estimate risk levels expressed as the expected value of Customer 
Minutes Lost (CML) (Section 5.2); 

• able to calculate failure probabilities, failure rates or time to failure and 
downtimes, i.e. duration of failure (Section 5.2); 

• able to model interactions between events (Section 5.2); and 

• able to model a system’s ability to compensate for failure (Section 5.2). 

 
Based on the above requirements, fault tree analysis was selected as a suitable 
technique and is used here to develop the suggested method. As described in 
Section 4.2, an integrated approach is important when managing drinking water 
systems because of interactions between events, i.e. chains of events need to be 
considered, and systems may compensate for failure due to inherent 
redundancies. Since a fault tree provides quantitative results and aims to model 
interactions between events, it was natural to base the method on fault tree 
analysis. Furthermore, the fact that fault tree analysis is a technique that can be 
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easily combined with Monte Carlo simulations made it possible to apply a 
probabilistic approach where uncertainties of estimates (e.g. probabilities and 
consequences) are included. 
 
Although the method is based on fault tree analysis, several changes needed to be 
made compared to how fault tree analysis is traditionally carried out. The 
changes were made in order to apply the method to drinking water systems and 
enable calculations to be made of risk levels, failure rates and downtimes. The 
purpose and scope of the method were discussed and decided within a group 
composed of researchers and personnel from the water utility in Gothenburg. 
These were part of a team that supported the development of the method as well 
as its application. The latter is described further in Section 5.3. The development 
and application of the method were to some extent carried out simultaneously. 
The drinking water system in Gothenburg was thus an important source of 
information when identifying conditions specific to drinking water systems and it 
was considered necessary that they be included in the method. 
 
To identify how an entire drinking water system should be modelled using a fault 
tree, the system in Gothenburg was described and discussed thoroughly within 
the group of researchers and water utility personnel. The traditional fault tree 
technique was used as far as possible and when not applicable the need for  
further development was identified. New logic gates, described further in Section 
5.2, were developed based on conditions that could not be modelled using the 
existing fault tree techniques. An example of such a condition is the inherent 
ability of a system to compensate for failure. It should be noted that conditions as 
well as main failure types to be included in the method were identified, not only 
based on the Gothenburg system but also in the light of aspects relevant to 
drinking water systems in general. While researchers as well as water utility 
personnel were included when discussing the function of the system and possible 
failures, more specific discussions on how to develop the fault tree technique and 
the actual development involved mainly researchers. However, during the 
development and when finalising the method supporting discussions were 
arranged involving all partners. To fulfil the requirements listed above, not only 
the technique on how to model a drinking water system but also how to calculate 
the risk and use available data have been developed further compared to the 
traditional fault tree technique. 
 
To enable calculations of risk levels, consequences and probabilities needed to be 
included in the method. Traditionally, fault trees are used only to calculate the 
probability of failure. Based on analyses of available data, consideration of 
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suitable ways to elicit expert judgements and the fact that it would provide 
additional information about the system, it was decided to use the mean failure 
rate (or mean time to failure) and mean downtime to calculate the probability of 
failure. This is described further in Section 5.2. 
 
The method developed fulfils the requirements defined above and thus provides 
information on how to model entire drinking water systems. A generic fault tree 
structure is provided together with an example of a specific application to the 
Gothenburg drinking water system. Equations needed to perform calculations 
and descriptions of how to model uncertainties are also provided. 

5.2 The fault tree method 

The fault tree method is presented in detail in Paper I although some of the most 
important parts are summarised and discussed further in this section. Fault tree 
analysis is a common tool in risk analyses and traditionally the aim is to calculate 
the probability of system failure. A fault tree is constructed to describe and 
model system failure based on occurrence or non-occurrence of other events 
(Bedford and Cooke, 2001). Interactions between events are modelled using logic 
gates. For example, two events may need to occur simultaneously to cause failure 
or it might be sufficient for one of a specific set of events to occur to cause failure. 
Figure 5.1 shows the structure of a fault tree, the different events and two 
common logic gates. System failure is represented by the top event in the fault 
tree and using logic gates this event is divided into other events until a suitable 
level of detail is obtained. Events at the lowest level of the fault tree are called 
basic events, i.e. events initiating failures, and events between the top and basic 
events are called intermediate events. Two basic logic gates used in fault tree 
analyses are the OR-gate and the AND-gate. The OR-gate models conditions 
where it is sufficient that one of several input events occurs to cause failure. The 
AND-gate models conditions where all input events need to occur to cause failure. 
The fault tree in Figure 5.1 illustrates that intermediate event A occurs if basic 
events 1 or 2 occur. However, intermediate event A will also occur if both basic 
events occur simultaneously. For intermediate event B to occur both basic events 
3 and 4 need to occur simultaneously. Equally, the top event occurs if at least one 
of the intermediate events occurs. 
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Figure 5.1. Example of a fault tree illustrating the OR- and AND-gate. 

 
Commonly a fault tree is used to calculate the probability of the top event. The 
structure of the fault tree and the logic gates provide information on how to 
perform the calculation. As input variables the probabilities of the basic events 
(Pi) are needed. The probability of the output event (PF) of an OR-gate with n 
input events are calculated as 
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For an AND-gate with n input events the probability of the output event (PF) is 
calculated as 
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By combining Equations 1 and 2 according to the fault tree structure the 
probability of the top event can be calculated. A fault tree is considered detailed 
enough when it corresponds to the system analysed and when the variables 
needed are possible to estimate for the basic events. 
 
The main differences between traditional fault tree analysis and the method 
presented in this thesis are: (1) the possibility to calculate not only the probability 
of failure but also the failure rate and downtime for each event in the fault tree; 
(2) the new logic gates that have been developed to include the ability of a system 
to compensate for failure; and (3) the fact that estimates of proportions of 
consumers affected by different failures are included in the fault tree, which 
enables calculations of risk levels, including both probabilities and consequences. 
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Failure types and conceptual model 
As concluded in Section 3.2 the many events that may harm the supply of 
drinking water can be assigned to affect either the water quantity or water 
quality. The overall failure event included in the fault tree method is therefore 
termed supply failure and defined as including: (1) quantity failure, i.e. no water is 
delivered to the consumer; and (2) quality failure, i.e. water is delivered but does 
not comply with water quality standards. It should be noted that events affecting 
the water quality may cause quality as well as quantity failure. Contamination of 
the water source, for example, may cause the raw water to be considered unsafe 
for water production and if no alternative water source exists a water shortage 
may arise. However, if the contamination is not detected the contaminated raw 
water may be used and drinking water not meeting water quality standards may 
be delivered to the consumers. Hence, this example illustrates that quantity as 
well as quality failure may arise due to the same initial event, depending on the 
subsequent chain of events. 
 
The fault tree method is integrated and the entire drinking water system is 
therefore included. The system is divided into its three main sub-systems (raw 
water, treatment and distribution) in order to consider interactions between these 
parts. Figure 5.2 shows how quantity and quality failure may arise in a drinking 
water system, including the ability to compensate for failure. However, although 
failure occurs somewhere in the system, it does not mean that the consumer is 
affected. Failure of a pump, for example, may be compensated for by a reserve 
pump. If no raw water can be supplied to the treatment plant, water stored at the 
treatment plant and reservoirs in the distribution system can supply the 
consumers during a limited period. The fault tree method thus focuses on 
possible consequences for the consumers. A pump that fails may result in 
economic consequences for the water utility but if this failure can be 
compensated for by a reserve pump and delivery to the consumers is not affected, 
the event is not considered to cause failure in the context of the fault tree 
method. However, as will be described later, events such as pump failure in the 
above example may also be analysed using the fault tree, although it does not 
specifically affect the consumers. 
 
It should be noted that the boundaries between the three sub-systems shown in 
Figure 5.2 can be defined differently. Depending on, for example, local conditions 
and the aim of the analysis some components may in one case be considered to be 
part of the distribution system while in another case they may be considered to be 
part of the treatment system. 
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Figure 5.2. Conceptual model of how failure (quantity and quality) may arise in a drinking 

water system. 

 

Fault tree and logic gates 
In order to model entire drinking water systems and include their ability to 
compensate for failure, it was found that four different logic gates were needed. 
The logic gates must enable calculations of not only the probability of failure but 
also the mean failure rate (in this thesis expressed as the number of failures per 
year of operation) and mean downtime (duration of failure). The main reasons 
for calculating the failure rate and downtime are to facilitate expert judgements 
and analysis of the dynamic behaviour of the system, described further below. 
The mathematical foundation of the gates is presented by Norberg et al. (2008) 
and their use is presented further in Papers I and II. Two of the logic gates are 
the most common gates used in fault tree analysis, the OR- and AND-gate. As 
described above, the OR-gate is used to model situations where only one of 
several events needs to occur to cause failure. The AND-gate is used to model 
situations where all events included need to occur simultaneously to cause failure. 
To model the ability to compensate for failure, two variants of the AND-gate were 
developed. The first variant of the AND-gate models how failure may be 
compensated for by one or several components over a limited period of time. As 
long as at least one of the compensating components function the initial event 
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does not cause supply failure. When the ability to compensate is lost, supply 
failure arises and the duration is determined solely by the initial event. The  
compensating components are thus not assumed to be able to recover and start 
compensating again until the initial event has recovered. Table 5.1 provides 
examples of different conditions that can be modelled using the different types of  
logic gates. The second variant of the AND-gate also models the ability to 
compensate for failure but can include the ability of a compensating component 
to recover after failure. Thus, when the ability to compensate is lost a component 
is assumed to be able to recover and start compensating again. The duration of 
failure is thus determined by the initial event as well as the possibility of the 
compensating components to recover after failure. Both variants of the AND-gate 
include a separate variable describing what is termed probability of failure on 
demand. Failure on demand means that a compensating component is not 
capable at all of compensating, i.e. when required the ability to compensate does 
not exist. In contrast to failure on demand, failure that occurs after a certain 
period of compensation is termed failure during operation. 
 

Table 5.1. Examples of conditions that may be modelled using the logic gates. 

Logic gate Example 

OR-gate A raw water source may be contaminated by microbiological, 
chemical or other contaminants. 

AND-gate To be unable to supply the treatment plant with raw water, all water 
sources need to be unavailable simultaneously. 

First variant of AND-gate If no drinking water can be transferred from the treatment plant to 
the distribution system, water stored in reservoirs in the distribution 
system may compensate for failure for a limited period. Failure on 
demand may occur if the reservoir is not in use due to, for example, 
maintenance work. 

Second variant of AND-gate Unacceptable raw water quality may be compensated for by the 
treatment. If the quality deviation cannot be compensated for at all, 
the treatment fails on demand. If there is no failure on demand, the 
quality deviation is compensated for until the treatment efficiency is 
affected by a failure. When the treatment recovers after the failure 
compensation is possible again. 

 
To enable calculations of the failure rate and downtime on each level in the fault 
tree a Markovian approach is used (Rausand and Høyland, 2004). Each basic 
event in the fault tree is replaced by a Markov Process, which means that the 
event may either occur (1) or not occur (0). The transition between the two states 
(0 and 1) is described using the mean failure rate (λ) and the mean repair rate (μ). 
The mean time to failure thus corresponds to 1/λ and the mean downtime is equal 
to 1/μ. The probability of failure is thus equivalent to ( )μλλ +=FP . By replacing 
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the basic events in the four different logic gates with a Markov Process, equations 
for calculating the probability of failure, mean failure rate and mean downtime 
were developed (Norberg et al., 2008), see Table 5.2. 
 

Table 5.2. Equations used for calculating the output of the logic gates (Norberg et al., 2008). 
For the variants of the AND-gate i = 1 corresponds to the failure that may be 
compensated for by events i = 2, …, n. For the second variant only one 
compensating event is considered, i = 2. Variable PF is the probability of failure, λi 
the mean failure rates, μi the mean repair rates (1/μi the mean downtimes) and qi the 
probabilities of failure on demand. 
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Since all drinking water systems are constructed in different ways it is not 
possible to provide one fault tree that is applicable to all systems. However, a 
generic structure can be composed to illustrate the main events and how they are 
interconnected. Figure 5.3 shows a generic fault tree, including the three main 
sub-systems (raw water, treatment and distribution). The fault tree illustrates that 
it is sufficient that failure (quantity or quality) occurs in one sub-system to cause 
supply failure. However, it is also shown that failure in one sub-system may be 
compensated for by other parts of the system (cf. Figure 5.2). The latter 
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circumstance is modelled by means of the first variant of the AND-gate. The 
generic fault tree structure is further presented in Paper I. 
 

OR-gate
First variant of AND-gate

Q = Flow (Q = 0, no water is delivered to the consumer; Q > 0 water is delivered) 
C' = The drinking water does not comply with water quality standards

Treatment fails to 
compensate

Distribution fails to 
compensate

Quantity failure

Distribution fails to 
compensate

Quality failure

Distribution fails to 
compensate

Raw water quality 
failure (Q > 0, C')

Treament quality 
failure (Q > 0, C')

Distribution fails to 
compensate

Quality failure

Supply failure

Raw water quantity 
failure (Q = 0)

Quantity failure

Treatment fails to 
compensate

Treatment quantity 
failure (Q = 0)

Distribution quantity 
failure (Q = 0)

Distribution quality 
failure (Q > 0, C')

Treatment failureRaw water failure Distribution failure

 
Figure 5.3. Generic fault tree of a drinking water system, including quantity as well as quality 

failure in all three sub-systems. 

 

Risk and Customer Minutes Lost 
Traditionally, fault tree analyses calculate only the probability of failure. 
However, to be able to quantify the risk, information on the consequence is also 
required. The consequences of quantity and quality failure may be described by 
the duration of failure and the number of people affected. The duration of failure 
corresponds to the mean downtime. An estimate of the number of people 
affected is thus required in order to calculate the risk. Using this information the 
risk may be expressed as 
 

CR ⋅⋅=
μ

λ 1
, (3) 

 
where λ is the mean failure rate, 1/μ the mean downtime and C the expected 
proportion of consumers affected by failure. By using these variables the risk is 
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calculated as the expected number of minutes the average consumer is affected 
by quantity or quality failure per year. Risk is thus expressed as the expected 
value of Customer Minutes Lost (CML), see e.g. Blocker et al., (2005). For 
quantity failure, CML corresponds to the number of minutes per year the average 
consumer does not have access to drinking water. CML related to quantity failure 
represents the number of minutes per year the average consumer is supplied with 
water that does not meet the water quality standards. It should be noted that not 
all drinking water is used as plain drinking water or for cooking. Furthermore, it 
should be noted that the risk associated with quantity and quality failure must be 
presented separately to retain transparency. The reason why the risk is calculated 
for the average consumer is due to the fact that a proportion is used to define 
how many consumers are affected. To also consider that the system may not fail 
when in failure mode, it can be shown (Paper I) that Equation 3 can be 
reformulated and the expected value of CML calculated as 
 

CPR F= . (4) 

 
To be able to calculate the risk the consequence needs to be estimated. Since it is 
not possible or meaningful to estimate the consequence for the top event in the 
fault tree, a lower level in the fault tree must be identified. If this level only has 
OR-gates above it and does not combine events with totally different 
consequences, then the risk may be calculated as a sum of the risks caused by 
different events. The total risk is thus calculated as 
 

∑
=

=
n

i
iFiCPR

1

. (5) 

 
A possible strategy when identifying a suitable level for estimating the 
consequences is to divide quantity and quality failure into main failure events. 
This should be done under each of the three sub-systems. 
 
To only calculate the risk (expressed as CML) it is not necessary to calculate the 
failure rate and downtime on each level in the fault tree. It is enough to calculate 
the probability of failure, since that in combination with the consequence (the 
proportion of consumers affected) can be used to calculate the risk using 
Equation 5. However, in order to evaluate the system properly information on 
the dynamic behaviour of the system is also needed. The failure rate and 
downtime must therfore be calculated on each level in the fault tree. 
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Uncertainties and uncertainty analysis 
Since uncertainties are an important part of the risk concept, the fault tree 
method has been developed to include uncertainties of estimates using a 
probabilistic approach. In addition, a Bayesian approach has been used to 
facilitate integration of expert knowledge and hard data. The Bayesian approach 
enables updating of fault tree models as new hard data becomes available. All 
input variables in the fault tree model are replaced by probability distributions. 
Variables λ and μ are modelled as exponential rates using Gamma distributions. 
The proportion of consumers affected (C) as well as the probability of failure on 
demand (q) were modelled by Beta distributions (Paper I). The distribution 
classes used in the method facilitate the Bayesian approach. 
 
The probabilistic approach used in the method facilitates: (1) analysis of 
uncertainties in each variable; (2) calculation of rank correlation coefficients, 
providing information on how much the uncertainty of each variable in the fault 
tree affects the uncertainty of the top event as well as the intermediate events; 
and (3) calculation of the probability of the risk exceeding specified criteria, i.e. 
acceptable levels of risk. 
 
Using Monte Carlo simulations (described further below) the uncertainties in the 
input variables are used to calculate the results, including uncertainties. Instead 
of presenting the results as point values, they are thus expressed as probability 
distributions. This makes it possible to analyse how much each variable may vary, 
due to natural variation as well as lack of knowledge and other sources of 
uncertainty. 
 
Uncertainties may be analysed in many different ways. Since Monte Carlo 
simulations are used in this method, it was possible to calculate rank correlation 
coefficients for each input variable in the fault tree model. A rank correlation 
coefficient illustrates the contribution of a variables to the uncertainties in the 
results. The coefficient can have values between -1 and 1, where negative values 
represent negative correlations and positive values represent positive 
correlations. A large correlation coefficient indicates a strong relationship. By 
analysing the rank correlation coefficients it is possible to identify which variables 
in the model should be analysed further in order to reduce the uncertainties in 
the results. It is also possible to identify which variables contribute least to the 
total uncertainty and hence should not be prioritised for further study. 
 



A. Lindhe 

52 

Expert judgements 
As described above, an important reason for using the failure rate and downtime 
is to facilitate expert judgements. Elicitation of expert judgements is an important 
part of many risk analyses since a sufficient amount of hard data is often missing 
(Paté-Cornell, 1996). However, estimating variables needed as input in a risk 
analysis may be difficult, especially when it comes to probabilities and 
uncertainties of estimates. 
 
By using the mean time to failure (MTTF) and mean downtime (MDT) the 
probability of failure may be expressed as 
 

MDTMTTF
MDT

+
=FP . (6) 

 
The sum of MTTF and MDF corresponds to the mean time between failures 
(MTBF). The MTTF and MDT is equivalent to 1/λ and 1/μ respectively. The 
probability of failure is thus equivalent to 
 

μλ
μ
11

1
+

=FP . (7) 

 
Equation 7 can be reformulated and the probability of failure expressed based on 
the mean failure rate (λ) and mean repair rate (μ) as 
 

( )μλλ +=FP . (8) 

 
By allowing the experts to estimate, for example, the mean failure rate and mean 
downtime, the probability of failure can be calculated. In this way a direct 
estimation of the probability is avoided and the experts are required to consider 
the mean failure rate (or mean time to failure) as well as the mean downtime. 
When the method was applied in Gothenburg (Section 5.3) this was considered 
an advantage since questions about failure rates and downtimes are more easily 
understood and easier to answer, compared to questions about probabilities. 
 
As described above all input variables in the fault tree model are replaced by 
probability distributions. To acquire information regarding these distributions the 
experts should be asked to estimate a probable highest and lowest value of each 
variable. This information should be used as percentiles when estimating the 
probability distributions. It is the task of the risk analyst to decide which 
percentiles the expert judgements correspond to. Based on the assessed accuracy 
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of the expert judgements the 5- and 95-percentiles may be used in one case, but in 
an another case the information may not be considered equally accurate and the 
10- and 90-percentiles are used instead. To ensure suitable probability 
distributions are obtained mean or median values may also be considered. 
 
Since elicitation of an expert judgement is based on communication between the 
expert and the risk analyst it is important to minimise linguistic uncertainties, i.e. 
uncertainties that arise due to words not being exact. A basic approach to do this 
is to describe clearly the variables being estimated and have an open dialogue. 
 

Monte Carlo simulation 
For the purpose of this thesis Monte Carlo simulation was used to calculate the 
uncertainties in the model results based on uncertainties in input variables 
(Figure 5.4). The simulations were performed using Crystal Ball©, an add-in 
software to Microsoft Excel. The Monte Carlo technique uses random numbers 
to sample values from probability distributions representing the input variables 
(see e.g. Ang and Tang, 2007). In a model with n input variables one value from 
each probability distribution is selected and used to calculate the result. This is 
performed iteratively, 10,000 times for example, in order to select values 
representing the entire probability distribution and obtain a probability 
distribution that represents the result. Samples are more likely to be selected if 
they have higher probabilities of occurrence. 
 

P

PF

P

R

P

C

R = PF · C

 
Figure 5.4. Illustration of how Monte Carlo simulations can be used to include uncertainties in 

calculations. 
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5.3 Case study Gothenburg 

The application of the fault tree method to the drinking water system in 
Gothenburg presented in this section is based primarily on Paper II. The 
Gothenburg system includes several forms of interaction between events and 
parts of the system, which made it possible to evaluate the applicability of the 
fault tree method to a relatively complex drinking water system. 
 

System description 
The drinking water system in Gothenburg supplies approximately half a million 
people with drinking water. The system is based solely on surface water and the 
main water source is the Göta Älv river. Figure 5.5 shows an overview of the raw 
water supply in Gothenburg. The system includes two treatment plants and under 
normal conditions treatment plant no. 1 is supplied with raw water from the river. 
Water from the river is also pumped to the reservoir lakes, which in turn supply 
treatment plant no. 2 with raw water. Due to variable water quality in the river, 
the river water intake is closed regularly for about 100 days per year (e.g. Åström 
et al., 2007). During these periods the reservoir lakes supply both treatment 
plants with raw water (Figure 5.5). When the intake needs to be closed for longer 
periods an additional water source can also be used to supply the reservoir lakes, 
or treatment plant no. 2 directly, with water. 
 

Raw water source / reservoir

Water treatment plant

Raw water distribution

Main raw water source
(Göta Älv river)

Reservoir lakes

Additional
raw water
source (lake)

Water treatment
plant no. 1

Water treatment
plant no. 2

 
Figure 5.5. Schematic description of the raw water system in Gothenburg. 

 
Both treatment plants include similar treatment processes and contribute in 
approximately equal parts to meeting an average water demand of 165,000 m3/d 
(normally the demand varies between 120,000 and 210,000 m3/d). To handle 
variations in the water demand and production capacity, service reservoirs in the 
distribution system and at the treatment plants are used. In addition, the 
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distribution system is divided into different pressure zones and booster stations 
are used to ensure sufficient pressure in elevated zones. 
 
The water quality is monitored online and by means of regular additional 
measurements throughout the system. The decision to close the river water 
intake is based, for example, on the online monitoring and reports from different 
operating bodies upstream. 
 

Analysis procedure 
As recommended by, for example, the WHO (2004) a team of people was put 
together to support the risk analysis in different ways. The team included water 
utility personnel with knowledge of the system and scientists with knowledge of 
risk analysis and drinking water systems. The analysis was based on the following 
main steps: 
 

• Scope definition 

• System description, hazard identification and fault tree construction 

• Evaluation of available data 

• Elicitation of expert judgements 

• Risk estimation 

• Uncertainty analysis 

• Evaluation of results 

 
The purpose of applying the fault tree method was to evaluate its applicability, 
including the possibility to model interactions between events and provide 
information on risks to the system that may help decision-makers to minimise 
sub-optimisations of risk-reduction options. To further support decision-making 
the analysis aimed to compare estimated risk levels with acceptable risk levels. 
The analysis included quantity as well as quality failures and the drinking water 
quality was considered unacceptable when unfit for human consumption, a 
criterion defined by the Swedish quality standards for drinking water 
(SLVFS 2001:30). After the scope had been defined the system was described at 
the same time that hazards were identified and the fault tree constructed. The 
fault tree thus illustrates the function of the system as well as how different 
events could cause failure. 
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The risk analysis team had several meetings to discuss possible hazards and the 
system function. The fault tree construction was performed iteratively where 
parts of the fault tree were discussed, evaluated and updated together with 
experts (water utility personnel) on the specific parts of the system. 
 
When available, hard data such as statistics on events were used to estimate the 
variables needed in the fault tree model. However, in many cases sufficient hard 
data were not available and expert judgements were therefore used according to 
the description in Section 5.2. Based on preliminary results, an evaluation was 
made together with water utility personnel and the fault tree structure and input 
data were updated when necessary. Monte Carlo simulations were carried out 
using the software Crystal Ball© 7.3.1. Since the method is capable of handling 
estimate uncertainties, the probability of exceeding acceptable levels of risk could 
be calculated. Rank correlation coefficients were also calculated to analyse 
uncertainties. When compiled, the information provided by the analysis made it 
possible to evaluate risk levels as well as the dynamic behaviour of the system 
and the uncertainties in the results. 
 

Fault tree 
Based on the generic fault tree structure shown in Figure 5.3 and the different 
logic gates, a fault tree of the entire drinking water system in Gothenburg was 
constructed. In total, the fault tree included 116 basic events, 100 intermediate 
events and 101 logic gates. 
 
The system was divided into its three main sub-system (raw water, treatment and 
distribution) and an OR-gate was used to model that failure (quantity or quality) 
only needs to occur in one sub-system to cause supply failure. However, to 
include the inherent ability of the system to compensate for failure, the first 
variant of the AND-gate was used in each sub-system to model that failure in one 
sub-system may be compensated for by other parts of the system. The raw water 
system was considered to include the water sources, the raw water supply system 
(i.e. pumps, siphons, pipes, tunnels etc.) and all components up to the points 
where the raw water enters the two treatment plants. Everything between the 
points where the raw water enters the treatment plants, throughout the plants 
and up to the points just before the treated water is pumped out into the 
distribution network, was included in the treatment system. The distribution 
system included all components (pumps, pipes, service reservoirs etc.) from the 
point where the treated water is pumped out from the treatment plants to the 
consumers’ taps. 
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An OR-gate was used to separate failures in each sub-system into quantity and 
quality failures. In doing so it was possible to calculate the results for quantity 
and quality failures separately and thus retain transparency. If the calculated 
CML values had included situations where no water is delivered and situations 
where water unfit for human consumption is delivered, the results would not have 
been as informative and useful. 
 
It is not only possible for one sub-system to compensate for failure in other parts 
of the system; interactions between parts in the same sub-system also provide 
opportunities for compensation. Both variants of the AND-gate were thus used to 
model different kinds of compensation within the three sub-systems. The first 
variant of the AND-gate was used to model situations where the ability to 
compensate was limited in time, for example, due to limited reservoir volume. 
The second variant was used to model the ability of the treatment to compensate 
for unacceptable raw water quality, see Table 5.1. The structure of the fault tree 
of the Gothenburg system is described further in Paper II. 
 
To make it possible to calculate risk levels expressed as CML, a suitable level in 
the fault tree for defining the proportions of people affected needed to be 
identified. In the Gothenburg fault tree, quantity failure as well as quality failure 
under each sub-system were divided into main failure events and the proportion 
of people affected was defined for these events. Quantity failures in the raw 
water system, for example, were divided into two events illustrating which of the 
two treatment plants may not be supplied with raw water. Quality failures in the 
distribution system were divided into events such as quality deterioration and 
contaminant intrusion. These events were also divided into major and minor 
events in order to avoid mixing events with considerably different consequences. 
The main failure events only have OR-gates above them in the fault tree, which is 
required when Equation 5 (Section 5.2) is used to calculate the risk. 
 

Results and discussion 
The fault tree analysis provided quantitative results for, for example, risk levels. 
However, the actual fault tree and the process of constructing it are also 
important results. The fault tree structure provides information on how the 
system functions and how different events interact. In addition to information on 
risk levels expressed as CML, quantitative results on the probability of failure, 
failure rate and downtime were provided for all events in the fault tree. 
Furthermore, uncertainties in the results were calculated using Monte Carlo 
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simulations (10,000 iterations) and the rank correlation coefficients were 
calculated to support uncertainty analysis. 
 
In Figure 5.6 and Figure 5.7 the expected CML per year (risk), probability of 
failure, mean failure rate and mean downtime are shown for quantity and quality 
failure respectively. For each failure type the results are presented for the entire 
system as well as the raw water, treatment and distribution parts separately. Since 
uncertainties are considered in the analysis the 5-, 50- (median) and 95-
percentiles are presented for all variables. Note that the scales differ between 
some of the variables in Figure 5.6 and Figure 5.7. 
 
By studying the risk levels in Figure 5.6 and Figure 5.7 it can be concluded that 
for both quantity and quality failure the raw water system contributes most to the 
total risk level. However when comparing the probabilities of failure it is clear 
that failures in the distribution system are the most probable for both quantity 
and quality failures. Hence, by studying the CML values together with 
information on probabilities it can be concluded that the raw water system 
contributes most to the total risk level due to more severe consequences and not 
because of a high probability of failure (cf. Equation 5 in Section 5.2). The 
probability of failure is calculated based on the mean failure rate and mean 
downtime (cf. Equation 8 in Section 5.2) and these two variables provide 
additional information on the dynamic behaviour of the system. 
 
The failure rates and downtimes show that the high probability of distribution 
failure (quantity and quality) is due to frequent failures, i.e. a high failure rate, 
because the downtime is short. It is also shown that the raw water system, in 
contrast to the distribution system, has a low failure rate but a long downtime. 
The long downtime in combination with the fact that many consumers are 
affected when something happens in the first part of the supply chain, explains 
why the raw water system contributes most to the total risk level. Failure in the 
treatment may also affect many consumers, but since the failure rate is low and 
the downtime is short for these events they have a small influence on the total 
risk. It should be noted that although a quality failure has a low failure rate and 
short downtime, the consumers affected may be subjected to severe health 
effects. 
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Figure 5.6. Histograms showing the risk (expected value of CML), probability of failure, mean 

failure rate and mean downtime for quantity failure. The 5-, 50- and 95-percentiles 
are presented for the entire system (Tot.) as well as the three main sub-systems. 
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Figure 5.7. Histograms showing the risk (expected value of CML), probability of failure, mean 

failure rate and mean downtime for quality failure. The 5-, 50- and 95-percentiles 
are presented for the entire system (Tot.) as well as the three main sub-systems. 
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Figure 5.6 and Figure 5.7 show that the failure rate is higher for quantity failure 
compared to quality failure but the downtime is shorter for quantity failure. 
Quantity failures are therefore most common while quality failures have a longer 
duration. The percentiles in Figure 5.6 and Figure 5.7 show that the uncertainties 
in some of the variables are high. One example is the total risk level related to 
quantity failure, the uncertainties of which are analysed further below. 
 
To evaluate the results the calculated total risk level related to quantity failure 
was compared with a politically established performance target that can be 
regarded as being an acceptable level of risk. The performance target is defined 
by the City of Gothenburg as: duration of interruption in delivery to the average 
consumer shall, irrespective of the reason, be less than a total of 10 days in 100 
years (Göteborg Vatten, 2006). Figure 5.8 shows the comparison of the 
performance target, translated to 144 CML per year, with the risk level provided 
by the fault tree analysis (Figure 5.6). The probability of exceeding the target 
value was calculated at 0.84. To be able to say whether the risk is unacceptable or 
not one needs to decide to what level of certainty the target should be fulfilled. 
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Figure 5.8. Uncertainty distribution of quantity-related risk, including the entire system, 

compared with the performance target (144 CML per year) indicated by the solid 
vertical line. The probability of exceeding the performance target (red area) is 0.84. 

 
Figure 5.8 illustrates one way of using information on uncertainties in results to 
acquire additional information about the risk. To further analyse the 
uncertainties, rank correlation coefficients can be calculated and studied. To 
illustrate how rank correlation coefficients may be used, Figure 5.9 shows the six 
variables in the fault tree model contributing most to the uncertainties in the 
probability of distribution failure. Note that in Figure 5.9 the repair rate (μ) is 
presented and not the mean downtime (1/μ). This is because the repair rate is 
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used as an input variable in the fault tree model. However, since both variables 
correspond to the same information this does not affect the uncertainty analysis. 
All mean failure rates (λ) have a positive rank correlation coefficient since an 
increase in the failure rate means that failure becomes more frequent and the 
probability of failure thus increases (cf. Equation 8 in Section 5.2). In the 
opposite way, all mean repair rates (μ) have a negative rank correlation 
coefficient since an increase in the repair rate means that the mean downtime 
(1/μ) decreases and consequently the probability of failure decreases. 
 
The results in Figure 5.9 show that the failure rate and repair rate of failure of 
distribution pipe, failure of service connection and quantity failure in building are 
the six variables in the fault tree that contribute most to the uncertainties in the 
probability of distribution failure. To reduce the uncertainties in this specific 
probability value most effectively, these six variables should be studied further to 
acquire more accurate estimations. This kind of information may thus act as a 
guide in further studies. 
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Figure 5.9. Uncertainty analysis of the probability of distribution failure. The rank correlation 

coefficient of the six variables contributing most to the uncertainties in the 
probability of distribution failure are presented. 

5.4 Benefits and limitations 

Like all methods the fault tree method has benefits as well as limitations. Miller et 
al. (2005) point out the following six generic criteria as important in methods 
used to assess risk: 
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• The logical soundness of the method – its justification based on theoretical 
arguments or scientific knowledge, and the validity of the model 
assumptions. 

• Completeness – whether it can assess all aspects of the problem and the 
degree to which it excludes issues because they are too difficult to 
accommodate. 

• Accuracy – the precision reflected in the confidence level associated with 
the results. 

• Acceptability – compatibility with existing processes, that it is rational and 
fair and that it is clear and understandable. 

• Practicality – the level of expertise, time and input data required. 

• Effectiveness – the usefulness of results. 

 
The fault tree method presented in this thesis is based on theoretically well 
established techniques, including fault tree analysis, Markovian processes and 
Bayesian statistics. Assumptions made when constructing a fault tree will differ 
between different applications. However, the analysis of the Gothenburg system 
provided results consistent with the understanding of the system by the water 
utility personnel. 
 
Since the fault tree method enables analysis of entire drinking water systems and 
consideration to be given to quantity- as well as quality-related failures, it covers 
an extensive part of the relevant aspects. Although the method includes failures 
related to water quality issues, the actual health effect is not estimated. The 
possibility to combine the results of a fault tree analysis with a Quantitative 
Microbial Risk Assessment (QMRA) is discussed in Section 6.2. 
 
The accuracy of the results originates from the fault tree construction, which 
varies between applications. However, the set of logic gates and the generic fault 
tree structure provide a helpful basis. Since the method includes uncertainties in 
all estimates, possible variations in the results are presented and decision-making 
does not need to be based on point estimations. 
 
The developed logic gates make it possible to model drinking water systems 
accurately. Although a person without previous experience of fault tree analysis 
may not be able to construct a fault tree based on the method presented, it must 
be considered fairly simple to understand the basic concepts. Quite a high level of 
experience is therefore required to construct the fault tree and perform Monte 
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Carlo simulations. However, the required information for constructing the fault 
tree, i.e. system description and hazardous events, should be provided by people 
who know the system and does not require previous experience of fault tree 
analysis. Compared to risk ranking using risk matrices, a fault tree analysis is 
time-consuming and requires a substantial amount of data. 
 
Since the method provides information on risk levels as well as the dynamic 
behaviour of the system, the results are useful when evaluating the system. The 
possibility to perform uncertainty analysis by calculating rank correlation 
coefficients makes it possible to identify where new information in the model is 
most valuable to reduce the uncertainties in the results and this information 
should be used to guide further studies. The possibility to model risk-reduction 
options also provides additional and valuable results. 
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6 DISCUSSION 

This chapter provides a discussion of the contents of the thesis, including the 

fulfilment of the overall aim and the specific objectives presented in Section 1.2. 

 

6.1 Managing risks to drinking water systems 

Risk management in the drinking water sector should aim to secure a reliable 
supply of safe drinking water in order to protect public health, public functions 
and much more. The aim of risk management cannot be to eliminate all risks but 
rather to achieve an acceptable level of risk based on an efficient use of available 
resources for risk reduction. The concept of safe drinking water should include 
safe water quality as well as a reliable supply. Hence, both water quality and 
quantity are important. However, water utilities also need to consider financial, 
commercial, environmental, reputation and compliance/legal risks. 
 
Frameworks describing risk management of drinking water systems exist 
although they do not apply an approach that includes all types of risk and they 
essentially lack guidance on methods and tools to assist water utilities in their risk 
management. For water utilities to be able to analyse and evaluate risks, as well 
as options for risk reduction, a set of tools is needed. The integrated and 
probabilistic fault tree method presented in this thesis provides a new means of 
making a risk analysis of drinking water systems. The presented framework for 
integrated risk management aims to provide a generic structure for managing 
risk. The framework aims to supplement and not in any way replace current 
frameworks in the drinking water sector. 
 
Although risk analyses are performed, criteria defining acceptable levels of risk 
are needed in order to evaluate the results and decide whether or not risk-
reduction options are required. Such criteria exist for water quality, for example 
the health-based targets defined by the WHO (2004). However, criteria defining 
acceptable levels of risk regarding water quantity aspects and other stakeholder 
values are also needed. These criteria should not be defined by international 
organisations but rather for each drinking water system, with consideration given 
to local conditions. In Gothenburg, for example, performance targets have been 
defined which can be express using CML as a measure. Although this thesis does 
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not focus on risk tolerability criteria it should be noted that aspects such as the 
willingness of the general public to pay for reducing or avoiding risk may also be 
used (see e.g. Smith, 2005). 
 
Efficient risk management requires well performed and informative risk analyses 
as well as other factors, such as organisational structure and commitment. Based 
on international reports Pollard et al. (2004) describe critical aspects important to 
an organisation managing risk. These criteria include the importance of openness, 
transparency, involvement, proportionality, precaution, evidence and 
responsibility to good decision-making. Furthermore, the critical role of taking a 
long-term view in assessing the potential indirect consequences of management 
actions is stressed. As concluded by Lindberg and Lindqvist (2005), efficient 
communication of experiences and other relevant information between water 
utilities, governmental authorities and other stakeholders is also important to 
facilitate efficient risk management. 

6.2 Integrated risk analysis 

As described in Chapter 1, the purpose of a risk analysis is to support decision-
making by providing the information required. It should be stressed that a risk 
analysis should only support decision-making and not determine decisions 
(Kammen and Hassenzahl, 2001). Results provided using, for example, the fault 
tree method are of a technical nature and do not take into account risk 
perception and other social aspects of risk. As described in Section 2.1, these 
aspects need to be included in the decision-making process. Pollard et al. (2004) 
point out that an organisation may lose public confidence if hard quantitative risk 
analysis tools are used without including transparent decision-making. 
 
Approaches advocated as important when managing drinking water systems are 
the multi-barrier approach and the integrated, from source to tap, approach. In 
the context of fault tree analysis, the multi-barrier approach may be explained by 
one of the two variants of the AND-gate. Failure may thus be compensated for by 
means of one or several barriers and all barriers need to fail to cause system 
failure. This clearly illustrates the advantages of using multiple barriers when 
implementing risk-reduction options and the ability of the method developed to 
model such conditions. One of the main reasons why an integrated approach 
should be applied is the fact that there are interactions between events and parts 
of a drinking water system. The integrated approach is consistent with fault tree 
analysis since fault trees aim to model interactions between events. 
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Qualitative methods for risk analysis, such as risk ranking using risk matrices are 
useful in many cases but they also have a number of limitations. The complex 
structure and interactions between events and parts of a drinking water system 
makes is necessary to consider chains of events when making risk analyses. 
Integrated and quantitative methods facilitate: (1) proper representation of the 
system; (2) adequate estimation of the risk, including the entire system; and (3) 
proper modelling of risk-reduction options. The fault tree method can provide a 
proper representation of the system since the entire system can be included and 
the four logic gates make it possible to model different types of interaction. 
Furthermore, the method enables calculations of risk levels expressed as the 
expected value of CML. This is possible as the proportion of consumers affected 
by different failure events is estimated and included in the fault tree method. A 
traditional fault tree analysis is only capable of calculating the probability of 
failure and not the risk. The possibility to calculate the probability of failure as 
well as the failure rate and downtime for each event in the fault tree, makes it 
possible to analyse the dynamic behaviour of the system. Furthermore, the use of 
failure rates and downtimes is considered more suitable for expert judgements 
than direct estimations of failure probabilities. This is due to the fact that people 
are affected by many factors when they estimate and make judgements of 
probabilities (see e.g. Slovic et al., 2004). The probabilistic approach used in the 
fault tree method makes it possible to calculate the probability of exceeding 
acceptable levels of risk. This information forces the decision-makers to define to 
what level of certainty acceptable levels of risk and other performance targets 
should be fulfilled. 
 
Since the structure of the fault tree as well as the input variables may be changed, 
it is possible to model and in absolute terms evaluate the efficiency of different 
options for risk reduction. These circumstances, together with the fact that it is 
possible to compare different parts of the system to see how much they 
contribute to the total risk and in what way they contribute, make the fault tree 
method a valuable tool to support decision-making. Hence, sub-optimisation of 
risk-reduction options may be minimised and resources used efficiently. Using a 
fault tree model it is possible to analyse and evaluate the effects of, for example, 
an additional raw water source or installation of a reserve pump in a critical part 
of the distribution system. Decisions on the strategic as well as the programme 
and operational levels may thus be supported by results from a fault tree analysis. 
 
The fault tree method enables calculations of rank correlation coefficients and 
consequently it is possible to identify which parts of the system should be 
analysed further in order to reduce the uncertainties in the results. Hence, this 
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information may guide further studies. It should be noted that the reason for 
uncertainty contribution from a variable may be natural variation as well as lack 
of knowledge. Consequently, it is not possible to reduce all types of uncertainty 
(see Section 2.2). 
 
The results of the fault tree analysis carried out in the drinking water system in 
Gothenburg showed the importance of a reliable and safe supply of raw water. 
The results should not be interpreted in such a way that no resources should be 
spent on maintaining and improving the treatment and distribution system, but 
rather that the first part of a chain of sub-systems is critical and failure in this part 
may have severe consequences. The distribution system in Gothenburg was 
shown to include frequent failures. Although these failures have a short duration 
and affect a small number of consumers, maintenance of the distribution system 
is an important task to ensure the distribution system is reliable. The dynamic 
behaviour of the distribution system would not have been possible to identify if 
only the total risk levels had been analysed. The dynamic behaviour of the system 
should consequently be studied in combination with information on risk levels. 
The fact that the same risk level (expressed as the expected value of CML) may 
be obtained by different probability and consequence value combinations, 
emphasises the importance of studying different aspects of the results from a fault 
tree analysis. 
 
Although the fault tree method is primarily a tool for quantitative risk analysis, it 
can be used to analyse a drinking water system qualitatively. Without performing 
any calculations the structure of the fault tree shows how the system functions. 
The interactions between events and parts of the system are shown by how the 
events are organised and combined with different logic gates. 
 
When applying the fault tree method the criteria of quantity and quality failures 
may be defined in different ways. Instead of using unfit for human consumption 
as a criterion for unacceptable water quality, the focus could be on specific 
contaminants. Quantity failure does not need to correspond to the total 
interruption in the delivery of water. A specified pressure level, for example, may 
be used instead. It is thus possible to adjust the method to fit a specific analysis. 
 
It should be stressed that a quantitative risk analysis can provide not only a 
quantified risk level but also valuable discussions. When making the risks analysis 
of the drinking water system in Gothenburg conditions in the system were 
identified which had earlier not been considered a problems. Hence, these 
discussions are also important since they may provide a better understanding and 
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awareness of how different events may harm the system and how the system 
functions. Since no single person can have all the knowledge required to perform 
a risk analysis of a drinking water system, it is crucial to work in a team that 
includes people with different areas of knowledge regarding the system and the 
risk analysis method. 
 
If a risk analysis can be updated continuously it may become a helpful and central 
part of risk management. Using the Bayesian approach the fault tree method 
presented facilitates a mathematically formal updating as new hard data becomes 
available. Statistics on events and other sources of data can therefore be used to 
update the model. This would make it possible to study how the risk as well as 
other variables change over time. 
 
As with all methods the fault tree method can also be improved in different ways. 
One possible further development would be to also include correlation between 
events. Furthermore, the fault tree method does not include the health effects of 
quality-related failures. However, information in provided on the expected 
number of minutes the average consumer is supplied with drinking water that 
does not meet the water quality standards. This information may be used as 
input, for example, in a Quantitative Microbial Risk Assessment (QMRA) (Haas 
et al., 1999) and the system description provided by the fault tree model could be 
used to identify possible risk-reduction options. Fault tree analysis may also be 
used to analyse and structure occurred events of quality failure, in order to learn 
and improve fault tree models of similar systems (Risebro et al., 2007). 

6.3 Fulfilling the aim and objectives 

The overall aim of this thesis is to contribute to the knowledge regarding 
quantitative risk analysis of drinking water systems in accordance with the Water 
Safety Plan approach. The following specific objectives are also stated in Section 
1.2: 
 

• To describe a framework for integrated risk management of drinking 
water systems. 

• To develop a method for integrated and probabilistic risk analysis of 
drinking water systems. 

• To apply the method and evaluate its benefits and limitations. 
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A framework for integrated risk management of drinking water systems is 
presented in Section 4.2. The framework illustrates the role of risk analysis in risk 
management and shows how the results of an analysis are intended to be used. 
This provides a better understanding of the importance of clearly defining the 
required output of the analysis and that the ultimate goal of risk analysis is 
informed decision-making. The framework also shows that both water quantity 
and quality risks need to be considered to achieve efficient risk management. 
 
A method for integrated and probabilistic risk analysis has been developed and is 
presented in Chapter 5 and Paper I. The fault tree method developed is 
quantitative and makes it possible to include the entire system, from source to 
tap, to model interactions between events and to consider uncertainties of 
estimates. As noted above, risks related to water quantity as well as quality need 
to be considered and the method suggested can model both types. Although the 
method is based on fault tree analysis, a commonly used risk analysis tool, the 
theory has been further developed to suit analysis of drinking water systems. The 
fault tree method has been evaluated based on a real-world application, which is 
presented in Chapter 5 and Paper II. The method is shown to be applicable to 
drinking water systems and provides valuable results for informed decision-
making aimed at minimising sub-optimisation of risk-reduction options. 
 
The fault tree method developed, its application and evaluation as well as the 
framework for integrated risk management, come together to contribute new 
knowledge regarding quantitative risk analysis of drinking water systems in 
accordance with the Water Safety Plan approach. 
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7 CONCLUSIONS 

The final chapter summarises the main conclusions of the thesis and presents 

possible further studies and new applications of the fault tree method. 

 

 
The main conclusions of this thesis are: 
 

• The fault tree method for integrated and probabilistic risk analysis of 
drinking water systems enables modelling of entire systems and provides 
information on the total risk level (expressed as the expected value of 
CML) as well as the contribution of each sub-system to the risk. In 
addition, the dynamic behaviour of the system is described using 
information on the probability of failure, mean failure rate and mean 
downtime for each event in the fault tree. 

• Since uncertainties are included in the fault tree method it is possible to 
estimate the probability of exceeding acceptable levels of risk and other 
criteria. It is also possible to identify which events contribute most to the 
uncertainties in the results. The latter information makes it possible to 
assess where further information is most valuable in reducing the 
uncertainties in the results. 

• The alternative logic gates that have been developed make it possible to 
model the function of drinking water systems adequately, since the ability 
to compensate for failure can be included. The Bayesian approach enables 
updating of input variables and consequently the entire analysis as new 
hard data becomes available. A fault tree model can also be used to 
analyse risk-reduction options and evaluate their efficiency. 

• Risk measures such as CML are valuable since they provide 
understandable results and can be used to define performance targets, i.e. 
acceptable levels of risk. However, since the same risk can be obtained 
using different combinations of probability and consequence values, the 
risk level should be analysed in combination with information on the 
probability of failure and/or the consequence. 

• The results of a quantitative risk analysis not only include figures on risk 
levels. Discussions during the performance of the analysis are also 
valuable, since important aspects of different risk issues are discussed. 
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Furthermore, the suggested method provides a structure that makes 
analysts identify and consider factors such as interactions between events 
and possibilities to compensate for failures. Factors such as these are often 
overlooked in risk analyses of drinking water systems, which affect the 
accuracy of the analysis results. 

• The method presented for integrated and probabilistic risk analysis 
contributes to meeting the existing lack of guidance on methods and tools 
for risk analysis of drinking water systems. However, one single method 
cannot be used to analyse all kinds of risks. Water utilities must thus have 
access to a set of tools for risk analysis and other aspects of risk 
management to facilitate efficient risk management. 

• The limitations of end-product testing are stressed as a main reason why a 
preventative risk management approach is important in the drinking water 
sector. An integrated from source to tap approach is advocated as essential 
since there are interactions between events and parts of a system. 
Furthermore, risks to drinking water systems should be managed using a 
multi-barrier approach. 

• Tolerability criteria, i.e. acceptable levels of risk, need to be defined to 
enable evaluation of risk based on results from a risk analysis. In addition 
to water quality targets, quantity targets and targets representing other 
stakeholder values also need to be defined. 

• The supply of drinking water is essential to society and since the systems 
are vulnerable, risk management is becoming increasingly important in the 
drinking water sector. Frameworks for risk management, such as the one 
presented in this thesis, helps water utilities to identify important tasks to 
be carried out and which aspects to include. 

 
The fault tree method offers possibilities for further development and additional 
applications. In efficient risk management the use of risk analysis results in 
decision-making is also important. The following areas for further research have 
been identified: 
 

• Apply the fault tree method to systems different to the Gothenburg system 
in order to further evaluate its applicability to, for example, less complex 
systems. Mathematically formal updating of an existing fault tree analysis 
should also be carried out and evaluated. 
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• To further compare the fault tree method with other methods in order to 
distinguish in which situations the different methods are most applicable 
and how they can support decision-making. 

• Model and evaluate risk-reduction options using the fault tree method. 
This work should focus on how the method can be used as a decision 
support tool. This work has been initiated by using the method for 
studying the effects of various alternatives for increasing the reliability of 
the raw water supply in Gothenburg, see Rosén et al. (2008a). In the 
future, economic valuation of risk reduction against cost, as well as cost-
benefit analyses, are likely to become increasingly important. Hence, the 
possibility to combine the fault tree method with economic valuation of 
risk-reduction options should be studied. 

• To study steps in risk management subsequent to risk analysis in order to 
describe how cost-effective risk management in safe and sustainable 
drinking water systems may be achieved. This research should focus on 
decision support and include decision theory, value of information, cost-
effectiveness and cost-benefit aspects. 

 
To achieve a reliable supply of safe drinking water, risk analysis providing 
informed decision-making is of paramount importance. Integrated and 
probabilistic risk analysis carried out by means of, for example, the fault tree 
method presented is important since it includes the entire system and considers 
interactions between events. However, one single method cannot be used to 
handle all risk-related issues. Instead, a set of tools to assist water utilities in their 
risk management is of primary importance. Since information on available tools 
is limited the method for integrated and probabilistic risk analysis presented in 
this thesis contributes to the knowledge of quantitative risk analysis of drinking 
water systems in accordance with the WSP approach. As stated by LeChevallier 
et al. (1999), knowledge is the first line of defence for those who provide safe 
drinking water. 
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ABSTRACT 
Drinking water systems are vulnerable and subject to a wide range of risks. To avoid 
sub-optimisation of risk-reduction options, risk analyses need to include the entire 
drinking water system, from source to tap. Such an integrated approach demands tools 
that are able to model interactions between different events. Although fault tree 
analysis is a commonly used tool in risk analysis it is seldom applied to entire 
drinking water systems. Using fault tree analysis on an integrated level, a probabilistic 
risk analysis of a large drinking water system in Sweden was carried out. The primary 
aims of the study were: (1) to develop a method for integrated and probabilistic risk 
analysis of entire drinking water systems; and (2) to evaluate the applicability of 
Customer Minutes Lost (CML) as a measure of risk. The analysis included situations 
where no water is delivered to the consumer (quantity failure) and situations where 
water is delivered but does not comply with water quality standards (quality failure). 
Hard data as well as expert judgements were used to estimate probabilities of events 
and uncertainties in the estimates. The calculations were performed using Monte 
Carlo simulations. CML is shown to be a useful measure of risks associated with 
drinking water systems. The method presented provides information on risk levels, 
probabilities of failure, failure rates and downtimes of the system. This information is 
available for the entire system as well as its different sub-systems. Furthermore, the 
method enables comparison of the results with performance targets and acceptable 
levels of risk. The method thus facilitates integrated risk analysis and consequently 
helps decision-makers to minimise sub-optimisation of risk-reduction options. 
 
Keywords: Drinking water system; risk analysis; fault tree; integrated; probabilistic; 
Customer Minutes Lost; uncertainties 
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1. INTRODUCTION 
Efficient risk management is of primary importance to water utilities. Access to a 
reliable supply of drinking water and safe water quality are basic requirements for 
human health and economic development (IWA, 2004). In the third edition of the 
Guidelines for Drinking-water Quality, published by the World Health Organization 
(WHO), it is pointed out that a comprehensive risk assessment and risk management 
approach is the most effective way to ensure the safety of drinking water supply 
(WHO, 2004). To achieve an acceptable level of risk, it is crucial to analyse the risk 
and based on tolerability criteria evaluate the risk and alternative options for risk 
reduction. 
 
As part of risk management, WHO recommends preparation of Water Safety Plans 
(WSPs), including system assessment, operational monitoring and management plans 
(Davison et al., 2005; WHO, 2004). To prioritise hazards, WHO suggests these be 
ranked using a risk matrix with discretised probability and consequence scales. This 
qualitative (or semi-quantitative) method is common in many disciplines and the main 
advantages are that it is simple to use and the result is easy to communicate. However, 
the method is not suitable for modelling complex systems with interactions between 
components and events. Burgman (2005) emphasises that risk-ranking methods 
assume a discrete nature of hazards, do not provide quantitative estimates and lack a 
procedure for uncertainty analysis, see also Cox (2008). To further support the WSP 
approach and risk management of drinking water systems in general, quantitative 
tools for risk analysis are also needed. A quantification of the risk facilitates, for 
example, comparison with other risks and acceptable levels of risk in absolute terms 
as well as quantitative estimations of the efficiency of risk-reduction options. 
 
An important aspect when conducting risk analyses of drinking water systems is to 
consider the entire system, from source to tap (e.g. WHO, 2004). This means that the 
water source as well as the treatment system and the distribution network all the way 
to the consumers’ taps should be taken into consideration. The main reasons for 
adopting an integrated approach are: (1) the existence of interactions between events, 
i.e. chains of events, needs to be considered; and (2) failure in one part of the system 
may be compensated for by other parts, i.e. the system has an inherent redundancy. If 
these circumstances are not considered, important information can be overlooked. In 
an integrated analysis it should be possible to compare the contribution made by 
different sub-systems to the risk in order to avoid sub-optimisation of risk-reduction 
options. It may not be worthwhile, for example, to increase the safety at an already 
efficient and safe treatment plant if no resources are spent on maintenance of the 
distribution system. Since resources for risk reduction are limited, it is necessary to 
prioritise and choose the most suitable option. The importance of an integrated 
approach is advocated by many, e.g. WHO (2004), IWA (2004), CDW/CCME (2004) 
and NHMRC/NRMMC (2004). 
 
Fault tree analysis is a risk estimation tool with the ability to model interactions 
between events. A fault tree models the occurrence of an event based on the 
occurrence or non-occurrence of other events (Bedford and Cooke, 2001). This paper 
presents a method for integrated risk analysis of drinking water systems based on a 
probabilistic fault tree analysis. The fault tree method has been devised to estimate not 
only the probability of failure but also the mean failure rate and mean downtime of the 
system. Furthermore, the consequences of failures are included in the method and risk 



3 

levels are quantified using a measure called Customer Minutes Lost (CML). The 
method considers the entire supply system, from source to tap, and takes water 
quantity as well as water quality aspects into consideration. The primary aims of the 
study were: (1) to develop a method for integrated and probabilistic risk analysis of 
entire drinking water systems; and (2) to evaluate the applicability of CML as a 
measure of risk. 
 
 
2. CONCEPTUAL MODEL 
A drinking water system is commonly described as a supply chain composed of three 
main sub-systems: raw water, treatment and distribution. Together, these sub-systems 
cover the entire supply chain, from the water source to the consumers’ taps. Along the 
supply chain there are hazards that may harm the system in different ways. The 
hazardous events may be different but their consequences are usually categorised as 
quantity- or quality-related. This means that either the ability to deliver water to the 
consumers or the water quality itself is affected. According to Gray (2005) the 
objective of water treatment is to produce an adequate and continuous supply of water 
that is chemically, bacteriologically and aesthetically acceptable. In addition to being 
bacteriologically safe, the water should also be microbiologically safe. It is not only 
pathogenic bacteria that may cause harm to public health; there are also viruses, 
protozoa and other biological contaminates. The objectives of water treatment can be 
divided into quantity and quality objectives and consequently they are in line with the 
two categories of consequences. 
 
The overall failure event included in the method is supply failure, defined as 
including: (1) quantity failure, i.e. no water is delivered to the consumer; and (2) 
quality failure, i.e. water is delivered but does not comply with water quality 
standards. Figure 1 illustrates the two categories of failure as well as the main type of 
event that may cause these failures. Quantity failure may be caused either by 
component failure, e.g. pipe damage, or unacceptable water quality (raw water or 
drinking water) causing the water utility to stop the delivery. Quality failure may 
occur due to non-detection of unacceptable water quality and no action is thus 
possible, or due to unacceptable quality that is detected but no action is taken or it is 
not possible to stop delivery. The latter case may arise, for example, when the water 
utility decides to use raw water of unacceptable quality in order to avoid a water 
shortage. 
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Quantity failure (Q = 0)
No water is delivered to the 
consumer

Quality failure (Q > 0, C’)
Water is delivered but does 
not comply with water quality 
standards

Categories of supply failure Causes

Failure of components in the 
system (e.g. pumps or pipes)

Events related to unacceptable 
water quality causing the water 
utility to stop the delivery

Unacceptable water quality is 
detected but no action is taken or
it is not possible to stop the delivery

Unacceptable water quality is not 
detected and no action is thus 
possible

Supply failure

Q = Flow (Q = 0, no water is delivered to the consumer; Q > 0, water is delivered)
C’ = The drinking water does not comply with water quality standards

Quantity failure (Q = 0)
No water is delivered to the 
consumer

Quality failure (Q > 0, C’)
Water is delivered but does 
not comply with water quality 
standards

Categories of supply failure Causes

Failure of components in the 
system (e.g. pumps or pipes)

Events related to unacceptable 
water quality causing the water 
utility to stop the delivery

Unacceptable water quality is 
detected but no action is taken or
it is not possible to stop the delivery

Unacceptable water quality is not 
detected and no action is thus 
possible

Supply failure

Q = Flow (Q = 0, no water is delivered to the consumer; Q > 0, water is delivered)
C’ = The drinking water does not comply with water quality standards  

Figure 1.  Categories of supply failure and their main causes. 
 
Supply failure occurs because of events in one or more of the three main sub-systems 
(raw water, treatment and distribution). However, if failure occurs in one sub-system 
another may compensate and thereby prevent supply failure. Hence, to model a 
drinking water system its inherent ability to compensate for failure must be 
considered. For this reason the occurrence of failures could be as described in Figure 
2. The figure includes the entire system, from source to tap, showing that failure may 
occur in any part of it. It also illustrates that the different sub-systems can compensate 
for failure. To determine the contribution made by each sub-system to the risk, failure 
in one part of the system is based on the assumption that the previous parts operate 
correctly (i.e. no failures in previous parts). It is assumed, for example, that no raw 
water failures have occurred when failures in the treatment are identified. Table 1 
presents criteria for quantity as well as quality failures in the three sub-systems. 
 

 

Service
reservoir

Raw water Treatment Distribution

Water tower

Events in the raw water system 
cause insufficient/unacceptable
raw water quantity/quality… …and neither the treatment nor the distribution is able to compensate.

…events in the treatment cause 
insufficient/unacceptable drinking 
water quantity/quality…

…and the distribution is unable to 
compensate.

…events in the distribution system 
cause insufficient/unacceptable
drinking water quantity/quality.

Given no failure in the raw water…

Given no failure in either the raw water or the treatment…

Water
treatment

plant

Service
reservoir

Service
reservoir

Raw water Treatment Distribution

Water tower

Events in the raw water system 
cause insufficient/unacceptable
raw water quantity/quality… …and neither the treatment nor the distribution is able to compensate.

…events in the treatment cause 
insufficient/unacceptable drinking 
water quantity/quality…

…and the distribution is unable to 
compensate.

…events in the distribution system 
cause insufficient/unacceptable
drinking water quantity/quality.

Given no failure in the raw water…

Given no failure in either the raw water or the treatment…

Water
treatment

plant

Service
reservoir

 
Figure 2.  Illustration of how failures (quantity or quality) in different parts of the system may cause 

supply failure. 
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Table 1.  Criteria for quantity and quality failures in raw water, treatment and distribution. 
Sub-system Category of failure Failure criteria

Quantity failure 

o Not enough raw water is transferred to the treatment plant(s), 
making it impossible to produce enough drinking water (the supply 
is less than the demand). 

o Treatment and distribution are unable to compensate. Raw water 

Quality failure 
o The raw water quality does not comply with health-based water 

quality standards. 
o Treatment and distribution are unable to compensate. 

Quantity failure 

o No raw water quantity failure. 
o The water transferred from the treatment plant(s) is less than the 

demand. 
o Distribution is unable to compensate. 

Treatment 

Quality failure 

o No raw water quality failure. 
o The drinking water produced does not comply with health-based 

water quality standards. 
o Distribution is unable to compensate. 

Quantity failure o No raw water or treatment quantity failure. 
o Water cannot be delivered to the consumer. 

Distribution 

Quality failure 
o No raw water or treatment quality failure. 
o The water quality does not comply with health-based water quality 

standards. 

 
 
3. FAULT TREE ANALYSIS 
A fault tree analysis is a structured process that identifies potential causes of system 
failure. A fault tree illustrates the interactions between different events using logic 
gates, and shows how the events may lead to system failure, i.e. the top event. The top 
event is a critical situation that causes system failure and the occurrence of the top 
event is described in terms of occurrence or non-occurrence of other events (Bedford 
and Cooke, 2001). Starting with the top event, the tree is developed until the required 
level of detail is reached. Events whose causes have been further developed are 
intermediate events, and events that terminate branches are basic events. While the 
top event can be seen as a system failure, the basic events are component failures. For 
a further description of fault tree analysis and its application in risk analysis see e.g. 
Rausand and Høyland (2004) and Bedford and Cook (2001). 
 
In order to structure the fault tree of a drinking water system, four types of logic gates 
were identified. A Markovian approach was used with mean failure rate λ and mean 
downtime 1/μ (see e.g. Rausand and Høyland, 2004). The mean time to failure is 1/λ, 
and μ can be regarded as the repair rate, hence the probability of failure can be written 
as ( )μλλPF += . By replacing each base event in the logic gates with a Markov 
Process, equations for calculating the mean failure rate and mean downtime for the 
output events were developed. One of the main reasons for using the failure rate and 
downtime, and not just the probability of failure, is to facilitate elicitation of expert 
judgements. Since both the failure rate and downtime need to be considered when 
estimating the probability, these are estimated separately to maintain transparency. 
Norberg et al. (2008) present a comprehensive description of the theoretical 
foundations of the logic gates presented here. 
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3.1. OR-gate 
The output of an OR-gate (Figure 3) occurs if at least one of the input events occurs. 
The OR-gate corresponds to a series system with n independent events where the 
probability of failure can be calculated using Equation 1. Supply failure, for example, 
may occur if there is failure in the raw water, treatment or distribution systems. Only 
one of the sub-systems needs to fail to cause supply failure. Using the mean failure 
rates and mean downtimes of the input events, Equations 2-4 are used to calculate the 
output event of an OR-gate. 
 

λ, μ

λ1, μ1 λ2, μ2 λn, μn…

λ, μ

λ1, μ1 λ2, μ2 λn, μn…

λ, μ

λ1, μ1 λ2, μ2 λn, μn…  
Figure 3.  Fault tree with an OR-gate. 
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3.2. AND-gate 
An AND-gate (Figure 4) is used to model events that must occur simultaneously in 
order for the output event to occur. The AND-gate corresponds to a parallel system 
where the probability of failure is calculated as the product of the n independent 
events’ probabilities, see Equation 5. For example, if a water utility can use raw water 
from two different water sources, both must be unavailable to cause raw water 
shortage (provided that one source is sufficient to meet the water demand). The output 
event of an AND-gate is calculated using Equations 6-8. 
 

λ, μ

λ1, μ1 λ2, μ2 λn, μn…

λ, μ

λ1, μ1 λ2, μ2 λn, μn…

λ, μ

λ1, μ1 λ2, μ2 λn, μn…  
Figure 4.  Fault tree with an AND-gate. 
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3.3. Variants of the AND-gate 
To adequately model a system’s inherent ability to compensate for failure, the AND-
gate needs to be extended. It must include what in reliability applications is called 
cold standby and imperfect switching. If, for example, a pump station supplying a 
high altitude area with drinking water breaks down, water stored in the water tower 
can supply the consumers for a limited time. If the water tower is not in use due, for 
example, to failure or maintenance work, the water tower cannot compensate at all for 
failure (failure on demand). When the water tower operates normally and does not fail 
on demand, it is able to compensate until a failure occurs or it is emptied (failure 
during operation). The first variant of the AND-gate (Figure 5) is designed primarily 
for situations when the ability to compensate is limited in time. The output event of 
the first variant of the AND-gate is calculated using Equations 9-11, where q is the 
probability of failure on demand, and the mean failure rate (λ) is used to model failure 
during operation. 
 

λ, μ

λ1, μ1 λ2, q2 λn, qn…

λ, μ

λ1, μ1 λ2, q2 λn, qn…  
Figure 5.  The first variant of the AND-gate, including the ability of the system to compensate for 

failure. 
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A second variant of the AND-gate is needed to model situations where the ability to 
compensate may recover after it has failed. This may arise, for example, when raw 
water of unacceptable quality is used but may be compensated for by treatment. If the 
unacceptable water quality cannot be compensated for at all, failure on demand arises. 
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However, if the unacceptable quality can be compensated for, failure does not arise 
until the treatment efficiency is affected due to failure in the treatment. When the 
failure has been taken care of, the treatment recovers and is able to compensate again 
until a new failure occurs. The output event of this second variant of the AND-gate 
(Figure 6) is calculated using Equations 12-14. The equations apply only when one 
component compensates for failure. If multiple components could compensate, a 
regular AND-gate can be used to combine the events. The output of the regular AND-
gate is used as the compensating input event in the second variant of the AND-gate. 
 

λ, μ

λ1, μ1 λ2, μ2 q2

λ, μ

λ1, μ1 λ2, μ2 q2  
Figure 6.  The second variant of the AND-gate, including a component’s ability to recover after 

failure. 
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4. GENERIC FAULT TREE STRUCTURE OF A DRINKING WATER 

SYSTEM 
The conceptual model and the logic gates form the basis for a generic fault tree 
structure of a drinking water system. Figure 7 illustrates possible failure paths. When 
the system operates normally, failure may occur in any of the three sub-systems and 
given failure in one sub-system another can either compensate or fail to compensate. 
It is also possible for more than one sub-system to fail at the same time. To simplify 
the figure, no compensation or failure is treated as the same event when the previous 
sub-system has failed. These two events could have been illustrated separately but 
since both cause failure they are merged here. 
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No distribution compensation
or failure
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Distribution failure

Success
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Success

Failure

Failure
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No raw water failure

Raw water failure

Operation

Treatment compensation

No treatment compensation
or failure

Distribution compensation

No distribution compensation
or failure

No distribution failure

Distribution failure

No treatment failure

Treatment failure

Distribution compensation

No distribution compensation
or failure

No distribution failure

Distribution failure

Success

Failure

Success

Success

Success

Failure

Failure

Failure

 
Figure 7.  Possible paths leading to failure (quantity or quality). Each branch illustrates a situation 

where failure occurs or does not occur and compensation is possible or not possible. 
 
Based on the alternatives in Figure 7, a generic fault tree structure applicable to 
drinking water systems is suggested (Figure 8). The system is broken down into its 
three main sub-systems, and the top event, supply failure, may occur due to failure in 
any one of them. In each sub-system, quantity or quality failures may occur. The first 
variant of the AND-gate is used to illustrate that failure (quantity or quality) in one 
sub-system may be compensated for by other sub-systems. A drinking water system 
can thus not be considered a traditional series system, where failure in one sub-system 
automatically causes system failure. The transfer gates in Figure 8 indicate that the 
fault tree is further developed elsewhere (Figure 9). Although the same transfer gates 
can be found in all three sub-systems, they do not refer to exactly the same events. For 
example, component failure in the treatment is not exactly the same event as 
component failure in the distribution. The generic fault tree structure (Figure 8 and 
Figure 9) includes the major events and the relationships between them. However, in a 
practical application the events need to be developed further for the structure to 
correspond properly to system properties and enable estimations to be made of the 
required variables for the basic events. 
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OR-gate
First variant of AND-gate
Transfer in, the fault tree is developed further elsewhere

Q = Flow (Q = 0, no water is delivered to the consumer; Q > 0, water is delivered) 
C' = The drinking water does not comply with water quality standards

Supply failure

Raw water failure Treatment failure Distribution failure

Raw water quantity 
failure (Q = 0)

Treatment quantity 
failure (Q = 0)

Distribution quantity 
failure (Q = 0)

Quantity failure Quantity failure
Distribution quality 
failure (Q > 0, C')

Treatment fails to 
compensate

Distribution fails to 
compensate

Distribution fails to 
compensate

Treament quality 
failure (Q > 0, C')

Treatment fails to 
compensate

Distribution fails to 
compensate

Raw water quality 
failure (Q > 0, C')

Quality failure

Quality failure

Distribution fails to 
compensate

1

2

1

1

2

2

  
Figure 8.  Generic fault tree illustrating the two categories of failure in the three sub-systems. The 

transfer in gates (1 and 2) refer to the transfer out gates in Figure 9. 
 
Figure 9 shows that quantity failure occurs due to component failure or unacceptable 
water quality. For the unacceptable quality to cause quantity failure, three events need 
to occur simultaneously: the water quality needs to be unacceptable, the unacceptable 
quality needs to be detected and the water utility needs to decide to stop the delivery. 
If the water utility decides not to stop the delivery, a quality failure occurs instead 
(Figure 9). Quality failure may also occur when the water quality is unacceptable 
although the quality deviation is not detected and hence no action is possible. 
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Quantity failure Quality failure

Transfer out
OR-gate
AND-gate

Detected quality 
failureComponent failure

Unacceptable quality 
causing delivery stop

Non-detected quality 
failure

Unacceptable quality

Detection

Decision to stop 
delivery

Unacceptable quality

No detection

Unacceptable quality

Detection

No delivery stop

1 2

 
Figure 9.  Schematic illustration of how quantity (1) and quality (2) failures may occur. The transfer 

out gates refer to corresponding transfer in gates in Figure 8. 
 
 
5. ESTIMATION OF RISK 
5.1. Risk 
According to Kaplan and Garrick (1981), see also Kaplan (1997), the question “What 
is the risk?” actually comprises three questions: “What can happen?”; “How likely is 
it?”; and “What are the consequences?”. Hence, the answers to these three questions 
together describe the risk. According to this widely accepted description, risk is 
expressed as a combination of the frequency, or probability, of occurrence and the 
consequences of a hazardous event, see e.g. IEC (1995), ISO/IEC (2002) and the 
European Commission (2000). 
 
5.2. Risk as Customer Minutes Lost 
For the purpose of this study, the consequences of failures (quantity and quality) are 
defined by the duration of failure and number of people affected. Since two attributes 
are used to describe the consequences, the evaluation of the results can be described 
as a multi-attribute problem. By multiplying the two attributes, the consequences are 
expressed in terms of Customer Minutes Lost (CML). In order to maintain 
transparency the estimated number of CML, as well as other results of the analysis, 
are presented separately for quantity and quality failure. The risk, expressed as the 
expected CML, is calculated as 

CR ⋅⋅=
μ

λ 1 ,    (15) 

where λ is the mean failure rate, 1/μ the mean downtime and C the expected 
proportion of consumers affected by failure. Since C is expressed as a proportion, the 
risk is estimated for the average consumer. When estimating the risk in terms of 
CML, the utility of the two attributes used to define the consequence (affected 
proportion of consumers and mean downtime) is assumed to be independent. Note 
that Equation 15 is an approximation, valid when λμ 11 << . To consider that a 
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system cannot fail when it is in its failure mode, the true failure rate should be 
calculated as 

μλ
λμ

μλ

ω
+

=
+

=
11

1 .   (16) 

When based on the true failure rate (ω), the risk is expressed as 

CCR ⋅
+

=⋅⋅
+

=
μλ

λ
μμλ

λμ 1 . (17) 

The probability of failure is defined as ( )μλλPF += , and Equation 17 is therefore 
equivalent to 

CPR F= .    (18) 

The risk is consequently calculated as the probability of failure multiplied by the 
proportion of consumers affected. However, it is not meaningful to define the affected 
proportion of consumers only at the top event (supply failure). Instead, a lower and 
suitable level for defining consequences must be identified. This level should be as 
close as possible to the top event and only have events that are combined by means of 
OR-gates above it. It is also important that an intermediate event, of which the 
consequences are defined, does not include events with totally different consequences. 
If these criteria are fulfilled the total risk may be calculated as a sum of the risks 
caused by different events. In the generic fault tree (Figure 8), it is suitable to define 
consequences for each type of failure (quantity and quality) in the three sub-systems. 
The fault tree in Figure 8 is generalised and in a real-world application the quantity 
and quality failures for each sub-system are preferably divided into different main 
types of event. These main types of event would constitute a suitable level for 
defining consequences. Since the consequences are defined for several (n) events, the 
total risk is 

∑
=

=
n

i
iFiCPR

1

.    (19) 

If the affected proportions of consumers are defined at a level in the fault tree where it 
is plausible that some of the events may occur simultaneously, the risks posed by the 
events may not be additive and Equation 19 may not be valid. It should be noted that 
two events with different probabilities, durations and number of people affected, may 
cause the same level of risk (expressed as CML). CML has previously been used as a 
performance indicator in the drinking water sector in the Netherlands (Blokker et al., 
2005). 
 
 
6. UNCERTAINTIES AND INPUT DATA 
The method presented is probabilistic and therefore all input variables are replaced by 
probability distributions. A Bayesian approach is applied and the risk is calculated by 
means of Monte Carlo simulations, taking uncertainties of estimations into 
consideration (Figure 10). 
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C  
Figure 10.  Illustration of how the uncertainties are taken into consideration when calculating the risk 

using Monte Carlo simulations. 
 
Variables λ and μ are modelled as exponential rates using Gamma distributions. The 
use of constant failure rates is justified by the continuous maintenance being done by 
the water utility. The proportion of consumers affected (C) and the probability of 
failure on demand (q) are modelled by Beta distributions. The main reason for using 
Gamma and Beta distributions is the fact that they are conjugate to the exponential 
and binomial models respectively. This means, for example, that a prior Gamma 
distribution updated with hard data results in a posterior Gamma distribution. Hence, 
the distributional classes of the prior and posterior distributions are the same. The use 
of conjugate distributions thus facilitates a Bayesian approach, in which hard data can 
be used for a mathematically formal updating of previous knowledge. Furthermore, 
the Beta and Gamma distributions are flexible and capable of attaining a vide variety 
of shapes.  
 
Hard data, such as measurements and statistics on events, expert judgements and 
combinations of these, are used as input data in the fault tree analysis. Expert 
judgements are used when hard data is not available or too limited. The experts, 
mainly water utility experts, are asked to estimate a plausible maximum and minimum 
value of the variable of interest. These estimates are used as percentiles when 
estimating the distribution. However, mean or median values should also be 
considered to ensure that a suitable distribution is obtained. The use of variables λ and 
μ to calculate the probability of failure facilitates expert judgements. Instead of 
estimating the probability of failure, which can be difficult, the experts estimate the 
mean failure rate (λ) and mean duration of failure (1/μ), and based on this the 
probability of failure is calculated as ( )μλλPF += . 
 
 
7. METHOD APPLICATION 
An integrated and probabilistic fault tree analysis was conducted for the drinking 
water system in Gothenburg, Sweden. By applying the method in a system as 
extensive and complex system as in Gothenburg, it was tested and conditions specific 
to drinking water systems were incorporated. The method application is presented 
here with a focus on methodological aspects. Lindhe et al. (2008) presented the 
application in Gothenburg with a focus on aspects of the specific drinking water 
system. 
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7.1. Gothenburg water supply 
Gothenburg is the second largest city in Sweden and approximately 500,000 people 
are supplied with drinking water. The raw water supply is solely based on surface 
water. The main water source is a river, although a number of lakes are also used as 
reservoirs and reserve water sources. The system includes two treatment plants with 
roughly the same production capacity and similar treatment processes, including 
chemical flocculation, sedimentation, filtration and disinfection. The distribution 
network is approximately 1,700 km in length and, to assure sufficient pressure in 
network areas at high altitudes, the water head is raised through booster stations. To 
meet peaks in the water demand, service reservoirs are used. The water quality in the 
river and the treatment plants is monitored online. Additional analyses, e.g. microbial, 
are also made in the water sources and at the treatment plants and different locations 
in the distribution system. 
 
7.2. Fault tree structure 
The fault tree of the Gothenburg system was based on the generic fault tree structure 
presented in Section 4. Supply failure may thus occur in the raw water, treatment or 
distribution (Figure 8). Within each sub-system, quantity and quality failures may 
occur. The first variant of the AND-gate was used to model failure in one sub-system 
being compensated for by other sub-systems. The failure events as well as the 
structure of the fault tree were identified and compiled in close collaboration with 
water utility personnel. Both previous and possible future events were included. The 
drinking water quality was considered unacceptable when unfit for human 
consumption, a criterion based on the Swedish quality standards for drinking water 
(SLVFS 2001:30). In total, the fault tree was composed of 116 basic events, 100 
intermediate events and 101 logic gates. 
 
The raw water part of the fault tree was structured to illustrate which of the two 
treatment plants is affected by failure. For quantity failure to occur all raw water 
sources must be unavailable for at least one treatment plant and the treatment and 
distribution systems must fail to compensate. The traditional AND-gate was used to 
model that all water sources must be simultaneously unavailable. In addition, the first 
variant of the AND-gate was used to model the ability to compensate for failure by 
means of increased production capacity at the non-affected treatment plant as well as 
stored water in service reservoirs at the treatment plants and in the distribution 
system. 
 
To model quality failures in the raw water the second variant of the AND-gate was 
used. Hence, unacceptable raw water quality may be compensated for by the 
treatment. The probability that unacceptable water quality cannot be compensated for 
at all was represented by the probability of failure on demand. Estimates of the failure 
rate and downtime, i.e. how often the treatment efficiency is affected and for how 
long, was provided by the treatment part of the fault tree. 
 
Quantity failure in the treatment may also be compensated for by means of increased 
production capacity at the non-affected treatment plant and service reservoirs at the 
treatment plants and in the distribution system. There is no subsequent sub-system 
that could compensate for failure in the distribution. However, the distribution system 
itself may compensate for quantity failures. If, for example, water cannot be 
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transferred to a delivery zone due to pump failure, water stored in water towers in that 
zone may be used. 
 
7.3. Tolerability criteria 
When risks have been analysed they need to be evaluated to determine whether the 
level of risk is acceptable or not. Sometimes tolerability criteria already exist whereas 
in other cases an acceptable level of risk needs to be defined for the specific analysis 
at hand. A combination of the two alternatives may also be required. 
 
The City of Gothenburg has worked out an action plan which, among other things, 
includes performance targets for the supply of drinking water (Göteborg Vatten, 
2006). These targets are politically established and can be considered as acceptable 
levels of risk. One target related to the reliability of the supply, i.e. water quantity, is 
defined as: 
 
Duration of interruption in delivery to the average consumer shall, irrespective of the 
reason, be less than a total of 10 days in 100 years. 
 
This target corresponds to an acceptable risk level of 144 CML per year for the 
average consumer. In the result section this target is compared with the results of the 
fault tree analysis. 
 
 
8. RESULTS 
The calculations were performed using Monte Carlo simulations (10,000 iterations) 
and the main results are summarised in Figure 11. The risk level (expected value of 
CML), probability of failure, mean failure rate and mean downtime are presented for 
the entire system as well as the three sub-systems. The results are presented separately 
for quantity and quality failure. 
 
The results show that the total risk level (CML) is mainly due to raw water failures. 
This is valid for both quantity and quality failure. The reason for this is long 
downtimes and the fact that a large number of people are affected when the first part 
of the supply chain fails. It should be noted that the probability of failure is a function 
of the mean failure rate and mean downtime. However, by studying all three variables 
additional information is obtained. 
 
The probability of failure differs between the sub-systems and the probability of 
distribution failure is highest. Hence, the total probability of failure is governed 
mainly by the probability of distribution failure. Similar to the probability of failure, 
the total failure rate is influenced mostly by the frequent distribution failures. For 
quantity as well as quality failure, the mean downtime is highest for the raw water 
sub-system. However, the frequent failures in the distribution system have a short 
mean downtime and consequently the total mean downtime is in approximately the 
same range as the distribution failures. 
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Figure 11.  Histograms showing the 5-, 50- and 95-percentiles for quantity and quality failure. For 

each of the four variables the result is presented for the entire system (Tot.) as well as the 
three main sub-systems. Note that the scales are not the same for quantity and quality 
failure. 

 
Figure 11 also shows the uncertainty of the results and for some variables there is a 
large difference between the percentiles, indicating a high degree of uncertainty in the 
results. The probabilistic approach also enabled a comparison of the quantity-related 
total risk level with the acceptable level of risk defined by the City of Gothenburg. 
Figure 12 shows the quantity-related CML, including uncertainties, and the 
tolerability criterion. The probability of exceeding the criterion is 0.84.  
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Figure 12.  Uncertainty distribution of quantity-related CML for the entire system. The acceptable 

level of risk (144 CML per year for the average consumer) is indicated by a solid vertical 
line and the probability of exceeding the acceptable level is 0.84. 

 
In addition to the quantified risk levels and other calculated variables, the fault tree 
can be analysed qualitatively. By studying the structure of the fault tree, information 
on what may cause failure and the interaction between different events and parts of 
the systems is provided. Hence, a person not involved in the fault tree construction 
can acquire valuable information by studying the fault tree. 
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9. DISCUSSION 
For the Gothenburg system it was shown that the raw water system contributes most 
to the total risk level, expressed as CML, although it is the distribution system that 
contributes most to the probability of failure due to frequent failures. These finding 
are confirmed by existing knowledge of the system. By studying not only the level of 
risk but also the probability of failure, failure rate and downtime, information on the 
dynamic behaviour of the system is provided. A traditional fault tree analysis, not 
applying the Markovian approach and including the consequences, would only have 
provided information on the probability of failure and the dynamic behaviour of the 
system would not have been possible to calculate. 
 
It is also important to study not only the results for the top event but also at lower 
levels in the fault tree. For example, the three sub-systems should be compared to see 
in what way they contribute to the risk. The results for the Gothenburg system show 
that the probability of raw water failure is low but when a failure occurs the mean 
downtime is long and many people are affected. The treatment has a low mean failure 
rate, short mean downtime and little impact on the total risk. The distribution system 
causes frequent failures but due to the short mean downtime and few people affected 
its contribution to the total risk is small. 
 
Two sub-systems may cause the same number of CML but the probability of failure 
and the number of people affected may differ. Two sub-systems may also have the 
same probability of failure but different failure rates and downtimes. Properties like 
these can be identified using the fault tree and are important to know about when 
evaluating a system and suggesting ways of reducing the risk. 
 
A fault tree should be constructed so that it represents circumstances of the actual 
system instead of being fitted to actual data. When hard data is missing or insufficient, 
expert judgements must be used. The fault tree construction is an iterative process 
where the structure and the results are evaluated continuously to ensure that a proper 
model is developed. A fault tree model makes it possible to evaluate each basic event 
as well as the intermediate events, depending on which is most suitable.  
 
Uncertainty is an important part of the concept of risk and the probabilistic approach 
used in this method enables different types of uncertainty analysis. First of all, 
uncertainties regarding the results provide information on the variation in the 
calculated variables. The uncertainties may, for example, be due to modelling 
uncertainties, variable uncertainty or natural variability. The simulation approach also 
facilitates calculations of rank correlation coefficients. The rank correlation 
coefficients show how much each variable in the model contributes to the uncertainty 
of the result. The rank correlation coefficient can thus be used to identify where in the 
model new information is most, and least, valuable in reducing uncertainties in the 
results. Consequently, this information can be used to guide further studies. The 
probabilistic approach also enables, for example, calculation of the probability of 
exceeding acceptable levels of risk. The application to the Gothenburg system showed 
that the probability of exceeding the quantity-related criterion was 0.84. Results of 
this nature provide the decision-maker with additional information. It is not only 
important to define a tolerable level of risk but also a level of certainty by which the 
risk should not be exceeded. 
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The calculation of CML was possible since estimates of the affected proportions of 
consumers were included in the fault tree. The use of CML as a measure of risk is 
based on the assumption that the uncertainties of the probability of failure and the 
affected proportion of consumers are independent. Furthermore, the use of CML 
implies that two events that cause the same level of risk but have different failure 
rates, downtimes and affect different numbers of people, are regarded as being equally 
severe. In order to distinguish such events from each other, the calculated CML values 
should be evaluated together with information on the probabilities of failure and/or 
affected proportions of consumers. Since the probability of failure is defined by the 
failure rate and downtime of the system, these variables provide additional 
information that is important to consider when evaluating the results. 
 
The model does not quantify the actual health risk and the CML related to quality 
does not include the health effect of drinking water that does not comply with quality 
standards. However, since the CML related to quality corresponds to the minutes per 
year that the average consumer is exposed to drinking water not complying with 
quality standards, it provides valuable information. The CML related to quality could, 
for example, be one important input in a Quantitative Microbial Risk Assessment 
(QMRA). In the Gothenburg case the criterion for quality failure was defined as unfit 
for human consumption. This criterion can be defined differently depending on the 
purpose of the study. Combining a QMRA with a detailed system description, 
represented by a fault tree model, enables a focused search for best options to reduce 
the health risk, which would otherwise have been very difficult. It is also possible to 
learn from actual quality failures by detailing them using a fault tree, see e.g. Risebro 
et al. (2007). The information gained can then be used to improve fault tree models 
for similar systems. 
 
Due to the function of a drinking water system, it cannot be regarded as a simple 
series system where failure in one part of the system automatically affects the 
consumer. Consequently, integrated analyses, including the entire system and its 
ability to compensate for failure, are required. The fault tree method presented 
facilitates integrated risk analysis of drinking water systems and thus also minimises 
sub-optimisation of risk-reduction options. An advantage of the fault tree method is 
that, in addition to providing risk estimations, it can also be used to evaluate risk-
reduction options. By changing the fault tree structure, e.g. adding events or changing 
the input data, risk-reduction options can be modelled (Rosén et al., 2008). The 
Bayesian approach, using Beta and Gamma distributions, enables a mathematically 
formal updating of previous knowledge as new hard data becomes available. Hence, 
expert judgements can be combined with hard data and the model can be updated 
continuously. 
 
Compared to simpler methods for risk analysis, such as risk ranking by using risk 
matrices with discretised probability and consequence scales, the fault tree method 
enables modelling of chains of events and interconnections between events. The fault 
tree method also quantifies the level of risk and the dynamic behaviour of the system, 
which facilitates comparison with other risks and acceptable levels of risk. However, 
since risk ranking and the fault tree method provide different results and the latter 
method requires more time, data and need for training, the methods fulfil different 
demands. 
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10. CONCLUSIONS 
The main conclusions of this study are: 

- The fault tree method presented here can be used to perform integrated risk 
analysis of drinking water systems from source to tap. It includes the inherent 
ability of the system to compensate for failure. Hence, it supports decision-
makers in the task of minimising sub-optimisation of risk-reduction options. 

- Customer Minutes Lost (CML) is shown to be a valuable measure of risk since 
performance targets (acceptable levels of risk) can be defined using this 
measure. However, since different probability and consequence values can 
result in the same risk, calculated CML values should be analysed and 
compared in combination with information on the probabilities of failure 
and/or consequences. 

- The possibility to not only estimate the probability of failure but also the mean 
failure rate and mean downtime at each intermediate level of the fault tree, 
provides valuable information about the dynamic behaviour of the system. 

- The probabilistic approach enables uncertainty analysis and calculations of the 
probability of exceeding defined performance targets and acceptable levels of 
risk. 

- Incorporation of expert judgements is facilitated by using the mean failure rate 
and mean downtime to model estimates of probabilities. The use of Gamma 
and Beta distributions enables a Bayesian approach with mathematically 
formal updating of the analysis as new hard data becomes available. 

 
The construction of the fault tree, analysis of available data, expert judgements and 
the analysis of results facilitate discussions of risk as well as the function of the 
system. Hence, it should be stressed that not only the results of the calculations are 
valuable but also the actual process of performing the fault tree analysis. This, in 
combination with the ability to model risk-reduction options, makes the fault tree 
method an important source of support in decision-making. 
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Abstract. 

To achieve an efficient risk management of a drinking water system the entire system has to be 
considered, from source to tap. An important part of risk management is to identify hazards and estimate 
risks, i.e. to conduct risk analyses. In order to provide a relevant basis for evaluating risks and efficiently 
prioritising risk-reduction options, a risk analysis needs to properly consider interaction between different 
parts and components of the system. This is especially important in complex systems. Logic tree models 
have the capability of properly reflect system functionality as well as facilitating quantification of risk levels. 
A fault tree model was therefore constructed for an integrated and probabilistic risk analysis of the drinking 
water system in Göteborg, Sweden. The main (top) event studied in the analysis was supply failure, which 
included quantity and quality failures. Quantity failure occurs when no water is delivered to the consumer 
and quality failure when water is delivered but unfit for human consumption according to existing water 
quality standards. Hard data and expert judgements were used for estimating probabilities of events, 
consequences and uncertainties of estimates. Monte Carlo simulations were used for the calculations in 
order to facilitate uncertainty analysis of risk levels. The risk analysis provided information on the 
probability of failure, mean failure rate and mean downtime of the system. The number of people affected 
was also included in the fault tree and risk levels were expressed as Costumer Minutes Lost. The primary 
aims of this paper were to apply a fault tree method, for integrated and probabilistic risk analysis of 
drinking water systems, to the system in Göteborg and show how the results can be used. The results 
showed, for example, that the raw water part contributes most to the total risk level and that the distribution 
part includes frequent failures that most often have a short duration and affect a small number of people. 
The method was found to facilitate a quantitative and integrated risk analysis of the drinking water system 
and the results provide information not only on risk levels, but also on the dynamic behaviour of the 
system. In addition, the method is capable of relevant handling interaction of system components. 
Furthermore, it provides transparency and facilitates for formal updating when new information becomes 
available. Hence, it is concluded that the method provides useful information for discussing and evaluating 
risks as well as possible risk-reduction options. 

Introduction 
Risk management is becoming increasingly important within the water utility sector. Access to reliable 
supply and safe quality of drinking water are basic requirements for human health and economic 
development (IWA, 2004). The World Health Organization (WHO) emphasises in the third edition of the 
Guidelines for Drinking water Quality the importance of using a risk-based approach, when managing 
drinking water systems, and to consider the entire supply system, from the water source to the consumers’ 
taps (WHO, 2004). The integrated approach, i.e. from source to tap, is important since events in different 
parts of the system influence each other and failure in one part may be compensated for by other parts. 
Therefore, chains of events as well as the inherent ability of the system to compensate for failure have to 
be considered when analysing risks. If different parts of the system are studied separately and not 
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properly compared, this may cause a suboptimal prioritisation of risk-reduction options and consequently 
an inefficient use of available resources. 

To facilitate integrated risk analyses of drinking water systems and the Water Safety Plan (WSP) 
approach as presented by WHO (2004) and Davison et al. (2005), a common strategy for modelling entire 
drinking water systems by means of fault trees was devised by Lindhe et al. (2008) and Norberg et al. 
(2008). The method provides information not only on the probability of failure but also on the mean 
failure rate and mean downtime of the system. By including consequences in the fault tree, in terms of 
number of people affected, the risk can be calculated as Customer Minutes Lost (CML). 

To demonstrate and evaluate a practical application, the fault tree method was applied to the drinking 
water system in Göteborg, Sweden. The main event studied in the analysis was supply failure, which 
included failure to deliver water to the consumers (quantity failure) and failure to deliver water of 
acceptable quality (quality failure). The identification of hazards, construction of fault tree and analysis of 
data were conducted in close collaboration with the water utility personnel. To estimate probabilities of 
events, consequences and uncertainties of estimates, hard data and expert judgements were used. Monte 
Carlo simulations were used for the calculations and the estimated risk levels were compared to 
politically established performance targets regarding the supply of drinking water. 

The primary aims of this paper were to apply a fault tree method for integrated and probabilistic risk 
analyses of drinking water systems and show how the results can be used. Although fault tree analysis is a 
commonly applied risk analysis tool, the integrated and probabilistic risk analysis for an entire drinking 
water system presented here is novel. 

Method 
The drinking water system in Göteborg was analysed using the fault tree method for integrated and 
probabilistic risk analyses of drinking water systems described by Lindhe et al. (2008) and Norberg et al. 
(2008). The mathematical foundation of the method is described by Norberg et al. (2008). Lindhe et al. 
(2008) present how the method can be applied to drinking water systems, including descriptions of a 
conceptual model, a generic fault tree structure, how to handle uncertainties of estimates and how to 
calculate CML. Here an overall presentation of the method is provided with reference to Lindhe et al. 
(2008) and Norberg et al. (2008) for further details. For information on the basics of fault trees and its 
application in risk analyses, see e.g. Rausand and Høyland (2004) and Bedford and Cook (2001). 

Conceptual model 
The main failure event studied in the analysis was supply failure, defined as including: (1) quantity 
failure, i.e. no water is delivered to the consumer; and (2) quality failure, i.e. water is delivered but unfit 
for human consumption according to existing water quality standards. Quantity failure may occur due to 
failure of components, e.g. pumps and pipes, or because the water utility detects an unacceptable water 
quality and decides to stop the delivery. The other type of failure, quality failure, may occur when an 
unacceptable water quality is not detected or when it is detected but no action is taken. The drinking water 
quality was considered unacceptable when unfit for human consumption. This criterion was based on the 
Swedish quality standards for drinking water, set by the by the National Food Administration (SLVFS 
2001:30). 

The drinking water system was modelled as a supply chain composed of three main sub-systems: raw 
water, treatment and distribution. Events in any of the sub-systems may cause supply failure, but they are 
also capable of compensating for failure. For example, in a system with two treatment plants failure of 
one plant to produce drinking water may be compensated for by reservoirs in the distribution system and 
increased production at the other treatment plant. However, the ability to compensate in this case is 
limited in time, due to limited reservoir volume. Another example is when raw water of unacceptable 
quality is used and the treatment plant still is able to produce drinking water that complies with the 
quality standards. To be able to determine each sub-system’s contribution to the risk, failure in one part of 
the system was based on the assumption that the previous parts are functioning (i.e. no failure in previous 
parts). 
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Fault tree analysis 
A fault tree is a logic tree diagram illustrating how an undesired event, i.e. top event, may occur due to 
occurrence of other events. The causes of each event are developed until a required level of detail is 
reached. Events that are subdivided into its causes are called intermediate events and at the end of each 
branch the basic events are found. The interaction between events is described using logic gates. The two 
most common logic gates are the OR- and AND-gate. 

The OR-gate describes a series system where only one input events has to occur to cause system 
failure. The AND-gate describes a parallel system where all input events have to occur to cause the system 
to fail. To be able to consider the inherent ability of a system to compensate for failure Norberg et al. 
(2008) and Lindhe et al. (2008) identified and formulated two variants of the AND-gate. The first variant 
describes a situation where failure of one component may be compensated for by one or several other 
components during a limited time period. If no compensation is possible when the component fails the 
system fails directly, but if compensation is possible the system does not fail until all compensation is 
lost. The second variant of the AND-gate is similar to the first but with the important difference that when 
a compensating component has failed it may recover and start to compensate again. 

By applying a Markovian approach (see e.g. Rausand and Høyland, 2004) Norberg et al. (2008) 
devised equations for calculating not only the probability of failure when using a fault tree but also the 
mean failure and mean downtime at each intermediate level of the fault tree. The equations used to 
calculate the output of each of the four logic gates are shown in Table 1, where PF is the probability of 
failure, λi the mean failure rates, 1/μi the mean downtimes and qi the probabilities of failure on demand. 
The downtime corresponds to the time the system is in failure mode, i.e. does not function. Hence, 
variable ui can be regarded as the repair rate. Failure on demand means that a component fails to 
compensate when needed, e.g. a reserve pump that cannot be started when the main pump brakes down. 
Failure during operation is the other type of failure and is represented by the failure rate, e.g. the reserve 
pump starts but after a time it as well brakes down. 

 
Table 1 Equations used to calculate the output of the logic gates. For the variants of the AND-gate i = 1 
corresponds to the failure that may be compensated for by events i = 2, …, n. For the second variant only 
one compensating event is considered, i = 2. Variable PF is the probability of failure, λi the mean failure 
rates, μi the mean repair rates (1/μi the mean downtimes) and qi the probabilities of failure on demand. 
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Customer Minutes Lost (CML) and risk calculation 
In addition to the variables calculated using the equations in Table 1, the risk (R) was estimated in terms 
of Customer Minutes Lost (CML). CML has previously been used in the drinking water sector, e.g. by 
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Blokker et al. (2005), who described the use of CML as a performance indicator in the Netherlands. This 
measure could be calculated by multiplying the mean failure rate (λ) by the mean downtime (1/μ) and the 
number of people affected. However, to consider that the system may not fail when in failure mode, it can 
be shown that the expected value of CML should be calculated as CPR F ⋅= , where PF is the probability 
of failure and C the proportion of all consumers affected (Lindhe et al., 2008). By expressing C as a 
proportion of all consumers in Göteborg, the risk was estimated as the expected number of minutes per 
year the average consumer is affected. 

Since it is not meaningful to estimate the number of people affected for the top event in the fault tree, 
it was estimated at a lower level for n different main types of events. The total risk, i.e. the total number 
of CML, was calculated by adding the risk posed by each main type of event together as 

∑
=

=
n

i
iFiCPR

1

. 

To retain transparency CML was separately calculated for quality and quantity failures. 

Uncertainties 
To enable an uncertainty analysis all variables were modelled as probability density functions and the 
calculations were performed by means of Monte Carlo simulations (10,000 iterations). Variables λ and μ 
were modelled as exponential rates using Gamma distributions. The proportion of the consumers affected 
(C) as well as the probability of failure on demand (q) were modelled using Beta distributions. The main 
reason for using Gamma and Beta distributions was the fact that they are conjugate to the exponential and 
binomial models, respectively. Consequently, these distributions facilitate a Bayesian approach, in which 
hard data can be used for a mathematically formal updating of previous knowledge. 

The probabilistic approach used in the analysis facilitates: (1) analysis of the uncertainties of each 
variable; (2) calculation of rank correlation coefficients, providing information on how much each 
variable in the fault tree affected the top event as well as the intermediate events; and (3) calculation of 
the probability of the risk to exceed specified criteria, i.e. acceptable levels of risk. 

Case study Göteborg 

System description 
Göteborg is the second largest city in Sweden and approximately 500,000 people are supplied with 
drinking water by the local water utility, Göteborg Vatten. The system is solely based on surface water 
and the main raw water source is the Göta Älv river, a moderately polluted river (Westrell et al., 2003). A 
schematic description of the raw water system in Göteborg is presented in Figure 1. In addition to the 
river, two interconnected lakes (reservoir lakes) are used for intermediate storage of raw water and to 
improve the water quality by natural sedimentation processes. Approximately half of the water taken from 
the river is transferred directly to treatment plant no. 1. The remaining part of the water is transferred via 
a rock tunnel to the reservoir lakes. From the reservoir lakes water is pumped to treatment plant no. 2, 
which cannot be supplied with water directly from the river. As the quality of the river water varies over 
time, the raw water intake is regularly closed for about 100 days per year (see e.g. Åström et al., 2007). 
Decisions to close the raw water intake are based on online monitoring and reports from operating bodies 
upstream, e.g. industries and municipalities. Typical parameters monitored online are turbidity, 
conductivity, redox-potential and pH. In addition, microbial sampling is regularly carried out for analysis 
of faecal indicator bacteria. When the raw water intake at the riverside is closed, the reservoir lakes 
supply both treatment plants with water. By reversing the flow direction in the rock tunnel, water from the 
reservoir lakes can be transferred to treatment plant no. 1. To avoid water shortage in the reservoir lakes, 
water from an additional water source can be pumped to the reservoir lakes or directly to treatment plant 
no. 2. 

The treatment plants have approximately the same production capacity and similar treatment 
processes, including chemical flocculation, sedimentation, filtration and disinfection. Online 
measurements and laboratory analyses are used to monitor the water quality at the treatment plants. The 
average drinking water demand is 165,000 m3/d and varies normally between 120,000 – 210,000 m3/d. 
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The maximum treatment capacity is 150,000 m3/d for treatment plant no. 1 and 120,000 m3/d for 
treatment plant no. 2. However, the treatment capacities are normally lower than the maximum due to 
maintenance work. Each treatment plant includes two major drinking water reservoirs used to ensure a 
continuous supply of drinking water. 

The distribution network is approximately 1,700 km in length and to ensure sufficient pressure in 
network areas at high altitudes, the water head is raised through 66 booster stations. In addition 14 service 
reservoirs are used to meet peaks in the water demand. To monitor the water quality in the distribution 
system, measurements are made regularly at different locations, e.g. in pumping stations and private taps. 

 

Raw water source / reservoir

Water treatment plant

Raw water distribution

Main raw water source 
(Göta Älv river)

Reservoir lakes

Additional
raw water
source (lake)

Water treatment
plant no. 1

Water treatment
plant no. 2

 
Figure 1 Schematic description of the raw water system in Göteborg. 

Analysis procedure 
The risk analysis was an iterative process with continuous updating of the fault tree structure and input 
data. The main steps in the analysis were: scope definition, system description, hazard identification, fault 
tree construction, evaluation of available data, expert judgements, risk estimation, uncertainty analysis 
and evaluation of results. A team of people with different knowledge about the system and the risk 
analysis method was set up to support the analysis work. The team included water utility personnel and 
researchers. 

Hazard identification and fault tree structure 
The identification of hazards was done simultaneously as the fault tree was constructed. It was an iterative 
process where events were identified and further developed until a required level of detail was obtained. 
The level of detail was considered sufficient when the fault tree properly corresponded to the system 
properties and when variables for the basic events could be estimated. All events did not have to be 
developed to the same level of detail to enable estimations of the required variables. Hence, the level of 
detail differed in the fault tree. In total, the fault tree was composed of 116 basic events, 100 intermediate 
events and 101 logic gates. 

As illustrated in Figure 2 the drinking water system was divided into its three main sub-systems and 
supply failure may therefore occur due to events in the raw water, treatment or distribution system. 
Within each sub-system quantity or quality failures may arise and cause supply failure. Even though 
quantity and quality failure were included in the same fault tree, the results were presented separately for 
the two failure types in order to retain transparency. To consider that failure in one sub-system may be 
compensated for in other sub-systems, the first variant of the AND-gates was used, see Figure 2. 

Raw water 
As shown above the supply of raw water in Göteborg has a complex structure and several events may 
cause quality and quantity failures. However, there are also several possibilities to compensate for failure 
that need to be considered. Since the drinking water system in Göteborg includes two treatment plants, 
quantity and quality failures were assigned with respect to their possible impacts on these plants. 

Quantity failure related to treatment plant no. 1 occurs if neither the river nor the reservoir lakes can be 
used to supply the treatment plant with raw water. However, for failure to occur, the drinking water 
reservoirs in the treatment plants and distribution system must also fail to compensate. Increased 
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production at the non-affected treatment plant may also enhance the ability to compensate for failure. It 
should be noted that the reservoirs and increased production can only prevent failure to occur for a limited 
period of time. Hence, the ability to compensate was modelled by means of the first variant of AND-gate. 
The events that may cause the water sources to become unavailable are related to failure of physical 
components (e.g. rock tunnels, pipes, pumps, siphons) or the actual quality of the raw water. Events 
affecting the raw water quality and guiding the water utility to close the raw water intake in the river are 
mainly related to precipitation, salt water intrusion from the sea and accidental releases of contaminants 
(Åström et al., 2007). Quantity failure related to treatment plant no. 2 was modelled in a similar way as 
for treatment plant no. 1. 

To model quality failures in the raw water system, measurable as well as non-measurable parameters 
causing an unacceptable water quality were considered. Supply of raw water of unacceptable quality to 
the treatment plants may be related either to non-detection of quality deviation or because no actions were 
possible, although the quality deviation was detected. However, unacceptable raw water quality may be 
compensated for in the treatment. To describe this process the second variant of AND-gate was used with 
unacceptable raw water quality and treatment fails to compensate as input events. For the latter event the 
probability that the unacceptable water quality can be compensated for at all, was represented by the 
probability of failure on demand (q). The mean failure rate (λ) and mean downtime (1/μ) describe how 
often the treatment efficiency is affected and for how long. Information on the latter two variables was 
provided by the treatment part of the fault tree. 

When quality failures related to the raw water were identified, the main focus was on microbiological 
hazards. In comparison to the other raw water quality parameters, faecal indicator bacteria has been found 
to regularly exceed the national quality standards for drinking water by far most (Göteborg Vatten, 2006). 
 

OR-gate
First variant of AND-gate

Q = Flow (Q = 0, no water is delivered to the consumer; Q > 0 water is delivered) 
C' = The drinking water does not comply with existing water quality standards

Supply failure

Raw water failure Treatment failure Distribution failure

Raw water quantity 
failure (Q = 0)

Treatment quantity 
failure (Q = 0)

Distribution quantity 
failure (Q = 0)

Quantity failure Quantity failure

Distribution quality 
failure (Q > 0, C')

Treatment fails to 
compensate

Distribution fails to 
compensate

Distribution fails to 
compensate

Treament quality 
failure (Q > 0, C')

Treatment fails to 
compensate

Distribution fails to 
compensate

Raw water quality 
failure (Q > 0, C')

Quality failure

Quality failure Distribution fails to 
compensate

 
Figure 2 Schematic fault tree including the main events. All events were further developed in the analysis 
using also the traditional AND-gate and the second variant of it. The distribution system was assumed to 
not be able to compensate for quality failure in previous sub-systems but have been included here to 
illustrate the general thinking. 

Treatment 
As for the raw water, failures in the treatment were divided into those related to treatment plant no. 1 and 
2, respectively. Quantity failure related to the treatment may occur due to physical damage of the 
treatment plant, making it impossible to transfer water, or due to failure of treatment processes resulting 
in unacceptable water quality. In the latter case the water utility has to detect the failure and decide to stop 
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the delivery. If the failure is not detected or the water utility decides not to stop the delivery, quality 
failure occurs. The focus when identifying quality failures in the treatment was on events that may 
jeopardise the ability to remove microbiological agents. This was reasonable since microbiological 
hazards in the raw water were considered as being the most important. 

Quantity failures in the treatment may be compensated for by reservoirs in the treatment plants and 
distribution system. Quality failures, however, were not considered possible to compensate for. 

Distribution 
There are no subsequent sub-systems that may compensate for failure in the distribution, but the 
distribution itself may in some cases compensate for quantity failures. Quantity failures in the distribution 
may occur due to: water cannot be transferred from the treatment plants to the distribution system; breaks 
in water mains, distribution pipes or service connections; failure of pumps in specific delivery zones; or 
failure in private buildings. If water cannot be transferred from one or both treatment plants to the 
distribution system (i.e. failure of pumps or pipes), the reservoirs in the distribution system may 
compensate for a limited time period. Pump failure in a delivery zone may be compensated for if there is 
a reservoir in that specific zone. For both cases the first variant of AND-gate was used, because the 
reservoirs only contains a limited volume of water and cannot be filled up until the failed components 
have been repaired. For the water mains one pipe burst is not assumed reason enough to cause failure that 
affect the consumers. Instead, two pipe bursts have to occur at the same time or one pipe burst 
simultaneously with limited supply of water from the treatment plants, making it hard to retain prescribed 
pressure in the system. 

Events that may cause quality failure in the distribution were divided into three types: quality 
deterioration due to microbial regrowth; intrusion of contaminants; and quality failure in private 
buildings. The first two types were divided into major and minor events, depending on the number of 
people affected. In this part of the fault tree no compensation was considered, since there are no barriers 
that may compensate for quality failures in the distribution. 

Data analysis and expert judgements 
The data needed for the fault tree analysis was based on hard data (e.g. measurements and statistics on 
events), expert judgements and combinations of these. Experts, mainly water utility personnel, were asked 
to estimate a probable highest and lowest value of the variable and this information was used as 
percentiles when estimating the probability distributions (Gamma and Beta). Also mean or median values 
were considered to make sure suitable probability distributions were obtained. When hard data was 
available, but not sufficient amount, expert judgements were used to supplement the data and enable an 
estimation of the variables. The use of hard data differed depending on the variable of interest. For some 
events the number of events that have occurred and their duration were available, and could be used to 
estimate the failure rate and downtime. When the ability to compensate for failure was studied, system 
properties could be used to calculate a probable highest and lowest value. Previous studies by the water 
utility and others were also used for the estimations. 

Tolerability criteria 
The City of Göteborg has prepared an action plan including performance targets regarding the supply of 
drinking water (Göteborg Vatten, 2006). These targets are politically established and can be considered as 
tolerable levels of risk. Thus, they were compared to the level of risk calculated by means of the fault 
tree. The targets evaluated within this study are related to the reliability of the supply, i.e. water quantity 
(Table 2). The comparison of the targets to the estimated level of risk is presented in the results section. 
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Table 2 Politically established performance targets used to compare to the estimated level of risk. 
No. Performance target 

1. Duration of interruption in delivery to the average consumer shall, irrespective of the reason, 
totally be less than 10 days in 100 years. 

2. Duration of interruption in delivery to the average consumer shall totally be less than six minutes 
per year, provided delivery from both water treatment plants. 

Results 
The fault tree analysis generated information on the probability of failure (PF), mean failure rate (λ) and 
mean downtime (1/µ) at all levels in the fault tree. In addition, also the expected value of CML (Customer 
Minutes Lost) was estimated for the average consumer. All results were presented separately for quantity 
and quality failures in order to retain transparency. In Table 3 the results are presented for the entire 
system (supply failure) and the three main sub-systems. 

 
Table 3 Summary of the estimated variables of quantity and quality failure for the entire system (supply 
failure) and the three sub-systems. For all variables the 5-, 50- (median) and 95-percentiles are presented. 
The expected value of CML, i.e. risk, is calculated for the average consumer. 

 Quantity failure Quality failure 
 P05 P50 P95 P05 P50 P95 
Supply failure       

CML [min·year-1] 72 391 1 684 103 564 3 399 
Probability of failure (PF) 0.08 0.14 0.32 0.03 0.06 0.25 
Mean failure rate (λ) [year-1] 306 411 543 7 10 13 
Mean downtime (1/µ) [h] 2 3 10 27 56 281 

Raw water failure       
CML [min·year-1] 15 274 1 560 33 482 3 322 
Probability of failure (PF) 0.004 0.008 0.017 0.006 0.013 0.046 
Mean failure rate (λ) [year-1] 1.0 1,8 3.6 0.5 1.1 3.2 
Mean downtime (1/µ) [h] 32 37 47 70 112 187 

Treatment failure       
CML [min·year-1] 2 43 264 2 31 140 
Probability of failure (PF) 0.0004 0.0012 0.0031 0.0004 0.0008 0.0015 
Mean failure rate (λ) [year-1] 0.6 1.3 2.7 0.7 1.2 2.0 
Mean downtime (1/µ) [h] 6 8 12 4 6 9 

Distribution failure       
CML [min·year-1] 4 16 93 8 30 98 
Probability of failure (PF) 0.07 0.13 0.31 0.02 0.04 0.24 
Mean failure rate (λ) [year-1] 303 407 539 5 7 10 
Mean downtime (1/µ) [h] 2 3 9 20 52 346 

 
Since the probability of failure represents the proportion of time the system is in failure mode, it can be 
used to calculate, for example, the expected number of days per year at least one consumer is exposed to 
quantity or quality failure. The mean failure rate can be used to calculate the mean time to failure (1/λ). 

As a probabilistic approach was used, the probability of exceeding the performance targets presented 
in Table 2 could be calculated. The first target was translated to an acceptable level of 144 CML per year 
for the average consumer. This level was compared to the quantity-related CML for supply failure in 
Table 3. The median value (391 CML) clearly exceeds the acceptable level and the calculations resulted 
in a probability of exceeding the target of 0.84, see Figure 3. The second target, expressed as 6 CML per 
year for the average consumer, was compared to an estimated risk level of 7 CML (median value). The 5- 
and 95-percentiles were 2 and 29 CML respectively, and the probability of exceeding the target was 0.58 
(Figure 3). The latter risk level is a combination of specific events and is not included in Table 3. 
To analyse the uncertainties, rank correlation coefficients were calculated to show which events affected 
the results the most. For example, when the quality-related CML for the entire system was analysed, it 
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was concluded that the number of people affected by quality failure in the raw water system was most 
important. Furthermore, it was concluded that the failure rate and duration of some of the events causing 
unacceptable raw water quality also had a high impact on the results. 

It should be noted that the results presented here are preliminary and based on the assumptions made 
when constructing the fault tree and estimating the variables. These assumptions need to be further 
analysed by involved experts before the results are used as a decision support. 
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Figure 3 Uncertainty distributions of risk levels, expressed as the expected value of CML per year, 
compared to performance target no. 1 (left) and 2 (right). The performance targets (144 and 6 CML per 
year) are indicated by solid vertical lines. The probabilities of exceeding the targets are 0.84 for target no.1 
and 0.58 for target no. 2. 

Discussion 
The fault tree analysis of the Göteborg systems provided information on risk levels as well as on the 
dynamic behaviour of the system. When comparing the calculated quantity and quality-related risk levels 
(expected value of CML) for the entire system with the results for the three sub-systems, it was concluded 
that the raw water system contributes most, while for the treatment and distribution a considerable lower 
contributions were observed. 

When comparing the treatment and distribution, a difference in the character of the failures was 
observed. For example, quantity failures in the distribution occur frequently, have a short mean downtime 
and affect a small number of people. The same type of failures occurs much more seldom in the 
treatment, have a short mean downtime and have the potential to affect a larger proportion of the 
consumers. Hence, by studying not only the CML but also the failure rate and downtime, information is 
provided on the dynamic behaviour of the system. Two sub-systems may cause same risk but have 
different dynamic behaviours. Two sub-systems may also have the same probability of failure but 
different failure rates and downtimes. 

As concluded above the large number of CML for the entire system (median 391) mainly originates 
from the raw water (median 274). In contrast, the high probability of failure and failure rate, as well as the 
short downtime, mainly originate from the distribution. This shows that the information on the top event 
in the fault tree should be studied together with information on lower levels, in order to obtain the true 
picture of the system. 

One reason failures in the raw water system have a large affect on the total number of CML is because 
it is the first part of the supply chain, and consequently may affect a large proportion of the consumers. 
This is also valid for the treatment, but in this specific system failures in the treatment have a shorter 
mean downtime compared to those in the raw water system. In contrast to the other two sub-systems, 
failures in the distribution most often affect a small number of people. 

The probabilistic approach used in the analysis made it possible to not only conclude if the mean or 
median value exceeds a specific target value or not, but also to what probability a target is exceeded. The 
comparison of the results to the politically established performance targets showed that both targets are 
exceeded with a probability of 0.84 and 0.58 respectively. This type of information raises an important 
question about the performance targets. The decision-maker does not only have to state an acceptable 
level of risk but also think about how certain he or she wants to be that it is not exceeded. 
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By carrying out uncertainty analyses at all levels in the fault tree, it was possible to identify which 
parts and events that contributed most to the uncertainties in the results. This is important information in 
order to assess where further information is most valuable to reduce the uncertainties in the results. 

The CML related to quality failure does not say anything about the actual health risk. The applied 
method does not include any consideration to health effects from drinking water unfit for human 
consumption. However, the analysis provides quantitative results that are directly related to the health-
based water quality standards. The resulting minutes a consumer is exposed to drinking of unacceptable 
quality can be used in a Quantitative Microbial Risk Assessments (QMRA) to calculate the actual health 
risk. Combining QMRA with the detailed system descriptions in the fault tree enables a focused search 
for best options to reduce the health risk. 

It is important that a fault tree is not constructed to fit available data. Instead, the most important thing 
is that the fault tree gives a realistic representation of the actual system. Gathering of data and converting 
data to the right format is the next step of the analysis. It is also important to consider previous events as 
well as events that may occur in the future. Hence, it is important to encourage participating experts to 
explore possible future events. 

When a fault tree has been constructed according to the method used here it is not only possible to 
estimate the current risk level. One of the advantages of the method is that the effects of possible risk-
reduction options can be modelled and evaluated by means of the fault tree. By changing the input data or 
including new events, e.g. new possibilities to compensate for failures, the effect of different measures 
can be compared. Hence, it can be used as a decision support tool. 

Conclusions 
Based on the risk analysis, it was concluded that the probabilistic fault tree method can be used to: 

- model entire drinking water systems, i.e. perform integrated analyses; 
- estimate risk levels in terms of quantity and quality-related CML; 
- understand the dynamic behaviour of the system; 
- estimate the probability of exceeding acceptable levels of risk or other criteria; 
- identify which events that contribute most to the uncertainties in the results, and consequently 

assess where further information is most valuable to reduce the uncertainties in the results; 
- update the analysis when new information becomes available; 
- model risk-reduction options and evaluate their efficiency; and 
- facilitate discussions on risks to the system and how the system function. 

An important further application of the method is to model risk reductions resulting from implementation 
of water safety measures in the system. This is further discussed by Rosén et al. (2008). 
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