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Abstract

Bit-interleaved coded modulation (BICM) is a flexible modulation/coding scheme which allows the designer to choose a modulation constellation independently of the coding rate. This is because the output of the channel encoder and the input to the modulator are separated by a bit-level interleaver. In order to increase spectral efficiency, BICM can be combined with high-order modulation schemes such as quadrature amplitude modulation (QAM) or phase shift keying. BICM is particularly well suited for fading channels, and it only introduces a small penalty in terms of channel capacity when compared to the coded modulation capacity for both additive white Gaussian noise and fading channels. Additionally, if the so-called BICM with iterative decoding (BICM-ID) is used, the demapper and decoder iteratively exchange information, improving the system performance.

At the receiver’s side of BICM, the reliability metrics are calculated for the coded bits under the form of logarithmic likelihood ratios, or simply $L$-values. These metrics are then deinterleaved and further used by the soft-input channel decoder. This thesis deals with the probabilistic characterization of the $L$-values calculated by the demapper when BICM is used in conjunction with high order QAM schemes. Three contributions are included in this thesis.

In Paper A the issue of the probabilistic modelling of the extrinsic $L$-values for BICM-ID is addressed. Starting with a simple piece-wise linear model of the $L$-values obtained via the max-log approximation, expressions for the probability density functions (PDFs) for Gray-mapped 16-QAM are found. The developed analytical expressions are then used to efficiently compute the so-called extrinsic information transfer functions of the demapper, and they are also compared with the histograms of the $L$-values obtained through numerical simulations.

In Paper B closed-form expressions for the PDFs of the $L$-values in BICM with Gray mapped QAM constellations are developed. Based on these expressions, two simple Gaussian mixture approximations that are analytically tractable are also proposed. The developments are used to efficiently calculate the BICM channel capacity and to develop bounds on the coded bit-error rate when a convolutional code is used. The coded performance of an hybrid automatic repeat request based on constellation rearrangement is also evaluated.

In Paper C closed-form expressions for the PDFs of the $L$-values in BICM transmissions with Gray-mapped QAM constellations over fully-interleaved fading channels are derived. The results are particularized for a Rayleigh fading channel, however, developments for the general case of a Nakagami-$m$ case are also included. Using the developed expressions, the performance of BICM transmissions using convolutional and turbo codes is efficiently evaluated. The BICM channel capacity for different fading channels and constellation sizes is also calculated.
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Part I

Introduction
Introduction

This first part of the thesis is intended to give a short introduction to its main topic: BICM with QAM constellations. This introduction is written aiming to facilitate the understanding of the included contributions in the second part. This chapter is organized as follows. In Section 1 the system model of BICM is introduced. In Section 2 the definition of the L-values is presented, and in Section 3 the concepts of mutual information and channel capacity are reviewed. In Section 4 BICM with iterative decoding is introduced, and in Section 5 previous works related to the PDF of the L-values are reviewed. In Section 6 the purpose and the contributions included in this thesis are presented. Finally in Section 7 some open problems in the field are listed, and in Section 8 a list of related contributions not included in this thesis is also presented.

1 Bit-interleaved Coded Modulation

Bit-interleaved coded modulation (BICM) was first introduced by Zehavi in [1], and later analyzed from an information theory point of view in the landmark paper of Caire et al. [2]. BICM owes its popularity to the fact that the channel encoder and the modulator separated by a bit-level interleaver may be chosen independently allowing for a simple and flexible design [2, Sec. V]. BICM is considered the dominant technique for coded modulation in fading channels [3], and it only introduces a small penalty when compared to the coded modulation capacity [2, 4]. BICM schemes have been proposed in the IEEE wireless standards such as IEEE 802.11a/g [5] (wireless local area network) and IEEE 802.16 [6] (broadband wireless access). Other examples include the low complexity receivers proposed by the IEEE for the multiband orthogonal frequency-division multiplexing (OFDM) ultra wideband (UWB) transceivers [7], and the wireless world initiative new radio (WINNER) consortium [8]. BICM-OFDM is also considered as a good candidate for power line communication systems [9]. An additional advantage of BICM compared to other schemes such as trellis coded modulation is that due to the flexibility imposed by the bit-level interleaver, the implementa-
tion of adaptive modulation and coding schemes is straightforward [10] (see for example [11]).

In order to increase the spectral efficiency, BICM can be combined with high-order modulation schemes. The most common modulation schemes used in practice are phase shift keying (PSK) and quadrature amplitude modulation (QAM). This thesis focuses on the latter. Borrowing from the idea of iterative processing, the performance of BICM can be further increased by exchanging information between the demapper and the decoder. This scheme called BICM with iterative decoding (BICM-ID) was proposed in [12] and further studied in [13–18].

In Fig. 1 a general discrete baseband BICM transmission model is shown. The vector of coded bits $y$ generated by the binary channel encoder (ENC) is interleaved ($\pi$) generating $y' = \pi(y)$. These coded and interleaved bits are then gathered in length-$n$ codewords $c_t$ such that $y' = [c_0, \ldots, c_{N-1}]$, where $N$ is the symbol block length. At any time instant $t$, the codeword $c_t$ is mapped to a complex symbol $x_t \in X$ using a binary memoryless mapping $M: \{0,1\}^n \rightarrow X$, where $X$ is the constellation alphabet. The symbols $x = [x_0, \ldots, x_{N-1}] = [M\{c_0\}, \ldots, M\{c_{N-1}\}]$ are sent through the channel whose output is given by $r_t = h_t \cdot x_t + \eta_t$, where $h_t$ is a complex channel gain and $\eta_t$ is a zero-mean, real, white Gaussian noise sample with variance $N_0$. Since the mapping is memoryless and both the noise and the complex channel gain samples are independent and identically distributed, from now on we drop the time index $t$.

The magnitude of the complex channel gain samples follow a Nakagami-$m$ distribution, which allows us to consider a wide range of channels ranging from a Rayleigh fading channel ($m = 1$) to an additive white Gaussian noise (AWGN) channel ($m \rightarrow \infty$). The instantaneous signal to noise ratio (SNR) is given by $\gamma = |h_t|^2/N_0$. The probability density function (PDF) of the instantaneous SNR is then given by

$$p_\gamma(\gamma; \bar{\gamma}, m) = \frac{\gamma^{m-1}}{\Gamma(m)} \left( \frac{\bar{\gamma}}{m} \right)^m \exp \left( -\frac{m\gamma}{\bar{\gamma}} \right), \quad (1)$$

where $\bar{\gamma} = E[\gamma]$ is the average SNR, $E[\cdot]$ is the expectation operator, and $\Gamma(v + 1) = \int_0^\infty \lambda^v e^{-\lambda} d\lambda$ is the gamma function. We limit our consideration to the idealized but often adopted context of a perfect channel estimator, i.e., the complex channel gain $h = [h_0, \ldots, h_{N-1}]$ is known at the receiver.

At the receiver’s side, the reliability metrics $L'_p$ are calculated by the demapper $M^{-1}$ in the form of logarithmic likelihood ratios (LLRs), or simply $L$-values. The deinterleaver ($\pi^{-1}$) generates the metrics $A_{\pi^{-1}} = \pi^{-1}(L'_p)$ used by the soft-input channel decoder (DEC) to produce an estimation of the transmitted bits. In Fig. 1 a feedback loop is also included to present the so-called BICM-ID scheme. In this scheme, the decoder generates extrinsic information $L_{\pi^{-1}}$, which is transformed by the interleaver into a-priori
Figure 1: Model of BICM(-ID) transmission.

information for the demapper, $L_P^e = \pi(A_P^e)$. The subscripts $P$ and $D$ are associated with the demapper and decoder respectively, and the superscripts $e$ and $a$ to extrinsic and a priori respectively. Note that in this case the demapper calculates the L-values $L_P'$ not only based on the channel information, but also on the a-priori information provided by the decoder.

In this work we analyze the most frequently considered idealized transmission setup, and consequently many aspects of practical receivers (such as for example channel estimation, time/frequency synchronization, or I-Q imbalance) are not taken into account [1, 2, 19]. Moreover, we assume infinitely long sequences and operation with an ideal infinite depth interleaver. It is worthwhile to mention that as with all idealized treatments, the results in a practical situation will deviate from theory. However, the theoretical framework provides a basis for a more detailed study, which may require numerical simulations to deal with an otherwise intractable analysis.

Throughout this thesis two different setups for BICM with QAM constellations are analyzed. The first case is when BICM is used together with capacity approaching codes (also called strong codes), i.e., turbo codes [20]. The second one is when the encoder/decoder is implemented using convolutional codes. If no iterations are performed between the demapper and the decoder, the scheme can be used in delay constrained systems, for example in control information blocks as proposed by the WINNER project [8] or in the low complexity receivers proposed by the IEEE for the multiband OFDM-UWB transceivers [7]. If iterations are present at the receiver, either because the decoder is iterative in nature or because the demapper and decoder exchange information in an iterative fashion, the system becomes relevant for applications where a more complex receiver and/or higher latency are affordable.
2 Logarithmic Likelihood Ratios

The logarithmic likelihood ratios (LLRs, or L-values) are used in BICM to represent the available knowledge about the coded bits. The L-values are used when information is exchanged between the demapper and the decoder, or inside the decoder when this is implemented using an iterative algorithm. The sign of an L-value corresponds to a hard decision on the bit, and its magnitude represents the reliability of the hard decision. In this section the L-values calculated by the demapper are presented and some approximations are reviewed.

2.1 Demapper

In this section we discuss L-values’ calculations for a bit positions \( k \) given a received symbol \( r \). Consequently, we do not use use the vectorial notation presented in the previous section. Moreover, to alleviate the notation, we will omit the subscripts \( \mathcal{P} \) and \( \mathcal{D} \). Here, the subindex \( k \) represents the bit position in the complex symbol. Note that to harmonize the notation used here with the one used in the included papers, an L-value calculated using its exact expression will be denoted by \( \tilde{L}_k \), while an L-value calculated using an approximation will be denoted by \( L_k \).

The a posteriori L-values calculated by the demapper \( \mathcal{M}^{-1} \) are defined as

\[
\tilde{L}'_k = \log \left( \frac{\Pr \{ c_k = 1 | r \}}{\Pr \{ c_k = 0 | r \}} \right),
\]

where \( r \) is the received signal, \( \Pr \{ \cdot \} \) denotes probability, \( k = 0, \ldots, n-1 \) is the bit position, and \( c_k \) is the \( k \)-th bit in the transmitted codeword \( c = [c_0, \ldots, c_{n-1}] \).

Using Bayes’ rule it is possible to express (2) as a sum of extrinsic and a priori L-values:

\[
\tilde{L}'_k = \log \left( \frac{\Pr \{ r | c_k = 1 \}}{\Pr \{ r | c_k = 0 \}} \right) + \log \left( \frac{\Pr \{ c_k = 1 \}}{\Pr \{ c_k = 0 \}} \right)
= \tilde{L}^e_k + L^a_k,
\]

where we have used \( L^a_k \) instead of \( \tilde{L}^a_k \) to emphasize the fact that these a priori L-values are obtained from the decoder, and we do not make any assumption on how they were calculated.

Using the definitions in Section 1, the conditional PDF of the received signal is given by

\[
p(r | x, h, \gamma) = \frac{1}{\sqrt{2\pi N_0}} \exp(-\gamma |r/h - x|^2),
\]
where the division by $h$ corresponds to the signal scaling due to channel tracking.

Additionally, we know that

$$\Pr\{c_j = b\} = \frac{\exp(b \cdot L_j^b)}{1 + \exp(L_j^b)}$$  \hfill (5)

Assuming independent bits $c_k$, and using (4) and (5), it can be demonstrated that the extrinsic L-values can be calculated as

$$\tilde{L}_k^e = \log \left\{ \frac{\sum_{a \in \mathcal{X}_{k,1}} \exp(-\gamma|\mathbf{r}/h - a|^2) \cdot \prod_{j=0, j \neq k}^{n-1} \Pr\{c_j = \beta_j(a)\}}{\sum_{a \in \mathcal{X}_{k,0}} \exp(-\gamma|\mathbf{r}/h - a|^2) \cdot \prod_{j=0, j \neq k}^{n-1} \Pr\{c_j = \beta_j(a)\}} \right\}$$

$$= \log \left\{ \frac{\sum_{a \in \mathcal{X}_{k,1}} \exp\left(-\gamma|\mathbf{r}/h - a|^2 + \sum_{j=0, j \neq k}^{n-1} \beta_j(a) \cdot L_j^a\right)}{\sum_{a \in \mathcal{X}_{k,0}} \exp\left(-\gamma|\mathbf{r}/h - a|^2 + \sum_{j=0, j \neq k}^{n-1} \beta_j(a) \cdot L_j^a\right)} \right\},$$  \hfill (6)

where $\mathcal{X}_{k,b}$ is the set of symbols from $\mathcal{X}$ having the $k$-th bit equal to $b$, and $\beta_j(a)$ is the $j$-th bit of the codeword labeling the symbol $a$.

Equation (6) tells us how the extrinsic L-values are calculated in BICM-ID for the $k$-th bit in the symbol, based on both the received symbol $\mathbf{r}$, and the available a priori information $L_j^a$ for $j \neq k$.

If there is no exchange of information between the demapper and the decoder (BICM), i.e., there is no a-priori information available ($L_j^a = 0$), (6) is reduced to

$$\tilde{L}_k^e = \log \left\{ \frac{\sum_{a \in \mathcal{X}_{k,1}} \exp(-\gamma|\mathbf{r}/h - a|^2)}{\sum_{a \in \mathcal{X}_{k,0}} \exp(-\gamma|\mathbf{r}/h - a|^2)} \right\},$$  \hfill (7)

where clearly from (3) it follows that $\tilde{L}_k^e = \tilde{L}_k'$.

Equation (7) tells us how the extrinsic L-values are calculated in BICM for the $k$-th coded bit based on the received symbol $\mathbf{r}$. Note that this calculation involves the computation of Euclidean distances to all the points in the constellation, applying exponential functions for each of them, and calculating the logarithm of the resulting sum.
2.2 Approximations

Exact metrics’ calculation given by (6) and (7) are based on computing the logarithm of the sum of exponential functions. However, it is clear from these equations that the number of exponentials involved increases linearly with the number of constellation symbols. This is the main motivation to seek for simplifications. The most common simplification is the so-called max-log approximation [21], i.e.,

$$\log\left\{ \sum_i \exp(\lambda_i) \right\} \approx \max_i \{\lambda_i\}.$$  \hspace{1cm} (8)

Using (8), the extrinsic L-values for BICM-ID in (6) become

$$L_{k}^{e} = \min_{a \in \mathcal{X}_{k,0}} \left( \gamma |r/h - a|^2 - \sum_{j=0,j\neq k}^{n-1} \beta_j(a) \cdot L_j^a \right) - \min_{a \in \mathcal{X}_{k,1}} \left( \gamma |r/h - a|^2 - \sum_{j=0,j\neq k}^{n-1} \beta_j(a) \cdot L_j^a \right),$$  \hspace{1cm} (9)

and for BICM in (7)

$$L_{k}^{e} = \min_{a \in \mathcal{X}_{k,0}} \left( \gamma |r/h - a|^2 \right) - \min_{a \in \mathcal{X}_{k,1}} \left( \gamma |r/h - a|^2 \right),$$  \hspace{1cm} (10)

where again $L_{k}^{e} = L_{k}^{e}$.

Although the L-values in (9) and (10) are suboptimal with respect to the ones in (6) and (7), it is known to have small—most often negligible—impact on the receiver’s performance when Gray-mapped constellations are used [22–24]. This simplification, proposed already in [1, 2], is frequently adopted for ease of the resulting implementation, e.g., by the 3rd generation partnership project (3GPP) working groups [25]. It is important to mention that the use of the max-log approximation also transforms the nonlinear relationship between $r$ and the L-values into a piece-wise linear function. This fact has been already noted in the literature, cf. for example [26, 27], and it greatly simplifies the analytical treatment.

The max-log approximation given by (8) can also be used in the decoding algorithm. When the maximum a posteriori probability (MAP) algorithm is implemented in the logarithmic domain (Log-MAP) using the Bahl, Cocke, Jelinek and Raviv (BCJR) algorithm, computations involving logarithm of sum of exponentials appear very often. Consequently, the max-log approximation can be used to reduce the decoding complexity originating the so-called Max-Log-MAP algorithm [28, 29].

Different approaches for simplified metrics calculation—most of them based on the Jacobi logarithm [21, 30]—have been investigated in the literature for both the decoding algorithm, and for the metrics calculation in
3 BICM Capacity

Like any other communication system, BICM has fundamental limits on its transmission rate. Using the standard information theory concepts of mutual information and channel capacity, these bounds can be calculated. In this section these concepts are reviewed, the coded modulation and the BICM capacity are presented, and the idea of a BICM channel is introduced.

3.1 Mutual Information and Channel Capacity

The mutual information (MI) between two events \( x \) and \( r \) is defined as \[ I(x; r) = \log_2 \left[ \frac{p(r|x)}{p(r)} \right], \] and it has a meaning of the amount of information about \( r \) given the occurrence of \( x \).

Since we are interested in the MI between inputs and outputs of a communication channel, we define here a discrete-time memoryless channel as a communication channel with inputs \( x \in \mathcal{X} \) and outputs \( r \in \mathcal{R} \), where \( x \) and \( r \) are outcomes of the random variables \( X \) and \( R \) respectively. Suppose in addition that the input symbols are selected with probability \( q(x) \) and the channel transition probability is given by \( p(r|x) \). A block diagram of this channel is presented in Fig. 2.

Since we are interested in average amounts of information that the output of the channel provides about the input, we define the average MI (AMI) between the random variables \( \bar{X} \) and \( \bar{R} \) as

\[
I(\bar{X}; \bar{R}) = \mathbb{E}[I(x; r)] = \int_{x \in \mathcal{X}} \int_{r \in \mathcal{R}} p(r|x) \cdot q(x) \cdot \log_2 \left[ \frac{p(r|x)}{p(r)} \right] dr \, dx,
\]
where $\tilde{X}$ and $R$ are respectively the supports of the random variables $\tilde{X}$ and $Z$.

The channel capacity—introduced in [34] by Claude Shannon—is a very important concept in communication theory because it determines a fundamental limit on the transmission rate of the system. The channel capacity of the channel in Fig. 2 is defined as the maximum AMI, where the maximization is over all possible input distributions $q(x)$, i.e.,

$$ C = \max_{q(x)} \left\{ I(\tilde{X}; R) \right\}. \quad (14) $$

It is of our interest in this work to consider two important MI calculations. The first one is related to the fact that in practical systems the channel input alphabet has a finite size and all the transmitted symbols are equiprobable. Let $x \in \mathcal{X}$ be the channel input where $x$ is an outcome of the random variable $X$, and where $\mathcal{X}$ is a finite-size set. Additionally, let the input symbols be selected with probability $q(x) = 1/|\mathcal{X}|$, where $|\mathcal{X}|$ is the cardinality of $\mathcal{X}$. In this case the AMI between the discrete input $X$ and the continuous output $R$ is given by

$$ I(X; R) = \frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} \int_{r \in \mathcal{R}} p(r|x) \cdot \log_2 \left[ \frac{p(r|x)}{\sum_{x' \in \mathcal{X}} p(r|x')} \right] dr. \quad (15) $$

The second important case to consider is when the inputs are binary and equiprobable, which transforms the channel in Fig. 2 into a so-called binary input soft output (BISO) channel. Let the binary set $B = \{0, 1\}$ be the set containing all the possible channel inputs, where in this case $b \in B$ is an outcome of the random variable $B$. Additionally, let the input symbols be selected with probability $q(b) = 1/2$. The AMI between the binary input $B$ and the continuous output $R$ is then given by

$$ I(B; R) = \frac{1}{2} \sum_{b \in B} \int_{r \in \mathcal{R}} p(r|b) \cdot \log_2 \left[ \frac{2 \cdot p(r|b)}{p(r|0) + p(r|1)} \right] dr. \quad (16) $$

In the following sections, and using the concepts introduced above, the so-called coded modulation (CM) capacity and the BICM capacity are presented. We feel that it is important to mention that the capacity expressions presented in the next sections (sometimes referred in the literature as “channel capacity”) are not channel capacity expressions in the strict sense of the definition (14). However, with a slight abuse of notation and in order to follow the common terminology used in the literature, we will refer to them as capacity expressions and we will denote them using $C$.

### 3.2 Coded Modulation Capacity

Let $x \in \mathcal{X}$ be the outcome of a random variable $X$, where $\mathcal{X}$ is a finite set of points in the complex plane, i.e., the constellation symbols in Fig. 1. Let also
Let $r \in \mathbb{C}$ be the outcome of a complex random variable $R$ which represents the received signal in Fig. 1. The so-called constrained capacity—also known as CM capacity—was first introduced in [4] and then presented in [2] as

$$C_{\text{CM}} = I(X; R) = n - \mathbb{E} \left[ \log_2 \frac{\sum_{a \in \mathcal{X}} p(r|a)}{\sum_{a \in \mathcal{X}} p(r|x)} \right],$$

(17)

where $n = \log_2 |\mathcal{X}|$ is the number of bits per transmitted symbol and $\mathcal{X}$ is the constellation alphabet. It is straightforward to see that (17) is simply a re-written version of (15).

Equation (17) is a fundamental bound for the transmission rate that a system using symbol-based decisions can achieve. This bound is applicable for example to trellis coded modulation systems, where the code and the modulator are jointly designed. This scheme can be obtained removing the bit-level interleaver in Fig. 1 and adding a symbol-level interleaver after the mapper $\mathcal{M}$.

### 3.3 BICM Capacity

The BICM capacity was first presented in [2, Sec. III], where it was shown that due to the ideal interleaving, the BICM system can be regarded as $n$ parallel memoryless and independent BISO channels, each of them associated with a bit position in the binary mapping $\mathcal{M}$.

Let $b \in \mathcal{B}$ be the outcome of a random variable $B$ where the binary set $\mathcal{B} = \{0, 1\}$ is the same as in Section 3.1. Let $I(B; R)$ denote the AMI between the binary input $B$ and the channel output $R$, where $R$ is defined as in Section 3.2. The BICM capacity is then defined as the average over the AMIs of each of the $n$ equivalent channels, i.e.,

$$C_{\text{BICM}} = n \cdot I(B; R)$$

$$= n - \sum_{k=0}^{n-1} \mathbb{E} \left[ \log_2 \frac{\sum_{a \in \mathcal{X}} p(r|a)}{\sum_{a \in \mathcal{X}_{k,b}} p(r|a)} \right],$$

(18)

where $\mathcal{X}_{k,b}$ is the subset of symbols in $\mathcal{X}$ labeled with $b \in \mathcal{B}$ in the bit position $k$.

It was demonstrated in [2] using the data-processing theorem [35] that the BICM capacity is always less or equal than the CM capacity

$$C_{\text{BICM}} \leq C_{\text{CM}}.$$
This can be intuitively understood as follows. In BICM the metrics of the coded bits within a received symbol are calculated disregarding the information available on the other \( n - 1 \) bits [36]. The difference between \( C_{BICM} \) and \( C_{CM} \) is in general very small, and consequently, the low complexity and high flexibility of BICM make it very attractive from an implementation point of view.

Both channel capacities (17) and (18) can be evaluated using numerical integration. It is also worth to mention that (17) does not depend on the mapping between the codewords and the constellation symbols. On the other hand, for BICM, the bit-to-symbol mapping does affect the capacity. In Fig. 3 both CM and BICM channel capacities are presented for 64-QAM with Gray mapping in an AWGN channel.

3.4 The BICM Channel

In BICM the channel decoder is provided with deinterleaved L-values. Assuming an ideal interleaver, the ensemble of elements between the output of the encoder and the input to the decoder, i.e., the interleaver, the modula-
tor, the propagation channel, the metrics’ calculator, and the de-interleaver, may be seen as a memoryless “BICM channel” with binary inputs $y$ (coded bits) and real outputs $\Lambda_{b_D}$ (deinterleaved L-values) [1, 19], i.e., a BISO channel. This concept is presented in Fig. 4.

Let $L_k$ be a random variable which represents an L-value calculated by the demapper for the $k$-th bit position given the transmitted symbol $a$, and let $p_{L_k}(\lambda | a)$ denote its conditional PDF. Let also $L$ denote an L-value at the output of the BICM channel (cf. Fig. 4), and with a slight abuse of notation, let $p_L(\lambda | b)$ denote its conditional PDF given a binary input of the BICM channel $b \in \mathcal{B}$. Clearly the PDF of the random variable $L$ is given by

$$p_L(\lambda | b) = \frac{2}{n \cdot |\mathcal{X}|} \sum_{k=0}^{n-1} \sum_{a \in \mathcal{X}_k,b} p_{L_k}(\lambda | a). \quad (20)$$

In general, when high-order constellations are used, it is well known that the binary mapping makes the BICM channel not symmetric, i.e., $p_L(\lambda | 1) \neq p_L(-\lambda | 0)$ for some $\lambda \in \mathbb{R}$. To clarify this, take for example the case of a Gray-mapped (see Section 4.2) 4-level pulse amplitude modulation (4-PAM) constellation as shown in Fig. 5. If we take a look at the mapping at each bit position, we can see that in average the bits transmitted for $k = 0$ have a higher protection level than for $k = 1$. This can be intuitively understood as follows. For $k = 1$ and independently of the transmitted symbol $x$, there is always a symbol with the opposite value of the bit at distance $2\Delta$. However, for $k = 0$, only the two symbols in the center of the constellation ($x = \pm \Delta$) fulfill this property. For the other two symbols in the extremes ($x = \pm 3\Delta$), the closest symbol labeled with the opposite value of the bit is at distance $4\Delta$ yielding a higher protection level.

Following the suggestion of [2], this problem can be overcome using a scrambler that randomly negates the transmitted bit and inverting the sign of the metrics at the receiver. If this symmetrization is used, it is possible
to define an averaged and symmetrized PDF $p_{L^s}(\lambda|b)$ as
\[
p_{L^s}(\lambda|b) = \frac{1}{n \cdot |X|} \sum_{k=0}^{n-1} \left[ \sum_{a \in \mathcal{A}_{k,b}} p_{L_k}(\lambda|a) + \sum_{a \in \mathcal{A}_{k,1-b}} p_{L_k}(-\lambda|a) \right],
\]
(21)
where the superscript in $L^s$ represents the imposed symmetry condition.

Using the simplified channel model presented in Fig. 4, and the symmetrization procedure described above, the capacity of the system can be calculated directly using (16) as
\[
C_{BICM} = n \cdot I(B; L^s) = \frac{n}{2} \sum_{b \in B} \int_{-\infty}^{\infty} p_{L^s}(\lambda|b) \cdot \log_2 \left[ \frac{2 \cdot p_{L^s}(\lambda|b)}{p_{L^s}(\lambda|0) + p_{L^s}(\lambda|1)} \right] d\lambda,
\]
(22)
where the coefficient $n$ takes into account the fact that there are $n$ bit positions.

Using (22), the BICM capacity can be efficiently calculated via one-dimensional integration. However, the problem that arises here is that the PDF of the metrics must be known analytically. A first approach to solve this problem is to estimate the PDF of the L-values using histograms, however, this does not allow analytical treatment and is usually a numerically complex task, especially when large constellation sizes are used. Other options to estimate the PDF of the L-values are the so-called cumulant method [37] or the Gaussian mixture models [38, 39]. As an example, in Fig. 6 the normalized BICM capacity ($I(B; L^s)$), calculated using (22), and based on histograms for 16 and 256-QAM and different channel models is presented. The L-values are calculated using exact metrics calculation (7) and using the max-log approximation (10). From this figure it is clear that in terms of capacity the degradation produced by the max-log approximation is very small and only perceptible for low SNR values. Similar degradation must be expected when capacity approaching codes, i.e., turbo or low-density parity-check codes are used [23].
Figure 6: Normalized BICM capacity ($C_{\text{BICM}} / n$) for 16 and 64-QAM and different channel models based on histograms. Solid lines denote exact metric calculation (7) and markers denote max-log metrics (10).

4 BICM with iterative decoding

Borrowing from the idea of iterative processing, BICM with iterative decoding (BICM-ID) can improve the performance of BICM. In this scheme, the demapper and the channel decoder exchange extrinsic information in an iterative fashion. In this section the concept of an iterative process and the so-called EXIT analysis are introduced, and a discussion about mappings for BICM-ID is also presented.

4.1 EXIT Analysis and Iterative Processing

An iterative process (also referred as a turbo process) is the process when different elements in the receiver exchange information in an iterative fashion in order to improve some parameter estimation. Although when the concept of iterative decoding dates back to 1954 with the work of Elias [29],

\[ I(B; E) \text{ [bit/channel use]} \]

\[ \text{SNR } \gamma \text{ [dB]} \]
a major breakthrough came when Berrou, Glavieux, and Thitimajshima introduced the so-called turbo codes in [20], which approached the theoretical limits as no other code had done in the past. The original turbo codes were formed by a parallel concatenation of two standard recursive convolutional encoders separated by an interleaver. At the receiver, both decoders exchange information in an iterative fashion continuously improving the decisions about the transmitted bits. After a certain number of iterations the process is stopped since more iterations do not yield a better estimate. An example of this process is shown in Fig. 7, where both decoders (DEC 1 and DEC 2) iteratively exchange extrinsic information. In this figure the superscripts SYS refers to the systematic bits, and P1 and P2 to the parity bits from the first and the second encoder respectively.

After turbo codes were introduced in 1993, the concept of iterative processing has been extended to different parts of the receiver. Nowadays it is common to design iterative receivers with algorithms for turbo synchronization, turbo equalization, turbo channel estimation, turbo multi-user detection, etc.

The resulting iterative process is highly non-linear, so to analyze it, approximations are often applied. The most popular one, known as the density evolution, treats the L-values as realizations of independent variables, whose PDF, evolving throughout the iterations, provides the information necessary to describe the iterative process. Such tracking of the PDFs is non-trivial because, in general, the closed-form expression for the PDF of the L-values are not known and are difficult to obtain [19]. An exception is the simple case of the demapper in binary phase shift keying (BPSK) modulation for which the PDF of the output L-values is known [40]. BPSK, however, does
not lend itself to iterative decoding. A useful simplification was proposed in [40], where only one parameter of the PDF—the AMI between the coded bits and the corresponding extrinsic L-values—is considered. This AMI can be directly calculated using (16), and it has been proved in [41] to produce an accurate description of the iterative process. This approximation produces the so-called extrinsic information transfer (EXIT) charts, which, using a two-dimensional space, provides a good insight into the density evolution.

For a turbo decoding process like the one presented in Fig. 7, the EXIT functions of both decoders (DEC 1 and DEC 2) can be drawn, and consequently the performance of the system can be predicted. Analogously, for a BICM-ID receiver, the EXIT functions of the demapper and the decoder must be considered.

An important property of turbo codes, BICM-ID, and an iterative processes in general, is that the performance in terms of bit-error rate (BER) can be divided into two distinct regions: an early convergence region (also called waterfall region) and an error floor region. These two regions are illustrated in Fig. 8, which presents the BER obtained using a turbo code in an AWGN channel. The early convergence region is the SNR range where a small increase in the SNR value will produce a substantial decrease in the BER (steep BER curve). The error floor region instead, is the SNR range where no substantial improvements should be expected by increasing the SNR (flat BER curve).

### 4.2 Mappings for BICM-ID

Soon after BICM-ID was introduced, the key role of the binary mapping was recognized. Abundant literature exists discussing the design of bit mappings for improving the system performance in the waterfall or the error-floor region, cf. for example [15, 16, 40, 42–45].

The mapping block $\mathcal{M}$ in Fig. 1 maps bijectively the codewords $c$ to the constellation points $\mathcal{M} : \{0, 1\}^n \rightarrow \mathcal{X}$. Among all the $|\mathcal{X}|!$ possible mappings (including equivalent mappings), one family of mappings is of special interest due to its theoretical and practical implications. A Gray mapping is defined as a binary mapping $\mathcal{M}$ such that the closest neighbor to any constellation symbol is always at Hamming distance one (cf. for example Fig. 5). Within this family of mappings, the so-called binary reflected Gray code (BRGC) is of special importance since it has been proved in [46] to be the optimum mapping in the sense of minimizing the uncoded asymptotic

---

1 The numerical results are obtained using a turbo code formed by the parallel concatenation of two recursive systematic convolutional (RSC) codes with polynomial generators $(1, 5/7)_8$. Alternate puncturing of the parity bits yields an overall rate of 1/2. The information block length is 512 bits, the channel is an AWGN channel, and the constellation is 16-QAM with Gray mapping. The decoder is implemented using the Log-MAP algorithm with 10 iterations.
BER for $M$-PSK, $M$-PAM and $M^2$-QAM. Moreover, in [47] it has been proved that the BRGC is in fact optimum not only asymptotically, but also for a significant range of SNR. More details about how to construct such BRGC mappings can be found in [46].

It is also worth mentioning that for BICM it was conjectured in [2] that a Gray mapping maximizes the BICM capacity given by (18). It should be mentioned that in [2] it was not specified which specific Gray mapping is the one which maximizes the BICM capacity. This conjecture has recently been disproved in general in [48], however, it seems that the optimality of Gray mappings, and particularly of the BRGC, holds for most of the relevant cases. Additionally, it is worth mentioning that nowadays it is well understood that Gray mappings offer small improvements through the iterations in BICM-ID.

Another interesting concept worth to mention here is the so-called irregular modulation (also called modulation doping), where different signal constellations and/or mappings are applied within the block of transmitted
symbols. This method gives the designer an extra degree of freedom to optimize the iterative process based on some criterion. For a more detailed discussion about this topic, the reader is referred to [17, 49].

In BICM-ID an extreme situation occurs when the iterative process converges and, after certain number of iterations, a perfect knowledge on all the other bit positions can be assumed. This case is usually called error free feedback (EFF), which is important to analyze the BER in the error floor region, and where the detection process of high-order modulation schemes is transformed into a detection of BPSK signals. Here it is worth mentioning that the so-called Euclidean distance spectrum (EDS) (also called Euclidean distance profile) is a very useful concept to analyze the performance of BICM-ID in the error floor region. The EDS for any constellation with EFF is defined as the number of pairs of constellation symbols at a certain Euclidean distance with Hamming distance one. We denote the sorted list of possible Euclidean distances as \( L = (\lambda_1, \ldots, \lambda_P) \), where \( \lambda_p \) is the \( p \)-th Euclidean distance and \( \lambda_p < \lambda_{p+1} \). We also define here the free Euclidean distance in the EDS, \( \lambda_{\text{free}} \), as the first nonzero element in \( L \).

As an example, in Fig. 9 we present the optimized mapping M16a of [16] and also a mapping denoted by M16c which has the property of having a concave EXIT function\(^2\). The EDS with EFF for both mappings is given in Table 1 assuming a unitary minimum distance between the constellation points. Note that this analysis can also be done in a per-position basis, which would be useful to analyze the error floor region of BICM-ID when parallel interleavers are used for each bit position (instead of one interleaver) as in the original work of Li et al. [12].

We emphasize that the EDS can be used to predict the performance of BICM-ID in the error floor region. If the objective is to minimize the BER in this region, a good mapping would be a mapping where the free Euclidean distance is maximized, and where the multiplicity of \( \lambda_{\text{free}} \) is minimized. Based on Table 1 we can see that the mappings M16a and M16c have free Euclidean distances \( \lambda_{\text{free}}^{M16a} = \sqrt{5} \) and \( \lambda_{\text{free}}^{M16c} = 1 \) with multiplicity 16 and 4 respectively. Consequently, BICM-ID with M16a will give a lower BER in the error floor region than BICM-ID with M16c. More details about the EDS for BICM can be found in [10].

In Fig. 10 and Fig. 11 a typical EXIT chart for two BICM-ID schemes using 16-QAM are shown. Fig. 10 shows a system formed by an RSC code with polynomial generators \((1, 5/7)_8\) and the optimized mapping M16a [16] (cf. Fig. 9), and Fig. 11 shows a system formed by an RSC code with polynomial generators \((1, 4/7)_8\) and the mapping M16c (cf. Fig. 9). The horizontal and vertical lines represent the decoding process (each segment corresponds to half an iteration). In both figures the EXIT function of

\(^2\)This mapping has not been published and it provides a good tradeoff between early convergence and error floor performance.
the BRGC is also shown. In the axis of these figures, and with a slight abuse of notation, we denote the AMI between the coded bits and the extrinsic L-values generated by the decoder $I^e_D$, and the AMI generated by the demapper by $I^e_P$. Analogously, the a priori AMI (superscript $a$) used by the decoder and the demapper are denoted by $I^a_D$ and $I^a_P$ respectively.

In Fig. 10 we can appreciate that the tunnel between both curves just opened up, which means that the so-called turbo cliff is reached at this SNR value ($\gamma = 7.76$ dB). The iterative process reaches (after many iterations) the upper right corner of the curves, which means that the BER will be quite low. In this case, a small increase in the SNR will produce a substantial decrease in the BER, however, if the SNR decreases, the tunnel will be closed, and the BER might be quite high (the iterative process does not
converge). If we analyze Fig. 11, we can see that the tunnel is widely open, but the iterative process will stop after approximately 7-8 iterations (when both curves cross each other). This will produce a higher BER, however, the second scheme will converge for a lower SNR, i.e., a small decrease on the SNR will not close the tunnel. This is the so-called early convergence property which can also be appreciated in the design of turbo codes [40].

The importance of the EXIT analysis presented previously for BICM-ID is that it allows the designer to select the mappings and the code according to some optimization criteria, for example low error floor or early convergence, without many full BER simulations. A major drawback of this analysis is that the curves are obtained by numerical simulations since the PDFs of the L-values (which allows us to calculate the AMI) are not known.
5 PDF of L-values

As detailed in Section 3, the BICM system can be regarded as a BISO channel which is completely defined by the PDF of the outputs (L-values). Consequently, knowing the PDF of the L-values allows us to calculate the BICM capacity and also to predict the coded performance in terms of BER. In this section, previous works addressing the issue of modeling the PDF of the L-values are presented, and a simple performance evaluation method is reviewed.

5.1 Previous Work

Analytical expressions for the PDF of the L-values are known for BPSK and quadrature phase shift keying (QPSK) modulations in fading and non-fading channels [40] for BICM. The difficulty in finding the PDF for high-order modulations, recognized in [19], can be alleviated when the so-called max-log approximation is used in the receiver to calculate the L-values. Thanks to this approach, analytical expressions for the PDF were developed in [50] for 16 and 64-QAM, and in [51] for 8 and 32-PSK. A general methodology to
find closed-form expressions for the PDF of the L-values, which is applicable to any constellation and mapping, was also presented in [52]. However, this general methodology is algorithmic in nature, i.e., requires nontrivial programming.

5.2 Performance Evaluation

Evaluation of performance of BICM for high-order modulations was usually limited by the lack of formal description of the metrics used in the decision process. This problem was partially palliated by bounding techniques, e.g., [1] or the so-called expurgated bounds in [2]. However, these bounding techniques are either very loose, or when tight, they must be algorithmic.

To analyze the performance of any linear code under maximum likelihood (ML) decoding, union bound techniques are often used. The union bound (UB) on the BER for a convolutional code—which represents an upper bound on the BER of the code $P_b$—is given by [33, Sec. 4.4]

$$P_b \leq UB = \sum_{d=d_{\text{free}}}^{\infty} \beta_d \cdot \text{PEP}(d),$$

(23)

where $d_{\text{free}}$ is the free distance of the code, $\beta_d$ is the weight distribution spectrum of the code, and PEP($d$) is the pairwise error probability, which represents the probability of detecting a codeword with Hamming weight $d$ instead of the transmitted all-zero codeword.

The weight distribution spectrum of the code $\beta_d$ is the number of bit errors (the information error weight) for error events of distance $d$. Although this concept was first used for convolutional codes, it is also possible to calculate the weight distribution spectrum of a turbo code using the uniform interleaver concept introduced in [53, 54]. Different algorithms for calculating spectrums can be used, for example the recursive algorithm presented in [55].

For a symmetric and memoryless channel, the pairwise error probability in (23) can be written as the tail probability of a sum of $d$ L-values in the nonzero path [19, 56], i.e.,

$$\text{PEP}(d) = \Pr \left\{ \sum_{j=1}^{d} L(j) > 0 \right\}$$

$$= \int_{0}^{\infty} \sum_{d} p_{\text{L}}^{\Sigma}(\lambda) d\lambda,$$

(24)

where $p_{\text{L}}^{\Sigma}(\lambda)$ represents the PDF of the sum of $d$ L-values. Since the L-values are assumed to be independent (due to the ideal interleaver), the PDF of their sum is a convolution of the individual PDFs. The pairwise
error probability is then calculated as an integral of this convolution over the positive values of the argument $\lambda$.

Pairwise error probability calculations are straightforward for BPSK or QPSK, however, for high-order QAM modulations, they become nontrivial. Important contributions addressing this issue have been published recently by A. Martinez, A. Guillén i Fàbregas and G. Caire who presented in [57] a method to approximate the BISO BICM channel by a BPSK channel with scaled SNR. Another approach presented by the same authors to tackle this problem is the so-called saddlepoint approximation [19], which has also been used in [56] for computing bounds on the BER for BPSK over fading channels. The main drawback of these approaches is that both rely on numerical integration.

6 Purpose and Contributions

The purpose of this thesis is to develop methods to characterize the performance of BICM when high-order modulation schemes are used. The main contribution is the development of analytical expressions for the PDF of L-values for BICM and BICM-ID. Based on these results the BICM capacity is efficiently calculated and the coded performance is predicted using union bound techniques. Moreover, BICM with a packet retransmission scheme is analyzed, and the EXIT functions of the demapper for BICM-ID are also calculated.

The use of histograms (obtained through Monte-Carlo simulation) or other estimation methods (for example the cumulant method or the Gaussian mixture models) as estimates of the PDFs do not allow for an analytical treatment and are computationally costly alternatives when compared to the use of closed-form expressions. This provides the motivation to derive analytical expressions for the PDF.

The three contributions included in this thesis are summarized in the following list.

Paper A – On the Distribution of Extrinsic L-values in Gray-mapped 16-QAM

In this paper the issue of the probabilistic modeling of the extrinsic L-values for BICM-ID is addressed. Starting with a simple piece-wise linear model of the L-values obtained via the max-log approximation, expressions for the cumulative distribution functions (CDFs) of the L-values are found. The desired forms of the PDFs for Gray-mapped 16-QAM are found differentiating the CDF. The developed analytical expressions are then used to efficiently compute the so-called EXIT functions of the demapper for different values
of SNR. The proposed analytical expressions are also compared with the histograms of the L-values obtained through numerical simulations.

**Paper B – Distribution of L-values in Gray-mapped $M^2$-QAM: Closed-form Approximations and Applications**

In this paper closed-form expressions for the PDFs of the L-values in BICM for QAM constellations with Gray mapping are developed. Based on these expressions, two simple Gaussian mixture approximations that are analytically tractable are also proposed. The developments are used to efficiently calculate the BICM capacity, and to develop bounds on the coded bit-error rate when a convolutional code is used. The coded performance of an hybrid automatic repeat request (HARQ) based on constellation rearrangement is also evaluated.

**Paper C – Distribution of Max-Log Metrics for QAM-based BICM in Fading Channels**

In this paper closed-form expressions for the PDFs of the L-values in BICM transmissions over fully-interleaved fading channels are derived. The expressions are valid for the relevant case of QAM schemes with Gray mapping when the metrics are calculated via the so-called max-log approximation. The results presented are particularized for a Rayleigh fading channel, however, developments for the general case of a Nakagami-$m$ case are also included. Using the developed expressions, the performance of BICM transmissions using convolutional and turbo codes is efficiently evaluated, i.e., without resorting to otherwise required two-dimensional numerical integration. The BICM capacity for different fading channels and constellation sizes is also evaluated.

### 7 Future Work

Some open issues related to the work presented in this thesis are described in the following list:

- It is still not clear which mappings are the ones which maximize the BICM capacity. As discussed previously, a Gray mapping was conjectured to be the optimal, however, this has been been recently disproved. Consequently, an open problem is to find the optimum mapping for any constellation size. Based on the results available in the literature, which are available only for small constellation sizes where it is still possible to do a full search, it seems that there is no unique optimum mapping. However, the BRGC is a good candidate since
numerical results have shown that this mapping is the optimum for most of the analyzed cases and SNR values of interest.

- Although good mappings for BICM-ID are well-known in the literature, there are no systematic methods to construct them. All the good mappings are found based on some algorithmic search which has obvious limitations when the constellation size increases. It is known that mappings for BICM-ID can be characterized by its EDS which is analogous to the distance spectrum of a convolutional code. In this sense, it would be possible to calculate the minimum free distance of the mapping for a given constellation size, and eventually come up with a method to systematically construct good mappings based on optimum EDS.

- It is well-known that the optimum BICM-ID design can be achieved if the code and the mapping are jointly designed. In the literature however, this approach is considered too difficult, and in general the design of mappings is tackled for a given code and vice versa. Moreover, the interleaver design in this case is also crucial, but in most of the cases is completely ignored.

- Since the binary mapping of high-order modulation schemes produces unequal error protection, the code and the interleaver can be designed to take into account this property. With a proper selection of code and interleaver design, a performance improvement should be expected when compared to the standard codes and the (pseudo)random interleaver used up to now.

8 Related Contributions

Other related publications by the author, which are not in included in this thesis, are:
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