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Abstract

The increased requirements on supervision, control, and performance in modern
power systems make power quality monitoring a common practise for utilities. Large
databases are created and automatic processing of the data is required for fast and
effective use of the available information.
Aim of the work presented in this thesis is the development of tools for automatic

analysis of monitoring data and in particular measurements of voltage events. The
main objective of the analysis is the identification of the event origin (event clas-
sification). It is shown that event classification can be achieved by considering the
voltage magnitude of the three phases. In the group of events that cause a temporary
decrease in voltage magnitude (voltage dips) three classes are found: fault-induced
events, transformer saturation events and induction motor starting events. Measure-
ments and simulations are used for the analysis of these events. Emphasis is given
on fault-induced events that present different stages of magnitude (multistage dips)
and transformer saturation dips.
Different aspects regarding voltage magnitude estimation are studied using Kalman

filtering. Two segmentation algorithms are proposed to divide voltage waveforms
into several possible events. Kalman filtering is also used for voltage dip detection.
An expert system is developed for automatic event classification and analysis.

The expert system uses the voltage waveforms and distinguishes the different types
of voltage dips as well as interruptions. A method for classification is used based
on the proposed segmentation algorithms. The expert system is tested using over
900 measured voltage recordings. The results show that the expert system enables
fast and accurate analysis of power quality measurements. One more method for
automatic event classification is proposed. The method uses discrete rms voltage
measurements. Discrete rms voltage measurements form a memory saving option
that power quality monitors offer instead of saving the actual voltage waveforms.
It is shown that classification is possible even with rms measurements using the
segmentation-based approach.
Power system transients are also studied. Measurements and simulations are used

for analysis of these events. Aspects related to the frequency contents of these events
are discussed.
Overall, this thesis shows that automatic processing of power quality monitoring

can be achieved by following a number of well-defined steps. Automatic classifica-
tion can be applied to large databases and simplify the processing and analysis of
monitoring data.

Keywords: power quality, power system monitoring, voltage dips, power sys-
tem faults, induction motors, transformer saturation, short time Fourier transform,
Kalman filtering, pattern classification, expert systems, power system transients.
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Chapter 1

Introduction

1.1 Background

The increasing use of equipment sensitive to power system disturbances [1] and the
related economic aspects [2], the increasing awareness of power quality issues and
deregulation [3], have created a need for extensive monitoring of the power system
operation. Customers with sensitive equipment like adjustable speed drives, power
electronics or computers, use monitoring to locate the source of the problems that
might occur. On the other side, utilities try to meet the demands of their customers:
they monitor to prove that the quality of the offered power is within the pre-specified
standards and to obtain the necessary information for solving problems. Finally,
deregulation creates a challenging and competitive new environment, where power
quality becomes a commodity and as such it must be monitored and measured.

1.1.1 Power quality and power system events

The term power quality refers to a wide variety of electromagnetic phenomena that
characterise the voltage and current at a given time and at a given location on the
power system [4].

A power system event is a recorded (or observed) current or voltage excursion
outside the predetermined monitoring equipment thresholds . A power disturbance
is a recorded (or observed) current or voltage excursion (event) which results in an
undesirable reaction in the electrical environment or electronic equipment or systems.
The term power problem refers to a set of disturbances or conditions that produce
undesirable results for equipment, systems or a facility [5].

The term event is typically used to describe significant and sudden deviations of
voltage or current from its normal or ideal waveform (like in Figure 1.1) unlike the
term variation which is used to describe small deviations from the nominal values
[6]. The monitoring of events is done using certain triggering thresholds. Voltage or
current variations are obtained by continuous monitoring as shown in Figure 1.2.
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Table 1.1 gives the different categories of electromagnetic phenomena that may
appear in a power system [4]. This categorisation is done in terms of the frequency
components (spectral contents) which appear in the voltage signals during the phe-
nomenon, the duration of the phenomenon and the typical voltage magnitude. These
phenomena are mainly caused by:

• external to the power system factors. For example lightning strikes cause
impulsive transients of large magnitude.

• switching actions in the system. A typical example is capacitor switching
which causes oscillatory transients.

• faults which can be caused, for example, by lightning (on overhead lines) or
insulation failure (in cables). Voltage dips and interruptions are phenomena
related to faults.

• loads which use power electronics and introduce harmonics to the network.

For some of the events related to the classes in Table 1.1, protection operation is
triggered. In the case of a fault the protection system will isolate the part of the
network where the fault occurred. The protection system is designed to respond in
short time and eliminate the risk for both the system and the customers (high cur-
rents caused by the fault are a threat for the elements of the system and the resulting
voltage dips might cause problems to certain loads). In the case of high amplitude
transients (caused by lightning or switching actions), overvoltage protection equip-
ment (for example surge arresters) are employed to avoid damage in the elements
of the system. However, for other events, protection operation is not expected. For
example, the switching of large induction motor load might cause an increase in
current and a voltage dip but normally no action is taken by the protection system.

1.2 Power quality monitoring objectives

The increased requirements on supervision, control, and performance in modern
power systems make power quality monitoring a common practice for utilities. Power
quality monitoring is necessary to characterise electromagnetic phenomena at a par-
ticular location of the network. The objective of monitoring can be [4]:

• the diagnosis of incompatibilities of the power system with the load.

• the evaluation of the electric environment at a part of the system in order to
refine modelling techniques or to develop a power quality baseline.

• the prediction of future performance of load equipment or power quality miti-
gating devices.

For example, an important aspect of power quality monitoring is the collection
of information regarding the performance of the system in terms of voltage dips

Automating Power Quality Analysis 3
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Table 1.1: Categorisation of electromagnetic phenomena [4]
Typical

Categories Typical Typical voltage

spectral content duration magnitude

1.0 Transients

1.1 Impulsive

1.1.1 Nanosecond 5 nsec rise < 50 nsec

1.1.2 Microsecond 1 µsec rise 50 nsec - 1 msec

1.1.3 Millisecond 0.1 msec rise > 1 msec

1.2 Oscillatory

1.2.1 Low frequency < 5 kHz 0.3 -50 msec 0 - 4 pu

1.2.2 Medium frequency 5 - 500 kHz 20 µsec 0 - 8 pu

1.2.3 High frequency 0.5 - 5 MHz 5 µsec 0 - 4 pu

2.0 Short duration variations

2.1 Instantaneous

2.1.1 Interruption 0.5 - 30 cycles < 0.1 pu

2.1.2 Sag (dip) 0.5 - 30 cycles 0.1 - 0.9 pu

1.1 2.1.3 Swell 0.5 - 30 cycles 1.1 - 1.8 pu

2.2 Momentary

2.2.1 Interruption 30 cycles - 3 sec < 0.1 pu

2.2.2 Sag (dip) 30 cycles - 3 sec 0.1 - 0.9 pu

2.2.3 Swell 30 cycles - 3 sec 1.1 - 1.4 pu

2.3 Temporary

2.3.1 Interruption 3 sec - 1 min < 0.1 pu

2.3.2 Sag (dip) 3 sec - 1 min 0.1 - 0.9 pu

2.3.3 Swell 3 sec - 1 min 1.1 - 1.2 pu

3.0 Long duration variations

3.1 Interruption sustained > 1 min 0.0 pu

3.2 Under-voltages > 1 min 0.8 - 0.9 pu

3.3 Overvoltages > 1 min 1.1 - 1.2 pu

4.0 Voltage unbalance Steady state 0.5 - 2 %

5.0 Wave distortion

5.1 dc offset Steady state 0 - 0.1 %

5.2 Harmonics 0 - 100th harmonic Steady state 0 - 20 %

5.3 Inter-harmonics 0-6 kHz Steady state 0 - 2 %

5.4 Notching Steady state

5.5 Noise Broadband Steady state 0.1 %

6.0 Voltage fluctuations < 25 Hz Intermittent 0.1 - 7 %

7.0 Power frequency variations < 10 sec
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and interruptions [6]. For voltage dips, the obtained information (magnitude and
duration) are usually compared with the voltage tolerance curves of the loads (for
example the CBEMA curve [6]) to evaluate the influence of these events.

Monitoring within a certain site (industrial, residential or domestic) can reveal
the origin of problems and give the necessary information for their solution. In
[7], two cases are described. In the first case, monitoring revealed that a pump
control system was vulnerable to voltage dips and a constant voltage transformer
was installed to support the voltage. In the second case, monitoring showed that
plants in the same geographical area were experiencing voltage dips of relatively
long duration. This long voltage dips were effecting the operation of a number of
apparatuses. The problem was solved by speeding up the protection clearance times
at certain points in the zone of influence of the plants. Fault analysis in general can
be benefited by monitoring [8].

The collected waveforms of voltage and current can be also used to test protection
and control algorithms [9].

1.3 Power quality monitoring equipment

Technological achievement in digital signal processing, microprocessors and storage
devices made possible the development of monitoring systems with large capabilities.
A wide variety of monitoring systems are available for different purposes (Figure 1.3).

These monitoring systems are designed to accept voltage and current quantities.
Typical instrument input limits are 600 V rms for voltage and 5 A rms for current.
Voltage transducers and current transformers are used to obtain usable signal levels
[10].

Modern digital monitors utilise analog-to-digital (A/D) converters to convert the
analogue signals (voltages or currents) into numeric values to be processed by the in-
strument. A/D converters of order up to 20 bits are available for increased resolution.
Sampling rates up to 640 samples are today available thus increasing significantly
the details on the variations in the waveform that can be captured. After the signals
have been digitised, the processor of the monitor operates on the measurements to
derive a number of power quality parameters. The measurements and the calcu-
lated parameters can be saved in the monitor or alternatively be transferred to a
host computer. Intranet technologies are employed for the acquisition of the ob-
tained information at the appropriate location [11]. The modems that are used for
the transfer can reach a speed of 400 Mb/sec [10].

Typical power quality parameters obtained by most monitors are:

• rms values of voltage and current.

• harmonics of voltage and current.

• total harmonic distortion of voltage and current (THD).

Automating Power Quality Analysis 5
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Figure 1.3: Power quality monitor

Typically, these attributes are calculated over a short period of time and then
their averages are recorded by the monitor.

Probably the most important task of these monitors is to capture power system
events without running out of memory while monitoring. For event capturing, a
common method for triggering is on rms changes by setting thresholds. Typical
thresholds are ±10 % of the nominal voltage. Comparison of each cycle with the
previous cycle can also be used for capturing events that do not cause significant
rms changes. Transients are captured with this type of triggering. Alternatively,
the monitor can be set to capture events for which unbalance between the phases
appears.

The choice of thresholds is important in order to avoid saturating the memory of
the monitor with events of little importance. Adaptive thresholds can be utilised to
regulate the rate of capture in case of high rate of incoming events [10]. A better
solution is the monitor to analyse the event and then, based on the analysis results,
decide whether to store it or not. Automatic processing tools are required in this
case.

1.4 Data collection

The analysis presented in this thesis is on voltage measurements. Data presented
and analysed come from:

• Göteborg Energi Nät AB. Göteborg Energi Nät AB is the electrical utility of
the city of Göteborg, Sweden. The measurements were obtained by a small
number of monitors placed at the sub-transmission and distribution network
(132 kV, 10 kV and 400 V).

• SINTEF Energy Research. SINTEF is a norwegian research organisation. The
measurements were obtained by monitors placed at medium and low voltage

6 Automating Power Quality Analysis
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Data storage

system

telephone lines
Multiple Monitor Support

and Download Stations

Power Quality

Server Computer

Internet/

Company Intranet

Monitors

Figure 1.4: The Scottish Power monitoring program

networks during a power quality survey that was carried out for the norwegian
utilities.

• Scottish Power (Scotland). More details about this monitoring program are
given in the next section.

1.4.1 The Scottish Power monitoring program

Scottish Power, an electrical utility in Scotland, runs an extensive monitoring pro-
gram in its distribution system for several years. Aim of the company is to provide
monitored data for problem assessment, improve the communication with their cus-
tomers and assist them with problem investigation.

The company serves over 1.7 million customers (domestic, commercial and in-
dustrial). The distribution system consists of 83,000 circuit kilometers of overhead
lines and underground cables operating at 33 kV, 11 kV and 415/240 V with around
38,000 substations. About 70 % of the distribution network is underground.

A large number of fault recorders is installed: around 90 fault recorders were in
operation in 1997 and over 150 at present [7]. The monitors are triggered by voltage
or current excursions and are able to capture their waveforms. In two years of oper-
ation (1997-1999) over 20,000 events were captured. The recordings are transferred
by modems in the main computer in the company’s headquarters (Figure 1.4).
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1.5 Motivation of the work

The most common practise in analysing the results of monitoring programs is to
group the captured events in a number of classes. These classes are made using
the minimum or maximum rms (voltage or current), or by comparing the captured
waveforms with the ideal waveform. For example: if the minimum rms voltage is
below a threshold for a certain period of the time then the captured event is classified
as a voltage dip. Typical classes obtained like this are: voltage dips, voltage swells,
interruptions and transients [12]. This classification is usually called disturbance
classification.

Since individual inspection of all the waveshapes is not an option due to the
large size of the databases, a small number of characteristics is extracted from the
measurement: typically magnitude and duration for a voltage dip and maximum
voltage for a transient. A more suitable solution would be to extract automatically
all relevant information from the recordings.

The need for new characterisation methods and tools for optimal use of the avail-
able measurements is highlighted in a number of publications [10, 13, 14, 15, 16].
Commercial products are also available that provide functions for better visualisa-
tion and processing of the obtained measurements (for example: [13]) as well as
extraction of useful information (for example: [14, 15]).

Towards the direction of intelligent power quality monitoring and the develop-
ment of automatic classification and analysis tools, appropriate signal processing
methods are required in order to extract information from the signals. Several sig-
nal processing methods have been proposed for feature extraction, like Fourier and
wavelet transforms, combined with neural networks, fuzzy expert systems or pattern
recognition methods [17, 18, 19, 20, 21, 22, 23, 24, 25].

Regarding the above mentioned trends and developments, the work in this thesis
was carried out along the following three lines:

• the understanding of the phenomena captured by power quality monitors. This
thesis focuses on voltage events (large and sudden deviations from the ideal
voltage waveform) as measured in distribution networks.

• the use of appropriate signal processing tools for the extraction of the distinc-
tive characteristics (features) of power system events. Feature extraction from
the time-frequency components of voltage is important for in depth analysis
and accurate characterisation. Signal processing methods can also be beneficial
for diagnostics.

• the development of a knowledge-based system for automatic processing of mea-
surements and event classification. Event classification is the analysis of the
measurements not in terms of disturbances (voltage dip, interruption etc), but
in terms of the underlying causes (fault, motor starting, load switching etc).
Such a system can be used for the analysis of large databases and provide event
statistics. Event statistics (instead of disturbance statistics) provide better un-
derstanding of the system’s performance. This type of automatic processing
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can be also implemented in the monitor. The results of the classification can
be used to decide whether a captured event must be stored or whether an
alarm must be sent to the system operator.

1.6 Outline of the thesis

Chapter 2

In this chapter several power system events are presented. Their common charac-
teristic is that they present a distinctive signature in the fundamental frequency
magnitude of voltage. The work presented in this chapter resulted from the analysis
of measurements from different monitoring programs. Simulations and real voltage
measurements are used to show the features of these phenomena. Emphasis is given
on two types of events: transformer saturation and multistage voltage dips due to
faults. Different types of overvoltages related with these events are also presented.

Chapter 3

Chapter 3 presents various aspects regarding the modelling and analysis of voltage
disturbance signals. Kalman filtering is exploited for the extraction of the funda-
mental frequency magnitude of voltage signals. The characteristics of the estimated
magnitude with respect to different modelling options are also presented. A seg-
mentation algorithm is proposed for voltage disturbance signals. Additionally, the
problem of voltage dip detection is presented and certain aspects of it are investi-
gated.

Chapter 4

In this chapter an expert system is presented that is able to classify the power system
events described in Chapter 2 and offer information in terms of power quality. The
structure of the expert system and its components are described. The rules of the
expert system, based on the features presented in Chapter 2, are given in detail.
The classification strategy utilises the segmentation algorithm presented in Chapter
3. The expert system is tested using real measurements. Statistics on the frequency
of the different events are presented as obtained using the expert system.

Chapter 5

In Chapter 5 a method is presented for automatic classification of power system
events using only rms voltage measurements . The system is tested with real mea-
surements. The limitations of this type of monitoring are also discussed.

Automating Power Quality Analysis 9
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Chapter 6

Chapter 6 deals with events that present high frequency characteristics and cannot
be classified by the signature of the fundamental frequency magnitude. These events
are mainly caused by switching actions. Simulations are used for the analysis of these
events. Their characteristics are shown and signal processing methods are used for
feature extraction.

Chapter 7

Conclusions and further work.
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Chapter 2

Power System Events

2.1 Introduction

In this chapter several types of power system events are presented in terms of volt-
age characteristics. Measurements from distribution systems as well as simulations
are used for identifying the different classes of events. Emphasis is given on the
characteristics of the fundamental frequency magnitude of voltage and its harmonic
components as well as the relationship between the three phases. The events can be
divided into two main categories:

• Fault-related events:

– Voltage dips
– Interruptions

• Switching-related events:

– Induction motor starting
– Transformer saturation
– Energising
– Load or other switching

The Electromagnetic Transients Program (EMTP) is used for simulations. The
models for the important parts of the simulated systems can be found in Appendix
A.

2.2 Short Time Fourier Transform

The Short Time Fourier Transform (STFT) is used for time-frequency analysis
of non-stationary signals. STFT decomposes the time-varying signal into time-
frequency domain components, thus it offers information on how the characteristics
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of a signal component change in time [26]. For a signal x(k), the discrete STFT for
a frequency band n at time k is defined as:

Xk(ejωn) =
∑
m

w(m)x(k −m)e−jωnm (2.1)

where
ωn = 2πn/N , the frequency in radians
N is the number of frequency bands
w(m) is a selected symmetric window of size M

One way of interpreting the STFT, is as a set of bandpass filters (filter bank)
which are centered at frequencies fn given by [26]:

fn =
fsn

N
(Hz) n = 0, 1, . . . N − 1 (2.2)

where fs is the sampling frequency at which the signal is sampled. All the band-
pass filters have equal bandwidth determined by the selected window. The larger
the window M , the smaller the bandwidth of the bandpass filter and the better the
frequency resolution (it becomes easier to resolve two closely spaced frequency com-
ponents). However, the improved frequency resolution is achieved at the expense of
time resolution: a larger window cannot capture the fast changing characteristics of
the signal)

The STFT can be used for the estimation of the unknown parameters of any signal
(magnitude and phase at each frequency) by locating the bandpass filters at the
required frequencies. For power systems where the voltage signal is a sinusoid with a
frequency of 50 Hz (in Europe) or 60 Hz (in USA), the bandpass filters can be located
at this frequency (fundamental frequency) and at its integer multiples (harmonics)
i.e. 100 Hz, 150 Hz, etc. This way the fundamental frequency component as well as
the harmonics of voltage can be extracted.

The fundamental frequency is almost constant; only small deviations are usually
observed in the range of ±1 %. This is also the deviation according to the standards
[27]. The measurements analysed in this thesis do not present significant deviations
in the fundamental frequency therefore the fundamental frequency is fixed to either
50 or 60 Hz in all the algorithms used in this thesis. However, large deviations from
these values will effect the the accuracy of the estimating process.

The application of STFT transform for power quality measurements has been
presented in a number of papers (for example: [26] and [28]). The STFT is used in
this chapter for the estimation of:

• fundamental frequency magnitude of voltage in time

• voltage harmonics in time

• phase angle in time

using a rectangular window (w(m) = 1 for all m). The fundamental frequency of
the systems where the measurements took place is 50 Hz. The segmentation of the
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analysed signals is in overlapping windows of one 50 Hz cycle (M = 1 cycle). The
number of frequency bands N is set equal to the number of samples per 50 Hz cycle.
Using this N , the center frequencies of the bandpass filters are at integer multiples
of the fundamental frequency. The signals that are analysed next are either sampled
at a sampling frequency fs, equal to 4800 Hz or 6400 Hz. For the 4800 Hz sampling
frequency, the length of the window M is 96 samples and the positive frequency
bands are N/2 = 48. For the 6400 Hz sampling frequency the window M is 128
samples and the positive frequency bands are 64.

With a window of one cycle, the magnitude of the fundamental frequency (50 Hz)
component is:

A1(k) =
2|Xk(ej2π50)|

M
(2.3)

and the phase:

θ1(k) = arg(Xk(ej2π50)) (2.4)

2.3 Faults and voltage dips

Faults (or short circuits) are due to lightning and broken or faulty insulation. They
cause a drop in voltage that propagates in the system. Faults are normally cleared
by the protection system: a circuit breaker opens or a fuse is blown to isolate the
faulty part of the network. Upon fault clearing, the voltage of the faulty part of the
network goes to zero (interruption) and the voltage of the rest of the system recovers
to its normal value. This temporary drop in voltage is called voltage dip.

Voltage dips due to faults can be severe and therefore are of major concern. They
cause problems to a large number of customers as they propagate in the system [6].

2.3.1 Characteristics of fault-induced voltage dips

Voltage dip magnitude

The magnitude of fault-induced voltage dips at a certain point in the system depends
mainly on the type and the resistance of the fault, the distance to the fault and the
system configuration. The calculation of the dip magnitude for a fault somewhere
within a radial distribution system requires the point of common coupling (PCC)
between the fault and the load to be found. Figure 2.1 shows the voltage divider
model, where Z0 is the source impedance, Z1 is the impedance between the PCC
and the fault (including any fault impedance). For three-phase faults only positive
sequence impedances are needed. For single faults the sum of positive, negative and
zero sequence impedances is needed. The dip magnitude (%) at the load position
equals the voltage (%) at the PCC (if we neglect all load currents):

Vdip =
Z1

Z0 + Z1
E (2.5)
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Z1

LoadZ0

PCC

Figure 2.1: Voltage divider model for the calculation of voltage dip

where E is the source voltage. For faults closer to the PCC the sag becomes deeper
(smaller Z1). The dip becomes also deeper for weaker supplies (larger Z0).

According to the type of the fault, there are two types of dips:

• symmetrical (for a three-phase or a three-phase-to-ground fault)

• asymmetrical (for a single-phase-to-ground or a two- phase or a two-phase-to-
ground fault)

Figure 2.2 shows the voltage waveforms and the corresponding fundamental fre-
quency magnitude for a dip that was measured in an 11 kV network. The dip was
caused by a three-phase fault; all three phases present the same characteristics. Volt-
age returns to normal after fault clearing operation. The recovery of voltage is fast
and it creates an almost rectangular shape for the fundamental frequency voltage
magnitude. Figure 2.3 shows the voltage waveforms and the corresponding funda-
mental frequency magnitude for a dip caused by an asymmetrical fault. It must
be noted here that the ratio of dip magnitude between the phases changes as the
dip propagates in the system due to the different transformer connections between
the fault point and the point where the voltage is measured. More about this are
discussed in Section 2.4.3.

Voltage dip duration

The duration of voltage dips depends on the protection system. It is equal to the
time required for the fault clearing device to operate after it receives a trip signal
from the protection relays. The objective of the protection system is to isolate the
part of the system where the fault occurs. Table 2.1 ([29]) contains the most common
fault clearing devices, their typical operating times and the possible number of retries
that can be executed. The option of retries (or reclosures) offers the possibility of
short interruptions in the case of transient faults (faults which are removed after
protection operation).

Figure 2.2 and Figure 2.3 show voltage dips of duration longer than 10 cycles
(1 cycle=20 msec in a 50 Hz system). These were faults that were most likely
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Figure 2.2: Voltage dip due to a symmetrical fault (a) Voltage waveforms (b) Voltage
magnitude (measurement in an 11 kV network)
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Figure 2.3: Voltage dip due to an asymmetrical fault (a) Voltage waveforms (b)
Voltage magnitude (measurement in an 11 kV network)
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Table 2.1: Fault clearing device operating time
Minimum of Typical

Type of clearing time time delay Possible number

fault clearing device in cycles in cycles of retries

Expulsion Fuse 0.5 0.5 - 120 none
Current limiting fuse < 0.25 0.25 - 6 none
Electronic recloser 3 1 - 30 0 - 4
Oil circuit breaker 5 1 - 60 0 - 4
SF6 or vacuum circuit breaker 2 - 3 1 - 60 0 - 4

cleared by circuit breaker opening. The voltage dip shown in Figure 2.4 recovers
in less than 2 cycles (as it can be clearly seen in the voltage waveforms). This is
probably due to a fault cleared by fuse operation. This is measurement from an 11
kV network.

Measurements of voltage during fuse-cleared faults are shown in [30]. Current lim-
iting and expulsion fuses were used. The resulting voltage dips were of approximate
duration 3/4 of a cycle for the expulsion fuses, and 1/4 of a cycle for the current
limiting fuses.

Phase angle jump

Voltage dips lead to phase angle jumps. The single-phase voltage divider model of
Figure 2.1 can be used again for the derivation of an expression for phase angle jumps
[6]. Z0 and Z1 are complex quantities and can be written using the corresponding
resistive and inductive components as Z0 = R0 + jX0 and Z1 = R1 + jX1. Then
the phase angle jump can be found as:

∆θ = arctan(
X1
R1

)− arctan(
X0 +X1
R0 +R1

) (2.6)

If the X/R ratios of the source and the feeder are equal then the phase angle jump
is zero. The phase angle jump occurs when the X/R ratios are not equal. As shown
in [6] the phase angle jump appears to be large for faults on cables.

The phase angle jump is obtained with reference to the pre-event phase angle.
The phase angle jump is typically calculated as [6]:

∆θ(tk) = arg
( V (tk)
V0ejωtk

)
(2.7)

where V (tk) is the complex fundamental voltage and V0 the complex fundamental
voltage at tk = 0. Examples of phase angle jumps are given in Section 2.4.3. The
complex fundamental voltage can be obtained using the STFT: after extracting the
magnitude A1(tk) and its phase θ1(tk), V (tk) can be written as:

V (tk) = A1(tk)ejθ1(tk) (2.8)
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Figure 2.4: Short duration voltage dip (a) Voltage waveforms (b) Voltage magnitude
(measurement in an 11 kV network)

Statistics on the phase angle jumps of rectangular voltage dips are given in Figure
2.5. The recordings were obtained from a medium voltage network (33 and 11 kV)
over a one-month period. The statistics contain the phases that present a voltage
dip of magnitude larger than 0.10 pu. It can be seen that there are more negative
values than positive ones.

Summarising, voltage dips due to faults are:

• rectangular: voltage recovers fast after fault clearing operation.

• symmetrical or asymmetrical: depending on the type of fault that caused them.

2.3.2 Fault-related overvoltages

During an earth fault on an impedance-grounded or ungrounded system, the voltage
of the phase that is shorted to ground is placed at ground potential and the remaining
two phases are then subjected, with respect to earth, to the phase-to-phase voltage.
This means that a sustained overvoltage (swell) appears on the healthy phases as
long as the fault persists and disappears after fault clearing. The magnitude of this
overvoltage depends on the grounding of the system. For a completely ungrounded
system the overvoltage is equal to the phase-to-phase voltage of the system (that
is an increase of 173 %). A measurement of a fault-induced overvoltage is given in
Figure 2.6.

Fault initiation might cause transient overvoltage due to travelling waves that
propagate in the system [31] or due to the nature of the fault (arcing) [32]. Fault
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Figure 2.5: Statistics on phase angle jump for voltage dips due to faults
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Figure 2.6: Overvoltage-swell due to a fault (a) Voltage waveforms (b) Voltage
magnitude (measurement in an 11 kV network)
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clearing might also cause transient overvoltages [31]. A special case is the overvoltage
due to fuse clearing [30]. Examples of these types of overvoltages are given in Chapter
4.

2.3.3 Self-extinguishing faults

Earth faults might disappear before any protection operation, due to the self-extinction
of the fault arc during the zero crossing of the fault current. This more likely to
happen in reactance-grounded systems due to low fault current [33]. The event
causes a short duration voltage dip, accompanied by an overvoltage for the healthy
phases (as explained in Section 2.3.2), low fault current, slow voltage recovery and
an oscillating zero-sequence voltage [34, 33]. The slow voltage recovery increases the
possibility of the arc to extinguish itself [33].

Figure 2.7 shows the three voltage waveforms and their fundamental frequency
magnitudes during a self-extinguishing fault. The measurement was performed in
a 10 kV network. Voltage decreases for less than 2 cycles before it disappears
without causing operation of the protection system. The healthy phases present an
overvoltage and the faulty phase recovers slowly (approximately for one cycle) to
normal voltage, after the fault is extinguished. For the measurement of Figure 2.7
the recovery of voltage starts 1-2 msec after fault initiation. However, according to
measurements in distribution systems (20 kV) reported in [35], the average duration
of self-extinguishing faults in the considered compensated networks was 540 msec
and in the isolated networks was 440 msec.
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Figure 2.7: Self-extinguishing fault (a) Voltage waveforms (b) Voltage magnitude
(measurement in a 10 kV network)
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Figure 2.8: Multistage voltage dip measurement due to a cable fault (a) Voltage
waveforms (b) Voltage magnitude (measurement in an 11 kV network)

2.4 Multistage voltage dips

Multistage dips are due to faults but they present different levels of magnitude before
voltage returns back to normal. The case of multi-component dips has been reported
before in the literature [36] but without further analysis.

It is shown in the following sections that these steps in the voltage dip magnitude
can be due to either changes in the system configuration while the protection system
tries to isolate the fault or changes in the nature of the fault itself (evolving faults).

The analysis of a large number of measurements showed that about 20 % of fault-
induced voltage dips are multistage (Chapter 4).

2.4.1 Evolving faults

Figure 2.8 shows the voltage waveforms and the corresponding fundamental fre-
quency magnitudes during a cable fault in an 11 kV network. The voltage magni-
tude presents three different stages of magnitude: it starts as a single-phase fault,
becomes a two-phase fault and finally a three-phase fault. The phenomenon is prob-
ably related with the gradual failure of the cable insulation.

2.4.2 Multistage voltage dips due to changes in the system

A situation that leads to a multistage dip is a fault in the transmission system that
is not cleared during the operation of zone-1 distance protection but only during the
zone-2 operation. Consider the system shown in Figure 2.9a. Suppose that Z1 and
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Z2 are the impedances between the source and the load bus and Z0 is the source
impedance. A fault occurs between the circuit breakers CB1 and CB2 at fraction p
from the source. The voltage dip at the load bus (in p.u.) is given by:

Vdip1 =
p(1− p)Z21

Z0(Z1 + Z2) + pZ1Z2 + p(1− p)Z21
(2.9)

If the fault is closer to CB1, then CB1 opens to clear the fault (Figure 2.9b) and the
load bus will experience a voltage of magnitude:

Vdip2 =
(1− p)Z1

Z0 + Z2 + (1− p)Z1
(2.10)

By comparing the denominators of the above formulas it is easy to see that the
opening of CB1 will lead to an increase in voltage because Z0(Z1 + Z2) > pZ0Z1.

Similarly, if CB2 opens first (Figure 2.9c), for a fault closer to CB2, then the
voltage dip magnitude will be:

Vdip3 =
pZ1

Z0 + pZ1
(2.11)

which is larger than Vdip1. Therefore, in both cases the voltage dip magnitude
increases. The voltage dip at the load bus will recover completely only after both
circuit breakers open.

2.4.3 Voltage dip characterisation method

Voltage dips propagate in the system and their characteristics change as they trans-
fer through transformers. A characterisation method has been proposed in [37] for
voltage dips due to faults that takes into account the different transformer connec-
tions. According to this method, the basic distinction of voltage dips is between
types A, C and D:

• type A is an equal drop in the three phases.

• type C a drop in two phases.

• type D a large drop in one phase with a small drop in the other two phases.

For types C and D a further subdivision is needed to include the symmetrical phase
(the phase with the large voltage drop for type D, the phase without voltage drop
for type C). The resulting six types of three-phase unbalanced dips are shown in
Figure 2.10. Type Db is a drop in phase b; type Cb a drop in phases a and c, etc.
Alternatively, type Cb can be interpreted as a large drop in the ac voltage, etc.
Examples of the three types of voltages dips (A, C and D) are given in Figure 2.11.
These are measurements of single stage voltage dips in an 11 kV network. Both the
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Figure 2.9: Equivalent circuits for faults in a loop (a) fault application in the loop
(b) Circuit breaker CB1 opens to clear the fault (c) Circuit breaker CB2 opens to
clear the fault
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Ca
Cb Cc

Da
Db Dc

Figure 2.10: Six types of three-phase unbalanced voltage dips: grey arrows indicate
normal voltages, black arrows voltages during the event

voltage magnitude and the phase angle are shown. The phase angle is plotted with
reference to the pre-event phase angle.

Two-phase-to-ground faults can be included in the types C and D by adding a
second characteristic. The two parameters quantifying the dip are the characteristic
voltage V and the so-called PN factor F , both complex numbers. If the complex
phase voltages are for each phase Va, Vb, and Vc, then, for a type Ca dip:

Va = F

Vb = −1
2
F − 1

2
jV

√
3 (2.12)

Vc = −1
2
F +

1
2
jV

√
3

and for a type Da dip:

Va = V

Vb = −1
2
V − 1

2
jF

√
3 (2.13)

Vc = −1
2
V +

1
2
jF

√
3

The algorithm proposed in [37] determines the dip type from the positive sequence
voltage V1 and negative sequence voltage V2, using the following transformation: V0

V1
V2

 =
1
3

 1 1 1
1 a a2

1 a2 a

  Va
Vb
Vc

 (2.14)
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Figure 2.11: Voltages dip types: (a1) voltage magnitude and (b1) phase angle for a
voltage dip of type A (a2) voltage magnitude and (b2) phase angle for a voltage dip
of type Ca - phase a is the dashed line (a3) voltage magnitude and (b3) phase angle
for a voltage dip of type Da - phase a is the dashed line
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where a = − 1
2 + j

√
3
2 .

It can be shown from (2.12), that for a type Ca dip, positive and negative sequence
voltages are given by the following expressions:

V1 = −1
2
F − 1

2
V (2.15)

V2 = −1
2
F +

1
2
V (2.16)

For F =1 (the majority of events according to [37]) we obtain:

1− V1 = V2 (2.17)

i.e. the drop in positive sequence voltage is equal to the negative sequence voltage.
For the other types, negative-sequence voltage and drop in positive sequence voltage
are equal in absolute value but different in argument (angle).

The angle between the drop in positive sequence voltage and the negative sequence
voltage provides the dip type (as explained in [37]), using:

T =
1
60◦

arg
V2

1− V1
(2.18)

T is rounded to the nearest integer and the voltage dip type is given as follows:
if T = 0: type Ca
if T = 1: type Dc
if T = 2: type Cb
if T = 3: type Da
if T = 4: type Cc
if T = 5: type Db

The characteristic voltage V , and the PN factor F , can be calculated as:

V = V1 − V ′
2 (2.19)

F = V1 + V ′
2 (2.20)

where V ′
2 = V2e

−jT60◦ .
F can be used to identify two-phase-to-ground faults [38]. The slow decay in F is

a very common characteristic of voltage dips due to the presence of induction motors
that slow down during the dip. However, a fast drop in F indicates a two-phase-to-
ground fault.

2.4.4 Application of the characterisation method on measure-
ments of multistage voltage dips

Considering the above described method, in a multistage dip:

• if the dip magnitude changes because of a change in the fault then the voltage
dip type changes.
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• if the dip magnitude changes because of a change in the system then the voltage
dip type does not change.

The above characterisation method has been applied to several measurements of
multistage dips. The results for four cases are shown here. The voltage magnitudes
are shown in Figure 2.12. The results of the characterisation method are shown
in Table 2.2. The results are obtained by applying the algorithm presented in the
previous section at the different stages of the three phase voltages. Figure 2.13 shows
F as calculated for two of the above cases.

The dip of case (a) is caused by a fault in a cable. By the changes in the voltage
dip type we can conclude that the fault evolves from a single-phase fault to a two-
phase-to-ground fault, to a three-phase fault. Inspection of Figure 2.13a shows a
large drop in F at the second step of the dip, thus the fault for this stage is a two-
phase-to-ground fault. During the first stage, F decreases slowly due to the presence
of induction motor load (more about this phenomenon in Section 2.6.1). The same
slow decrease can be seen in all the stages of the dip. During the three-phase fault,
F is equal to the magnitude of the three voltages.

In case (b), the fault initially is a ground fault between phases b and c as indicated
by the dip type and the drop in F , (Figure 2.13). In the second stage, the dip type
indicates that the fault is cleared for phase b and it becomes a single-phase-to-ground
fault (faulty phase is phase c) and F recovers to the pre-fault value. What happens
in the system could be a partial self-extinguishing of the fault, or the fault being
cleared by a fuse or single-phase breaker in just one phase.

Case (c) is a multistage voltage dip due to a three-phase fault. The change in
the dip magnitude is due to a change in the system. In case (d) the dip magnitude
changes but not the dip type. This indicates a change in the system as it tries to
clear the fault that caused the dip.

Table 2.2: Results of voltage dip characterisation method
Case Dip type

(a) Cc to Db to A

(b) Ca to Dc

(c) A to A

(d) Cb to Cb
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Figure 2.12: (a)-(d): Measurements of multistage voltage dips in an 11 kV distribu-
tion network
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Figure 2.13: PN factor F for cases (a) and (b) of Figure 2.12
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Figure 2.14: Fault interruption measurement (a) Voltage waveforms (b) voltage
magnitude (measurement in an 11 kV network)

2.5 Faults and interruptions

As explained in the previous section, faults cause voltage dips that propagate in
the system. These voltage dips present a rectangular shape due the fault clearing
operation that isolates the part of the network where the fault is and voltage returns
back to normal for the rest of the system. For the part of the system which is isolated
by the protection system the voltage goes to zero causing an interruption.

Figure 2.14 shows a measurement of a fault-induced interruption in an 11 kV
network. After fault initiation, voltage drops to approximately 0.30 pu and 250
msec later goes to zero due a fault clearing operation, most likely circuit breaker
opening. The underlying fault is a three-phase fault (the three phases show similar
characteristics) and the voltage magnitude during the fault is almost constant.

2.6 Induction motor starting

Starting of large induction motors is one more cause of voltage dips. It has been
a concern for designers of industrial power systems [39, 6]. During start-up an
induction motor takes current five to six times larger than normal. This current
remains high until the motor reaches its nominal speed. This lasts between several
seconds to one minute. The characteristics of the corresponding voltage dip depend
on the characteristics of the induction motor (size, starting method, load, etc) and
the strength of the system at the point where the motor is connected. The magnitude
of the dip depends strongly on the system parameters. For the system in Figure
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2.15, Z0 is the source impedance and ZM the motor impedance during starting.
The voltage experienced at PCC is found from the voltage divider equation:

Vdip =
ZM

Z0 + ZM
E (2.21)

where E is the source voltage. The magnitude of voltage dips due to motor starting
is rarely deeper than 0.85 pu [6].

M

Z0

PCC

Other load

Figure 2.15: Voltage divider model for the calculation of voltage dip during motor
starting

The duration of the voltage dip due to motor starting depends on a number
of motor parameters. The most important of them is the motor inertia [6]. The
duration of the dip is prolonged if other motor loads are connected to the same
busbar, as they will further keep the voltage down.

Figure 2.16 shows the fundamental frequency magnitude of the three phases during
the connection of a 500 HP induction motor on a 480 V bus as simulated in EMTP.
The model of the induction motor used for this simulation can be found in Appendix
A. The short circuit level of the busbar is 30 MVA. The initial drop in voltage is
0.09 pu and it takes approximately 400 msec for voltage to reach its steady state
value. This voltage dip is symmetrical: all three phases drop equally and then
recover gradually in a similar way because the starting current of the motor is the
same for all three phases. A similar shape for the voltage magnitude during motor
starting is shown in [4] and [40]. A measurement of a voltage dip due to induction
motor starting is shown in Figure 2.17. The measurement comes from a low voltage
network. The three phases present exactly the same characteristics. The voltage
recovers within 7-8 cycles.

Summarising, voltage dips due to induction motor starting are:

• non-rectangular: voltage recovers gradually.

• symmetrical: all phases present the same behavior.
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Figure 2.16: Voltage magnitude during induction motor starting (EMTP simulation-
all three phases are shown)
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Figure 2.17: Induction motor starting (a) Voltage waveforms (b) Voltage magnitude
(measurement in a 400 V network)
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Figure 2.18: Influence of induction motor load during a fault (a) Voltage waveforms
(b) Voltage magnitude (measurement in an 11 kV network)

2.6.1 Influence of induction motors on fault-induced voltage
dips

Motors that experience a voltage drop, will typically slow down and draw more
current from the supply. This shows up in the voltage recording as a slow decay in
the voltage magnitude, during the fault. After fault clearing, motors re-accelerate
delaying the full recovery of voltage and creating a post-fault dip as described in
[41].

Figure 2.18 shows a voltage measurement in an 11 kV network of a voltage dip
due to a three-phase fault. The influence of the motor load can be seen both during
the fault and after fault clearing. Fault clearing causes a fast voltage increase to
0.90 pu and then the voltage increases gradually towards the normal voltage due to
the motor load influence.

2.7 Transformer saturation

The fact that transformer saturation causes voltage dips is mentioned in the liter-
ature [42]. However, neither the frequency of appearance nor the characteristics of
this event have been reported. The main attention has been given to the effects
of the inrush current on the protection relays of the transformer itself [43]. As de-
scribed in [42], the voltage dip that is caused by the magnetising inrush current can
be long in duration and drive more transformers into saturation. The magnitude of
the dip depends on a number of factors: the point on the wave where the switching
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Figure 2.19: Magnetising curve and hysteresis loop of a transformer core

takes place, the strength of the source, the residual flux in the core and the damping
of the network [32].

When a transformer is energised under a no-load condition, the magnetising cur-
rent necessary to maintain the magnetic flux in the core is in general only few percent
of the nominal rated load current. Figure 2.19 shows the magnetising curve and sat-
uration loop. During steady state conditions the current oscillates between ±Imax

as the flux Φ changes between ±Φmax.
During transformer energising or a change of voltage in the transformer terminals,

a transient occurs to change the flux in the core to the new steady state condition.
In general this will cause the flux to go above the saturation value once each cycle
until the average value of the flux (Φ) over a cycle has decayed to nearly zero. This
temporary over-fluxing of the transformer core causes high values of the magnetising
current, which is highly asymmetrical and decays exponentially. This phenomenon
is known as magnetising inrush current and its magnitude depends on the point on
the wave where the switching takes place and the core residual flux (Φr).

For a single-phase unloaded transformer which is to be switched onto an infinite
busbar, the voltage u(t) across the transformer’s coil is given by:

u(t) = N
dΦ
dt

(2.22)

where u(t) = V̂ sin(ωt + α), N is the number of turns of the energised coil and Φ
is the flux associated with applied voltage. When a transformer has been switched
off from the system, the transformer core is left with residual flux Φr. Integrating
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Figure 2.20: Current measurement during a reclosure after fault clearing (measure-
ment in an 11 kV network)

(2.22) between 0 and t gives:

Φ(t)− Φr = − V̂

ωN
{cos(ωt+ α)− cosα} (2.23)

The value V̂ /ωN represents the maximum flux value under the steady-state opera-
tion Φmax. The flux at any instant t after switching can be obtained by:

Φ(t) = Φr +Φmax cos(α)− Φmax cos(ωt+ α) (2.24)

Therefore, Φ(t) can reach the value of Φr + 2Φmax, if the transformer is switched
in at α = 0◦ and Φr has the same polarity as the peak value of voltage. If α = 90◦

then Φ(t) can reach a value of Φr +Φmax.
As the core is forced into saturation the transformer draws a large current from

the supplying network. When the voltage reverses its polarity in the next half cycle,
then the maximum flux in the core is less than the maximum flux density Φmax

in the no-load situation. The transformer inrush current is therefore asymmetrical
and contains a DC component, which takes, in same cases, seconds to disappear
depending on the damping of the system [32]. Fig. 2.20 shows a current measurement
in an 11 kV network during a reclosing operation (after fault clearing) that caused
transformer saturation. It can be seen that the resulting current is asymmetrical.
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2.7.1 Cases of transformer saturation

Apart from the case of transformer saturation during energising, the following cases
of saturation have been reported in the literature:

• When another, nearby transformer is saturated. The phenomenon is called
sympathetic interaction and it can cause prolonged temporary overvoltages
[44].

• Due to lightning. Lightning can draw transformer into saturation due to the
induced voltage impulse. In this case high inrush currents are produced that
might blow fuses although this is not a fault situation [45].

• Load shedding. In [46], a real case is shown where high harmonic overvoltages
are produced due to transformer saturation following load shedding depending
on the resonances of the system.

• Geomagnetically induced currents [47].

• Fault application and fault clearing [48].

• Line opening [32].

2.7.2 Transformer saturation simulation

The energising of an unloaded transformer (14.4 kV/480 V, 500 kVA, wye-wye con-
nected) was simulated in EMTP. The Type-96 non-linear element of EMTP is used
in order to take into account the saturation effect. The transformer model can be
found in Appendix A. Figure 2.21 shows the voltage waveforms and the correspond-
ing fundamental frequency magnitudes during the energising of the transformer from
a source with 7 MVA short circuit level. The voltage magnitude drops sharply and
recovers gradually as the magnetising current decreases. The magnitude of the dip
is not the same for all the phases because the degree of saturation is different for
each phase (different switching angle for each phase).

Figure 2.22 shows the minimum voltage dip during energising of the above men-
tioned transformer from sources with different short circuit level. It can be seen that
as the source becomes stronger the voltage dip becomes less severe.

2.7.3 Transformer saturation measurements

Analysis of measurements from different distribution systems showed that trans-
former saturation dips are common and might take place during energising of trans-
formers or due to reclosing actions after a fault clearing operation. The measure-
ments exhibit the same characteristics as the simulation shown in the previous sec-
tion.
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Figure 2.21: Transformer energising (a) Voltage waveforms (b) Voltage magnitude
(EMTP simulation)
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Figure 2.22: Minimum voltage dip for different source strength
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Figure 2.23 shows the voltage waveforms as well as their fundamental frequency
magnitude of a measurement in a 11 kV network. An asymmetrical gradually recov-
ering voltage dip can be observed. The largest drop is 0.15 pu for one of the phases
and the distortion in the waveforms is visible even 200 msec after the beginning of
the event.The measurements showed that the voltage recovery is almost exponen-
tial, following the exponential decay of the magnetising current. However, one time
constant is not enough to describe the phenomenon because the involved inductance
is non-linear [32].

Additionally, the voltage presents temporary harmonic distortion as can be seen
in Figure 2.24 and described in a number of papers (for example [44]). The STFT
has been used for the estimation of the harmonics (from 2nd to 5th) of the voltage
of one of the phases of Figure 2.23. The 2nd harmonic is contributing the most.

Summarising, voltage dips due to transformer saturation are:

• non-rectangular: voltage recovers gradually as the inrush current decays.

• non-symmetrical: each phase presents a different degree of saturation.

• rich in harmonics: due to the asymmetry of the inrush current.

2.7.4 Harmonic overvoltages due to transformer saturation

Another phenomenon related to transformer saturation is the so-called harmonic
overvoltages [48]. The harmonics that are produced by the saturation might coincide
with the resonances of the system and overvoltages are built up. Cable systems and
capacitor banks might create such resonances at relatively low frequencies.

Figure 2.25 shows the voltage waveforms as well as their fundamental frequency
magnitude of a measurement in an 11 kV network of such a phenomenon. The
overvoltage is around 1.2 pu. Although the voltage waveforms are very distorted and
the peaks of each cycle are exceeding the pre-event peaks, the magnitude of voltage
is similar to the voltage magnitude of the cases presented above. This shows that
the event is the result of transformer saturation. The magnitude of the fundamental
component is significantly lower than the maximum value of the voltage waveform
due to the nature of the phenomenon (harmonic distortion).

Harmonics from 2nd to 5th of the phase voltage that presents the most severe
voltage dip are shown in Figure 2.26. The 2nd harmonic dominates at the beginning
of the event. However, at the end of the recording all the harmonics are equally
high. Comparing Figure 2.24 and Figure 2.26, the harmonic contents of the two
cases are of the same order of magnitude. This shows that the harmonic overvoltage
depends significantly on the phase of the harmonics with respect to the fundamental
component.

An EMTP simulation is carried out for transformer energising with a capacitor
bank connected to the same bus as shown in Figure 2.27. The same transformer and
source are used for the simulation as in Section 2.7.2. The resonance of the system
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Figure 2.23: Transformer saturation (a) Voltage waveforms (b) Voltage magnitude
(measurement in an 11 kV network)
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Figure 2.24: Harmonics in time of voltage during transformer saturation
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Figure 2.25: Harmonic overvoltage measurement (a) Voltage waveforms (b) Voltage
magnitude (measurement in an 11 kV network)
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Figure 2.26: Harmonics of voltage during harmonic overvoltage
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Z0=R0+ jL0

C

CB

Figure 2.27: System for simulating harmonic overvoltages during transformer ener-
gising

is at the 3rd harmonic:

1
2π

√
L0C

= 150 Hz (2.25)

As shown in Figure 2.28, the voltage presents the characteristics of transformer
saturation as in the case of Figure 2.25. The produced overvoltage is around 1.2 pu.
The harmonics analysis (shown in Figure 2.29) presents similar features with the one
in Figure 2.26: the 2nd and the 4th harmonics dominate. The 3rd harmonic (where
the resonance of the system is) is significant at the beginning of the event. Although,
the magnitude of the harmonic components is twice as high as in the measurement of
Figure 2.26, the resulting overvoltage is almost the same. As mentioned above, the
resulting harmonic overvoltage depends significantly on the phase on the harmonics.
Compared to the energising case without a capacitor bank (Figure 2.21) the voltage
dip of Figure 2.28 is considerably larger.

2.7.5 Transformer saturation: calculation of rms voltage us-
ing one-cycle window and half-cycle window

Typically, the magnitude of dips is represented by the minimum value of the rms
voltage of the recording. The rms voltage can be calculated over a window of two
or one or half-cycle as:

urms =

√√√√ 1
M

M∑
i=1

u(i)2 (2.26)

where M is the size of the window and u(i) the ith sample of the voltage waveform.
The rms voltage shown in the next figures is calculated in overlapping windows of
one cycle or half cycle (M =1 or 0.5 cycle).

Figure 2.30 shows the rms voltage of one of the phases of the measurement in
Figure 2.23 calculated using one-cycle and half-cycle windows. The rms voltage
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Figure 2.28: Harmonic overvoltage due to transformer energising (a) Voltage wave-
forms (b) Voltage magnitude (EMTP simulation)
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Figure 2.29: Harmonics of voltage during transformer energising
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Figure 2.30: rms magnitude of voltage versus time during transformer saturation
calculated over a one-cycle window (dashed line) and a half-cycle window (solid
line)

obtained using a one-cycle window does not differ noticeably from the voltage mag-
nitude as obtained using the STFT.

Calculation of the rms voltage over a half-cycle window shows how transformer
saturation leads to variations of voltage magnitude between two consecutive half-
cycles. As the transformer magnetising current is only present during part of the
cycle, the voltage disturbance becomes a succession of sub-cycle voltage dips. It can
be noticed that the minimum rms voltage as calculated over a half-cycle window is
significantly lower than the one calculated over a one-cycle window. The difference in
the estimated rms between the two windows lies in the fact that during transformer
saturation the voltage magnitude changes fast therefore the long window (one cycle)
is not able to capture these changes.

For a total of 109 measurements of voltage dips due to transformer energising
(obtained over a two-month period in a distribution system of 33 and 11 kV) the
lowest rms voltage has been obtained for each phase separately. The results are
shown in Figure 2.31 for the rms voltage calculated over a one-cycle window. In
that case 11 events show an rms voltage lower than 0.90 pu (that is the rms voltage
exceeds the 0.90 pu threshold for at least one phase ). The results in Figure 2.32
show the rms voltage calculated over a half-cycle window: 76 events show an rms
voltage less than 0.90 pu. Table 2.3 contains the most important information as
obtained from the measurements. Transformer saturation events are 13 % of the
total number of measured dips below the 0.95 pu threshold as shown in Chapter 4.
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Figure 2.31: Transformer saturation minimum rms magnitude using one-cycle win-
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Table 2.3: Statistics on transformer saturation measurements
Monitoring period 2 months

Number of transformer saturation events 109

Maximum voltage drop (1 cycle rms) 0.17 pu

Maximum voltage drop (half cycle rms) 0.32 pu

Number of events with a voltage drop above 0.10 pu (one-cycle rms) 11

Number of events with a voltage drop above 0.10 pu (half-cycle rms) 76

2.7.6 Transformer saturation on fault application and on fault
clearing

Fault application and fault clearing can lead to transformer saturation [48, 49] and
the half-cycle rms calculation can be used to identify the event in measurements of
voltage dips.

Figure 2.33 shows the rms voltage during a fault induced dip measured at an 11
kV network. The rms voltage is calculated using a half-cycle window. Figure 2.34
shows the rms voltage using a one-cycle window, for the same measurement. The
following can be observed:

• the signature of repeating voltage dips of decreasing magnitude that can be
seen after fault clearing is characteristic of transformer saturation.

• the one-cycle rms voltage presents a prolonged slowly recovering voltage dip
after fault clearing similar to the one that is caused by the re-acceleration of
motor load (Section 2.6.1).

• the initial slow decay at the beginning of the dip (which can be seen with both
the half and one-cycle rms) is due the influence of the induction motor load of
the network (as explained in Section 2.6.1). Therefore the prolonged dip after
fault clearing is a combination of the effect of transformer saturation and the
re-acceleration of the motor load of the network.

Figure 2.35 shows the rms voltages of a measurement where transformer satu-
ration takes place during the fault. The signature of repeating voltage dips due
to transformer saturation can be seen in all phases but the variation in the mag-
nitude is higher for the phase that seems to be non-faulted. In this measurement
the phenomenon of saturation (variations in the rms magnitude) is over before fault
clearing.
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Figure 2.33: Voltage dip due to fault followed by transformer saturation: rms voltage
calculated using a half-cycle window (measurement in an 11 kV network)
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Figure 2.34: Voltage dip due to fault followed by transformer saturation: rms voltage
calculated using a one-cycle window (measurement at 11 kV)
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Figure 2.35: Voltage dip due to fault associated by transformer saturation: rms
voltage calculated using a half-cycle window (measurement at 11 kV)

2.7.7 STFT-extracted and rms voltage magnitude

The STFT used as described in Section 2.2, provides an estimate of the fundamental
frequency magnitude that does not differ significantly from the calculated rms value
using a one-cycle window; the difference is zero for an ideal sinusoid (no harmonics).

However, in the presence of strong harmonics the difference could be noticeable.
Figure 2.36 shows the STFT-estimated fundamental frequency of voltage and the
calculated rms for the case of harmonic overvoltages due to transformer saturation.
It can be seen that one of the phases shows a dip when the STFT is used but the
rms shows an increase. The difference in magnitude is less than 0.05 pu but it is
important in terms of characterising-classifying the event.

A half-cycle window can be used with the STFT for better time resolution. In this
case the bandpass filters that correspond to the filter bank realisation of the STFT,
must be located at the fundamental (50 Hz) and the multiples of it frequencies
(Section 2.2). In the case of transformer saturation, the STFT with these settings
will provide similar results as those obtained using the half-cycle rms.
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Figure 2.36: Transformer saturation measurement (a) Voltage waveforms (b) Voltage
magnitude using STFT (c) rms voltage magnitude
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Figure 2.37: Non-fault interruption measurement (a) Voltage waveforms (b) Voltage
magnitude (measurement in an 11 kV network)

2.8 Non-fault interruption

Disconnection of lines for maintenance causes interruptions. Unlike the fault-induced
interruptions presented in Section 2.5, interruptions due to manual operations do
not present a stage between the normal and zero voltage. An example of such an
event is given in Figure 2.37. The measurement took place in an 11 kV network.

2.8.1 Overvoltages during interruptions

There are two cases of overvoltages during interruptions:

Transformer saturation

In a case where a line is opened with a transformer attached to it, the line charge has
a path through which it is discharged. About half cycle after the switching operation,
the transformer saturates, creating another path and its impedance quickly drops
allowing a rapid discharge from the line. As the current approaches maximum, the
voltage polarity reverses, creating a new cycle. On this reverse cycle, the core again
saturates and the phenomenon is repeated. The process continues until the line is
discharged and it results in a square-shape diminishing voltage waveform that lasts
a few cycles [32]. An example of such an event is given in Figure 2.38. Only one
phase is shown: the one with the highest overvoltage. The other two phases present
similar characteristics. The measurement took place in an 11 kV network.
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Figure 2.38: Voltage waveform during transformer saturation caused by interruption
(measurement in an 11 kV network)

Current chopping

Current chopping occurs when the current is prematurely forced to zero by the ag-
gressive interrupting action of the circuit breaker. When opening a breaker, the
current can be interrupted before it reaches its natural zero point due to the insta-
bilities in the arc. The energy present at that moment in the inductive load will
oscillate via the present capacitance and an overvoltage is caused of a value which
depends on this energy.

The phenomenon is often observed when the no-load current of a transformer
is being switched or when a shunt reactor is disconnected [32]. In the case of the
unloaded transformer the interrupted current is the magnetising current. An over-
voltage can be generated, neglecting damping of magnitude [32]:

V = I0

√
Lm
C

(2.27)

where I0 is the value of the current at the time the chop occurs, Lm is the magnetising
inductance of the transformer and C the capacitance of the system that is primarily
the transformer winding capacitance. An example of such an event is given in Figure
2.39. The measurement took place in an 11 kV network and the maximum voltage
is approximately 3.1 pu. Similar voltage waveforms are shown in [50].

Both events (transformer saturation and current chopping) take place at the line
side or the transformer side of the circuit breaker that opens. The measurements
that are shown in this section are from monitors that are placed at these points
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Figure 2.39: Voltage waveforms during current chopping (a) phase a (b) phase b (c)
phase c (measurement in an 11 kV network)

and not at the source side. Monitors placed at the source side do not capture these
events.

Regarding the classification of interruptions into non-fault and fault-related, the
overvoltages described above occur mainly on the non-fault case. During a fault-
related interruption transformer saturation is possible but current chopping is not.
Current chopping happens typically during the interruption of low currents and
during a fault the current is high.

2.9 Other switching actions

The following types of events are described in this section,

• Energising

• Load switching

• Reactive power compensation switching
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Figure 2.40: Energising measurement (a) Voltage waveforms (b) Voltage magnitude
(measurement in an 11 kV network)

These events correspond to fast (step) changes in voltage magnitude. Figure 2.40
shows the voltage waveforms and the corresponding fundamental frequency voltage
magnitude of a measurement in an 11 kV network during an energising process. The
voltage increases fast to a value close to nominal, around 0.80 pu (Figure 2.40b).
From that point onwards the voltage magnitude increases gradually. The gradual in-
crease is due to transformer saturation and the asymmetry in the voltage waveforms
(Figure 2.40a) verifies that, as explained in Section 2.7.

Figure 2.41 shows the voltage waveforms and the corresponding fundamental fre-
quency voltage magnitude of a measurement in an 11 kV network during the switch-
ing of a large load. The voltage drops fast approximately 0.10 pu and remains at its
new value.

Similar signatures are produced by switching actions for reactive power compen-
sation. These events are treated in more detail in Chapter 6. Figure 2.42 shows the
voltage waveforms and the corresponding fundamental frequency voltage magnitude
of a measurement in a 10 kV network during the energising of a capacitor bank. The
voltage increases fast, approximately 0.04 pu for all the phases and remains at its
new value. Capacitor banks are usually used for this particular purpose: support of
voltage. Switching of shunt reactors will give similar voltage events.
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Figure 2.41: Step change measurement: load switching (a) Voltage waveforms (b)
Voltage magnitude (measurement in an 11 kV network)

0 20 40 60 80 100 120 140 160 180 200

−1

−0.5

0

0.5

1

V
ol

ta
ge

 (
pu

)

Time (msec)

0 20 40 60 80 100 120 140 160 180 200
0.98

1

1.02

1.04

1.06

1.08

V
ol

ta
ge

 m
ag

ni
tu

de
 (

pu
)

Time (msec)

   (a) 

   (b) 

Figure 2.42: Step change measurement. capacitor energising (a) Voltage waveforms
(b) Voltage magnitude (measurement in a 10 kV network)
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Figure 2.43: Voltage waveform during energising (measurement in an 11 kV network)

2.9.1 Overvoltages during energising

Travelling waves are initiated by the switching of a line that could cause transient
overvoltages [31]. An example of such an event is shown in Figure 2.43. The mea-
surement took place in an 11 kV network.

2.10 Conclusions

A number of power system events were presented in this chapter. Measurements
and simulations were used to extract the characteristics of these events in terms of
voltage.

The analysis presented in this chapter offers the means for event classification
instead of disturbance classification, i.e. classification of the measurements in terms
of the underlying event (fault, saturation, motor starting) and not only in terms
of the identified disturbance (voltage dip, interruption, swell). As shown, different
events cause similar disturbances (for example voltage dips) and more thorough
analysis is needed to reveal the origin of a measurement.

Faults form probably the most important class of power system events because
they cause significant problems (interruptions, voltage dips). Their characteristics
were presented using measurements from distribution systems. Fault-induced dips
are rectangular (voltage recovers fast after fault clearing). Fault-induced interrup-
tions are also presented. Furthermore, self-extinguishing faults are considered; these
are faults that disappear before any protection operation.
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A new subclass of fault-induced events was added: multistage dips. The different
stages in the dip magnitude are either due to changes in the system as it tries to
isolate the fault or due to changes in the nature of the fault. A characterisation
method for fault induced dips can be used for the analysis of such dips. The method
is applied to measurements from a distribution network and the results show that
the method can be used for better understanding of the measurements. Multistage
dips form a significant part of the fault-induced events captured by power quality
monitors (as shown in Chapter 4).

Induction motor starting is another class of power system events presented in this
chapter. They also cause voltage dips which are non-rectangular (voltage recovers
gradually) and symmetrical (all phases present the same characteristics). Simula-
tions and measurements from low voltage networks are used for extracting their
features.

For the class of transformer saturation events it is found that they cause dips
which are non-rectangular and asymmetrical (each phase has different voltage dip
magnitude due to the different degree of saturation of each phase). This class of
events is also a large part of the monitoring data (as shown in Chapter 4).

Transformer saturation dips are in general shallow. The worst case in the available
measurements is an rms drop 0.17 pu when a one-cycle window is used. If a half-cycle
window is used then the drop becomes larger (0.32 pu). Finally, the rms voltage
calculated over a half-cycle window gives a distinctive signature of repeating short
duration voltage dips.

The phenomenon of transformer saturation is important for the protection relays
of the transformer itself however transformer events are found to be of interest
for other reasons also. As described in [51], transformer energising might cause
commutation failure of a HVDC converter bridge. Furthermore, transformer events
trigger fast voltage dip detection algorithms and cause unnecessary operations of
voltage dip protection schemes [52]. This is explained in more detail in Chapter 3.

Other switching actions are also included in the analysis: non-fault interruptions,
energising, step changes. The results of the analysis of all the above mentioned
events are summarised in Figure 2.44.

Considering all the different types of voltage dips and the way that voltage recov-
ers, there are:

• non-rectangular dips (transformers and induction motor dips)

• rectangular dips (fault-induced dips)

Considering the relationship between the phases there are:

• symmetrical dips (induction motor dips and dips due to three-phase faults)

• asymmetrical dips (transformer dips and dips due to asymmetrical faults).

These features are used for a knowledge-based system for automatic classification of
power system events which is presented in Chapter 4.
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Figure 2.44: From disturbance classification to event classification
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Chapter 3

Voltage magnitude
estimation for power system
event analysis

3.1 Introduction

A number of power system events was presented in Chapter 2, and it was shown
that classification of these events is possible by examining the fundamental frequency
magnitude of the three phase voltages. The fundamental frequency voltage magni-
tude was extracted using the Short Time Fourier Transform (STFT).

In this Chapter, the Kalman filter is used for the extraction of the fundamental
frequency magnitude because:

• it can be designed to provide the same signatures as the STFT.

• it offers, as an inherent part of its structure, a measure of how well the esti-
mation of the voltage signal parameters is. This feature can be used for the
detection of changes.

The subjects that are treated using Kalman filtering are:

• voltage magnitude estimation and its limitations in the presence of harmonics
and short duration events.

• segmentation of voltage disturbance recordings.

• the problem of voltage dip detection.

These issues are discussed regarding the characteristics of the power system events
presented in the previous chapter. A segmentation algorithm is proposed for analysis
of the voltage disturbance signals and its properties are presented. Finally, the
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voltage dip detection problem is presented with respect to different types of events
and the parameters of the model used for voltage magnitude estimation.

3.2 Kalman filtering

Kalman filtering is a method of state-space modelling and parameter estimation [53].
Kalman filtering has been used for a number of applications in power systems: for
the continuous real-time tracking of harmonics [54, 55], the estimation of voltage
and current parameters for protection systems [56, 57] or the estimation of the
parameters of transients [58].

Kalman filtering provides the means for estimating the parameters of time-varying
signals. In the case of voltage signals a natural choice for the model is the one that
consists of the fundamental frequency component and a certain number of harmonics
N :

z(t) =
N∑
n=1

An(t) cos(nωot+ θn(t)) (3.1)

where ωo = 2πfo (fo is the system frequency or fundamental frequency: 50 or 60
Hz). The unknown parameters of the model in (3.1) are the magnitude An and
phase θn for each harmonic component.

Consider the signal:

z1(tk) = A1 cos(ωotk + θ1) (3.2)

If we define A1,r(tk) and A1,i(tk) as:

A1,r(tk) = A1 cos(ωotk + θ1) (3.3)

and

A1,i(tk) = A1 sin(ωotk + θ1) (3.4)

then at time tk+1 = ∆t+ tk [59]:

A1,r(tk+1) = A1 cos(ωotk + ωo∆t+ θ1)
= A1,r(tk) cos(ωo∆t)−A1,i(tk) sin(ωo∆t)

and

A1,i(tk+1) = A1 sin(ωotk + ωo∆t+ θ1)
= A1,r(tk) sin(ωo∆t) +A1,i(tk) cos(ωo∆t)

Considering the variables An,r(tk) and An,i(tk) for each n (n = 1, . . . , N), the
discrete system to be estimated is described at the time instant tk by the state and
measurement equations. The state equation is:

x(tk+1) = Φkx(tk) + w(tk) (3.5)
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where tk = k∆t and ∆t is the sampling period. For z(tk) the sampled measurement
of z(t) at time instant tk, the measurement equation is:

z(tk) = Hkx(tk) + v(tk) (3.6)

In (3.5), x(tk) is the state variable vector of size 2N :

x(tk) =
[
A1,r(tk) A1,i(tk) . . . AN,r(tk) AN,i(tk)

]T
(3.7)

and w(tk) is the modelling noise, assumed to be zero mean white with a covariance
matrix:

Qk = E
[
w(tk)w(tk)T

]
= σ2q I (3.8)

The transition matrix, Φk in (3.5) is a diagonal matrix of size 2N , defined as:

Φk = diag[M1 . . . MN ] (3.9)

with

Mn =
(

cos(nωo∆t) − sin(nωo∆t)
sin(nωo∆t) cos(nωo∆t)

)
(3.10)

where

∆t =
1
fs

(3.11)

and fs is the sampling frequency.
The matrix Hk that connects the measurement z(tk) with the state vector x(tk)

is:

Hk =
[
1 0 . . . 1 0

]T
(3.12)

and v(tk) is the measurement noise assumed to be a zero mean white sequence with
known covariance σ2v and uncorrelated with w(tk).

For the estimation procedure, x̂(tk|tk) denotes the estimate of the state x(tk) at
time tk given the observation z(i) for i = 1, 2, . . . , tk and x̂(tk|tk − 1) denotes the
estimate given observation up to time tk − 1. The corresponding state estimation
errors ε(tk|tk) and ε(tk|tk − 1) are:

ε(tk|tk) = x(tk)− x̂(tk|tk) (3.13)

ε(tk|tk − 1) = x(tk)− x̂(tk|tk − 1) (3.14)

and P (tk|tk) and P (tk|tk − 1) are the error covariance matrices:

P (tk|tk) =
[
ε(tk|tk))ε(tk|tk))T

]
(3.15)
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P (tk|tk − 1) =
[
ε(tk|tk − 1))ε(tk|tk − 1))T

]
(3.16)

The estimator procedure starts by setting estimate x̂(0|0) of the state vector x
and the error covariance matrix for this estimate P (0|0). Then the predicted values
of the state x̂(tk|tk − 1) and the error covariance matrix P (tk|tk − 1) at the next
time instant are found by:

x̂(tk|tk − 1) = Φkx̂(tk − 1|tk − 1) (3.17)

P (tk|tk − 1) = ΦkP (tk − 1|tk − 1)ΦT
k +Qk (3.18)

The blending factor (or Kalman gain) K is calculated as:

K(tk) = P (tk|tk − 1)Hk

[
HT
k P (tk|tk − 1)Hk + σ2v

]−1
(3.19)

The updated estimate of x(tk), x̂(tk|tk) is given by:

x̂(tk|tk) = x̂(tk|tk − 1) +K(tk)
[
z(tk)−HT

k x̂(tk|tk − 1)
]

(3.20)

The error covariance matrix associated with the updated estimate is also updated:

P (tk|tk) = (I−K(tk)HT
k )P (tk|tk − 1) (3.21)

and the procedure starts over from (3.17). The expression HT
k x̂(tk|tk−1) is the esti-

mated value of z(tk), ẑ(tk). The amplitude of the fundamental frequency component
is given by:

A1(tk) =
√
A1,r(tk)2 +A1,i(tk)2 (3.22)

The modelling noise (w) and measurement noise (v) are user-defined parameters.
The tracking ability of the Kalman filter is dependent on the modelling noise σ2q . A
small σ2q will reduce the reaction speed of the filter to sudden changes however with
more accurate estimates [55, 60]. The frequency response of the Kalman filter and
its ability to accommodate harmonic elements depends on the selected noise values
as shown in [55, 61, 62].

For the following examples, a large σ2q is selected (σ2q = 0.4) for faster response to
changes. The measurement noise is set to σ2v = 10−5.

The estimated magnitude of voltage using the STFT is similar to the estimated
voltage magnitude using a Kalman filter with the model of (3.1) where the order N
is set equal to the number of frequency bands used in STFT. The STFT can be seen
as a signal modelling method where the underlying model is a sum of sinusoids like
the model described in (3.1). The relationship between the Kalman filter and the
STFT is discussed in [62].

Figure 3.1 shows the estimated magnitude of a voltage dip measurement using the
two methods where the STFT parameters are set as in Chapter 2, and the model
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Figure 3.1: Magnitude estimation for a voltage dip measurement using a Kalman
filter of order 20 (solid line) and STFT (dashed line)

order N of the Kalman filter is set to be equal to 20. The sampling frequency is
4800 Hz so the number of positive frequency bands for the STFT is 48. Thus the
frequencies from 1000 Hz to 2400 Hz are not covered by the Kalman filter of order
20. Nevertheless, the differences between the two estimates are minor. This is due
to the fact that the spectral content of this voltage signal in the above mentioned
region is low. Typically, higher frequency components appear at the beginning or
the end of an event (fault clearing, fault initiation, capacitor switching etc). We
will later see that the fact that the Kalman filter of order-20 does not cover these
frequencies is beneficial from a detection point of view (Section 3.4.7).

3.3 Kalman filter for power quality analysis

3.3.1 Kalman filter model order

For power quality analysis, it is important to estimate the parameters of the signals
(voltages and currents) as they change in time. Furthermore, the characteristics of
these signals must be taken into account in order to adjust the parameters of the es-
timation method (design parameters). For the voltage signals that correspond to the
events in Chapter 2, the estimation of the magnitude of the fundamental frequency
component is of great importance. Two aspects must be taken into account:

• Estimation of the magnitude of the fundamental frequency component must
be done in the presence of harmonic distortion. Components whose frequencies
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are different than the fundamental exist in the voltage signals. They are due
to non-linear loads or other phenomena (for example: transformer saturation).

• Changes in the magnitude might be close in time. The estimation method must
have appropriate tracking ability in order to resolve two or more successive
changes of magnitude.

It is explained above that the modelling noise (w) and the measurement noise
(v) must be set by the user. Additionally, the order of the model in (3.1) can be
selected by the user. Two options are available. The first one is to use a model that
only describes the fundamental frequency component. The second option is to use a
higher order model (by adding harmonic components to the fundamental frequency
component). The advantages and the drawbacks of each choice are shown using
three examples.

Example 1: step change

Figure 3.2 shows a synthetic voltage waveform with a step change in magnitude
and the estimated magnitude using a Kalman filter of order N = 1 and N = 20
respectively. The order-one filter is faster in tracking the change than the order-
20 filter. The reduction in tracking speed is due to the fact that the energy of
the sudden change in the amplitude is spread over all frequencies in the high order
model case. For the order-20 Kalman filter it takes approximately one cycle before
the estimated magnitude converges to the correct value. Approximately half of this
time is required for the order-1 Kalman filter.

Example 2: short duration dip

The importance of the convergence speed becomes more obvious in the example of
Figure 3.3. The synthetic voltage waveform contains a short duration (0.60 cycle)
dip. The magnitude estimated by the order-1 Kalman filter is closer to the actual
magnitude during the event. The order-20 filter inaccurately estimates the mag-
nitude: its minimum value is higher than the actual magnitude minimum and the
duration of the dip appears longer that it actually is. Both effects are due to the
slower response of this filter to changes.

Example 3: step change and harmonic distortion

Figure 3.4 shows the synthetic voltage waveform of a step change in magnitude and
the corresponding estimated magnitudes when a 3rd harmonic of 0.05 pu magnitude
is superimposed to the fundamental component. The order-1 Kalman filter estima-
tion is effected by the presence of the harmonic element unlike the order-20 filter that
gives the correct magnitude. Although the performance of the order-1 filter is better
in terms of time resolution it cannot reject harmonic components different than the
fundamental. Unless these components are modelled the estimated magnitude of
the voltage is distorted.
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Figure 3.2: (a) Voltage waveform of a step change in magnitude (synthetic signal)(b)
Estimated magnitude using Kalman filter of order 20 (solid line) and order 1 (dotted
line). Real magnitude: dashed line
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Figure 3.3: (a) Voltage waveform of a short duration dip (b) Estimated magnitude
using Kalman filter of order 20 (solid line) and order 1 (dotted line). Real magnitude:
dashed line
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The order-1 filter can be tuned (with the values of the noise) to be less effected by
non-fundamental frequency elements. However, by changing the frequency response
of the filter to be less sensitive to these components, its response become slower [61].
This can be also shown if, instead of tuning the filter parameters, a low-pass filter
is applied to the estimated magnitude in order to remove the distortion caused by
the presence of harmonics.

The selection of the low-pass filter and its cut-off frequency are important. The
filter’s impulse response must short to achieve minimum delay. Its cut-off frequency
must be sufficiently high (to ensure the tracking speed) but not too high (to be able
to attenuate high frequency transients). A problem imposed by the requirement of
short length is that the low-pass filter has a wide transition bandwidth within which,
frequency components cannot be adequately attenuated.

Figure 3.4 shows the result of such an operation. The estimated magnitude ob-
tained by the order-1 Kalman filter is filtered with a low-pass Butterworth filter of
order 1 with a cut-off frequency of 50 Hz. The z-transform of this filter is:

H(z) =
0.031699 + 0.031699z−1

1− 0.9366z−1
(3.23)

The filtered magnitude is less distorted but its response to the change is slower and
closer to the response of the Kalman filter of order 20. However, the improvement
that is achieved by using the order-1 Kalman and the low-pass filter can be beneficial
for analysing short duration events as it is explained in later sections.

In order to entirely remove the influence of harmonics on the estimated magni-
tude a higher order filter is required. By increasing the order of the filter, higher
frequencies are better attenuated as shown in Figure 3.5. However, a higher order
filter introduce a longer response times. Figure 3.6 shows the effect of the filter order
on the estimation speed. In Figure 3.6a the increase in the filter order introduces a
clearly observed delay. Similarly, the increase in the filter cut-off frequency leads to
a faster response. However, this gain in time is not important (Figure 3.6b).

3.3.2 Types of changes in voltage magnitude

Regarding the speed of change of the events presented in Chapter 2, there are three
types of voltage magnitude changes:

1. Fast changes: voltage magnitude increases or decreases to a new value within
a short period of time (less than half-cycle).

2. Slow changes: voltage magnitude increases or decreases gradually for a long
period of time (from one cycle to several cycles).

3. Fast repeating changes: voltage magnitude decreases and then increases (or
vice-versa) within a short period of time (less than one cycle).

Fast changes in voltage magnitude are mainly due to:
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Figure 3.4: (a) Voltage waveform of a step change in the presence of harmonic
distortion (synthetic signal) (b) Estimated magnitude using Kalman filter of order
20 (solid line), order 1 (dashed line) and order 1 with a low-pass filter (thicker solid
line)
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Figure 3.5: Magnitude of low-pass Butterworth filter for different order
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Figure 3.6: Voltage magnitude of a step change in magnitude using a Kalman filter
of order 1 and Butterworth filters (a) of different order (1, 2,3 and 4) and cut-off
frequency of 50 Hz and (b) of different cut-off frequency (50, 250, 450 and 650 Hz)
and order 1 (thicker line: Butterworth filter of order 1 and cut-off frequency of 50
Hz)
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• Fault initiation: on fault application the voltage magnitude of the faulted
phases decreases suddenly and obtains a new value. By observing measure-
ments it was found that this transition is usually completed in less than half
cycle, however, evolving faults present longer transitions.

• Fault clearing: protection system operation in the occasion of a fault will in
general cause a fast change in the voltage magnitude towards its normal value.
In the case of circuit breaker operation, the transition is influenced by the fact
that phases are cleared at different time instances (at current zero). The effect
of the circuit breaker opening in one phase induces transients to the other
phases so the fault clearing transition appears longer.

• Load switching: in general, the connection (or the disconnection) of a load
causes a fast change in the voltage magnitude. A typical example is the con-
nection of motor load which causes a sudden drop in voltage magnitude.

• Capacitor switching: the connection (or the disconnection) of a capacitor bank
causes a fast increase (or decrease) in voltage magnitude.

Slow changes in magnitude are mainly due to:

• Motor load influence: as described in Chapter 2, the presence of motor load
close to the fault location effects the voltage magnitude during the fault (slow
decay) as well as after fault clearing (slow increase). In both cases, the effect
is present for several cycles.

• Recovery of voltage after motor starting: the increase in voltage following the
initial drop upon the connection of motor load is gradual and might last for
long periods of time (up to 1 sec), as explained in Chapter 2.

• Recovery after a self-extinguishing fault as explained in Chapter 2: in the
example shown in Chapter 2, it takes approximately one cycle for the voltage
to return to its normal value upon fault clearing.

Fast successive changes in voltage magnitude are mainly due to:

• Transformer saturation: as shown in Chapter 2, transformer saturation leads
to variations of voltage magnitude between two consecutive half-cycles. As
the transformer magnetising current is only present during part of the cycle,
the voltage disturbance becomes a succession of sub-cycle voltage dips. Trans-
former saturation can be due to the energising of the transformer, due to the
voltage change at fault initiation and fault clearing, or due to other reasons.

• Arcing faults: these are faults that exhibit heavy current arcs with non-linear
voltage-current characteristics. The non-linear arc voltage-current character-
istics manifest themselves by producing high frequency components which in
turn distort the arc voltage into a near square wave [63]. After fault clearing
the arc disappears so it is safe to reclose. In distribution systems, downed
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conductors cause low current faults that cannot be detected therefore are dan-
gerous [64]. The developed arc of the fault results also to harmonic distortion.

Table 3.1: Types of voltage magnitude change
Fast Slow Fast repeating

Fault initiation Motor load influence Transformer saturation

Fault clearing a. During a fault a. Energising

Load switching b. After a fault b. During a fault

Capacitor switching After motor connection c. After a fault

After self-extinguishing Arcing fault

fault

The different types of changes are summarised in Table 3.1. Considering fast
changes, the ones due to fault related events can be large in magnitude. On the
other hand, changes due to load switching are in general of small magnitude. The
measurement of motor load starting (shown in Chapter 2), shows a drop in mag-
nitude of about 0.10 pu. Capacitor switching causes changes that do not exceed
0.05 pu. Transformer saturation statistics (presented in Chapter 2) show that the
magnitude of change can be significant.

As shown in the previous section, the changes in the voltage magnitude are not im-
mediately captured by the magnitude estimator. The estimated magnitude reaches
the new value of voltage with a delay. This delay depends on the type of the method
used and its settings. For a fast step change, an order-20 Kalman filter requires
approximately one cycle to reach the new value and the order-1 Kalman filter about
half of this time. Three examples are given below considering the different types of
changes and the properties of the estimators.

Voltage dip

Figure 3.7 shows the estimated magnitude of voltage during a fault. This is a
measurement from an 11 kV network. The order-1 and order-20 Kalman filters
are used. Two fast changes of large magnitude can both be seen in the estimated
magnitudes: one due to fault initiation (around 100 msec) and one due to fault
clearing (at 300 msec). A fast change of low magnitude can be seen between 200
and 300 msec. This is probably due to a change in the system. This change is better
seen when the order-20 Kalman filter is used because the estimated magnitude is
not distorted as that in the order-1 Kalman filter. The influence of the motor load is
obvious both in the during-the-fault stage of voltage and the post-fault-stage. The
voltage magnitude changes slowly in both cases.

Harmonic distortion during a fault

Figure 3.8 shows the estimated magnitude of voltage during a fault that exhibits
high distortion probably due to arcing. This is a measurement in an 11 kV network.
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Figure 3.7: (a) Voltage waveform during a fault (b) Estimated magnitude using
Kalman filter of order 1 (c) Kalman filter of order 20
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Figure 3.8: Harmonic distortion during a fault (a) Voltage waveform (b) Estimated
magnitude using Kalman filter of order 1 (c) Kalman filter of order 20

According to the utility that provided the measurements the event originated in the
275 kV network. Several monitors in the 11 kV network captured this event. The
pattern of the voltage distortion can be seen in the magnitude estimated by the
order-1 Kalman filter. The magnitude estimated by the order-20 Kalman filter is
smoother because the distortion of voltage is accommodated by the higher frequency
components of the state equation. The slow change of the dip magnitude can be also
seen. So, during the fault two types of changes take place: fast successive changes
probably due to arcing and a slow change probably due to motor influence.

Transformer saturation

Figure 3.9 shows the estimated magnitude of voltage during transformer saturation.
This is a measurement from an 11 kV network. The fast successive changes caused
by saturation can be seen in the estimated magnitude by the order-1 Kalman filter.
The magnitude of these successive voltage dips is decreasing slowly. In the order-20
Kalman filter estimation, the magnitude recovers slowly back to normal and a much
smoother voltage magnitude signature is obtained.

Summarising, an order-1 Kalman filter or a higher order Kalman filter can be
used for the extraction of voltage magnitude. Comparing the two types of estimators
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Figure 3.9: (a) Voltage waveform during transform saturation (b) Estimated mag-
nitude using Kalman filter of order 1 (c) Kalman filter of order 20
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the former one has faster convergence speed to sudden changes but the estimated
magnitude is very distorted either due to harmonic distortion caused by loads or fast
successive changes caused by the nature of the event. Due to distortion, it becomes
difficult to extract simple information relative to the magnitude (for example the
trend).

A high order estimator has a slower response to changes, however the character-
istics of the magnitude are easily extracted. When using an order-1 estimator it
becomes difficult to observe fast changes in the magnitude because of the distortion
(for example the fault clearing instant in the presence of harmonic distortion). The
advantage of fast tracking speed of an order-one estimator becomes important for
short duration events. Therefore, a higher order estimator is appropriate for events
where changes are well apart in time. The order-1 estimator can be used for short
duration events as it shown in Section 3.4.5.

3.4 Segmentation of voltage disturbance recordings

3.4.1 The segmentation problem

Segmentation is the process of splitting a recorded voltage waveform in a number of
segments along the time direction. Segmentation as the means for further analysis
or classification of non-stationary signals has been employed in many other fields of
engineering such as speech signal processing [65] and biomedical signal processing
[66]. Segmentation can be considered as a detection problem where the limits of
each different stage in the signal must accurately be found [67].

In the case of voltage disturbances an important characteristic is the way that
magnitude changes. Distinctive signatures are produced by considering the behavior
of voltage magnitude for different types of power system events. As shown in the
previous section, there are three types of changes in voltage magnitude (fast, slow
and fast repeating) and in general, two options in estimating the magnitude: fast
or slow estimator. For classification purposes it is important to detect when the
changes of magnitude occur and process the different parts of the signal as they are
defined by these changes. Fast changes are more important to be detected because
they correspond to phenomena such as fault initiation, fault clearing or changes in
the system configuration, and uniquely characterise the voltage recordings. So, the
segmentation of voltage disturbance signals described next is based on the detection
of fast changes in voltage magnitude.

According to the above, a typical recording of a voltage dip due to a fault may be
split in three segments: before the fault, during the fault and after the fault. The
divisions between the segments correspond to fault initiation and fault clearing. For
a dip due to motor starting, the recording may be split in only two segments: before
and after the starting instant. The starting current (and thus the voltage drop)
decays gradually and smoothly towards the new steady state. For a motor with a
star-delta switching the recording may be split in three segments, etc.
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In general, for segmentation purposes, a detector is constructed to monitor one
or more characteristics of the signal in question and provides an alarm in case of
changes. Several options can be followed for the construction of the detector. Some
of these options are:

• Detection based on the voltage magnitude values or their changes.

• Detection based on the high frequency parts of the voltage signals.

• Model-based detection: monitoring of how well the model fits the data by
setting an appropriate measure and detection of changes based on this measure.

The first option seems to be the most natural. However, unlike classical detection
problems where every event is well identified in its time and frequency contents,
voltage disturbance characteristics vary significantly for different system and oper-
ational conditions. Therefore, it is very difficult to incorporate a priori knowledge
on the parameters of the hypotheses that correspond to the various states to be
detected. The detection of sudden changes also suffers from the fact that it is diffi-
cult to set a threshold to detect them. The magnitude of the change is not a priori
known and the voltage magnitude might be changing slowly. A detector that would
trace sudden changes in the voltage magnitude should be immune to slow variations.
Therefore it would not be possible to be sensitive enough to trace sudden changes
of small magnitude.

The use of the high frequency part of the voltage signals for the detection of the
beginning and the end of a dip has been proposed in the literature [68, 69]. Filter
banks are used to extract information from different frequency levels of the signal
because the beginning and the end of a dip is expected to give high values in the
higher frequency levels. The use of such a method is restricted by the fact that high
frequency elements might be present (for example due to arcing faults or transformer
saturation) in the signal additionally to the ones produced by the fault initiation
and clearing.

3.4.2 A segmentation algorithm for voltage disturbances

The proposed algorithm utilises a model-based detection scheme that monitors how
well the model fits the data. A measure of how well the model fits the data is the
residue ε(tk), calculated as

ε(tk) = z(tk)− ẑ(tk) (3.24)

where ẑ(tk) is the estimated value of the signal z(tk). The calculation of the residue
is an inherent part of the Kalman filter equation as shown in Section 3.2. Figure 3.10
shows the residues of the transformer saturation measurement of Figure 3.9 for the
two Kalman filters (order-1 and order-20). The residues of the order-20 model are
of lower magnitude and present only high frequency characteristics because lower
frequencies are accommodated by the model.
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Figure 3.10: The residues in the estimation of the parameters of a transformer
saturation dip using (a) order-1 Kalman filter and (b) order-20 Kalman filter

The method proposed here for segmentation of voltage disturbance recordings
is based on monitoring the residuals of the model obtained by the Kalman filter.
The residues of the model, being a measure of how well the recorded data fit the
underlying model (in our case: (3.1)), can be used to detect changes in the signal.
An increase in the residues is due to a transition of the voltage from one state to
another and this can be used for segmentation purposes.

For monitoring the residues, the detection index di is designed:

di(tk) =

[
1
l

tk+l∑
i=tk

ε(i)

]2
=

[
1
l

tk+l∑
i=tk

(z(i)− ẑ(i))

]2
tk = l, . . . , L− l (3.25)

where
ẑ(i) the estimated value of the signal z(i)
l the length of the sliding window in which the residue ε is calculated
L the length of the signal

The detection index di, gives the squared mean of the residues thus it is a measure
of the changes in the voltage waveform over the window with length l. The detection
of sudden changes in the voltage waveform is done by comparing di, with a threshold
δ for each time instant. Two different hypotheses are tested:

• H0(no change is present): di < δ

• H1(a change is present): di ≥ δ

The segmentation scheme is summarised in Figure 3.11.
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Figure 3.11: The structure of the segmentation scheme

Considering the nature of the phenomena that could appear during the events
under consideration, the order of the model in (3.1) must be set high enough so
that:

• transformer saturation or arcing would not influence the segmentation process.
The example of Figure 3.10 shows that a high order filter produces lower
residues in the case of transformer saturation.

• the estimated voltage magnitude can be easily characterised as explained in
the previous section.

Two types of segments are defined according to the detection index:

• Event segments (Em): the detection index is low.

• Transition segments (Tm): the detection index is high.

Transition segments are the ones that correspond to fast changes due to fault initi-
ation, fault clearing, motor starting etc. Event segments correspond to parts of the
voltage signals where the characteristics of voltage are constant or slowly varying.
Normally, a recording starts and ends with an event segment. Consequently, the
original signal can be represented as a sequence of event and transition segments.
When the detection index, that is calculated over a window of size (l), exceeds the
threshold δ the start point of a transition is defined. The end point of the transition
is found when the detection index is below the threshold for a certain number of
samples (le).

3.4.3 Application of the segmentation algorithm

The settings of the algorithm are given in Table 3.2. The model order is set to 20,
i.e. the state equation covers the frequency range 50 to 1000 Hz in steps of 50 Hz.
From the tests it was found that this model order is adequate for accommodating
the frequency components produced by transformer saturation or arcing. The sam-
pling frequency for most of the available measurements is 4800 Hz. Therefore, the
model order can be increased to cover frequencies up to 2400 Hz. However, the
consequent increase in the computational burden of the algorithm is not necessary.
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The modelling noise σ2q is set high to ensure fast responses when a change in the
signal occurs.

Table 3.2: Settings for the segmentation algorithm
Kalman filter settings

Model order (N) 20

Modelling noise (σ2
q) 0.4

Measurement noise (σ2
v) 10−5

Detector settings

window size (l) half-cycle

window size (le) half-cycle

Threshold (δ) 0.2 · 10−4

The size of the window l is set to one half-cycle. This window is used to obtain a
detection index with less fluctuations than the residuals at the point of a change. A
larger window would smooth even more the detection index, but the time resolution
of the scheme would be reduced. The size of the window le used to find the bound-
aries of a transition segment is also set to one half-cycle. This is to ensure that
fluctuations in the detection index due to evolving events do not lead to incorrect
detection of the transition segment boundaries.

Figure 3.12 shows the residuals and the corresponding detection index as obtained
for a synthetic voltage signal that presents a fast magnitude drop of 0.10 pu. The
above mentioned settings are used. The detection index smooths the fluctuations
that appear in the residues. Note that for di, the time indices correspond to the
first sample of the window with size l.

The most important class of power system events as presented in Chapter 2 is
formed by voltage dips due to faults. These events are characterised by two or more
fast changes that correspond to fault initiation, fault clearing operations, or changes
in the type of the fault. The segmentation algorithm is tuned for this class of events.
Tests show that the algorithm with these settings performs well for all the other
classes of events. Figure 3.13 shows the maximum of the detection index for a 0.05
pu drop in voltage magnitude for different points on the wave of synthetic signals.
The threshold δ is set as to detect a 0.05 pu drop in voltage magnitude. A lower
threshold would make the detection scheme more sensitive to changes in magnitude
but would also lead to incorrect detection of the transition segment boundaries when
the event segments present harmonic distortion. The properties of the segmentation
scheme are shown in Section 3.4.7.

To demonstrate the efficiency of the scheme two examples are given below.
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Figure 3.12: (a) Estimated magnitude for 0.10 pu voltage drop using an order-20
Kalman filter (b) The corresponding residues (c) The corresponding detection index

Automating Power Quality Analysis 79



Voltage magnitude estimation for power system event analysis

0 30 60 90 120 150 180
0

0.2

0.4

0.6

0.8

1

1.2
x 10

−4

M
ax

im
um

 o
f d

et
ec

tio
n 

in
de

x 
(n

or
m

al
is

ed
)

point on the wave (degrees)

Figure 3.13: Detection index maximum for a 0.05 pu voltage drop for varying point
on the wave. Dashed line: threshold δ

Evolving fault

Figure 3.14 shows the voltage waveform, the output of a high-pass filter which is
applied to the original voltage waveform (Butterworth filter of order 8, cut-off fre-
quency 150 Hz), the estimated magnitude of the fundamental frequency voltage, the
detection index di, and the segmentation results. The output of the high-pass filter
is given as a measure of the harmonic contents of the signal. The detection index is
normalised with the threshold δ.

This is a measurement of an evolving fault in an 11 kV system. The voltage
waveform presents an initial gradual small drop that becomes larger after a few
cycles (Figure 3.14a). The high frequency part of the signal exhibits high energy
between 40 and 140 msec but no more information can be drawn from it (Figure
3.14b). The estimated magnitude shows initially a slow change around 50 msec and
a more obvious change at 150 msec (Figure 3.14c).

The detection index and the segmentation scheme are able to extract both changes
in the voltage despite the fact that they are close in time and the first one is gradual.
The voltage decays slowly after the initial changes due to the presence of induction
motor load. It recovers back to normal when a circuit breaker operates to clear the
fault (not shown in Figure 3.14).
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Figure 3.14: (a) Voltages waveform (b) high-pass filtered signal (c) fundamental fre-
quency voltage magnitude and segmentation results (d) detection index (normalised)
and the segmentation results (shadowed parts: transition segments)
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Transformer saturation

Figure 3.15 shows the case of transformer saturation probably due to transformer
energising. The same features are plotted as before. The voltage waveform presents
an initial drop followed by a gradual recovery. The event is accompanied by tem-
porary harmonic distortion. Harmonics close to the fundamental increase and then
decay slowly as the voltage magnitude returns to normal. The harmonic distortion
is obvious in Figure 3.15b. The detection index is able to extract the initial drop in
voltage magnitude and remains low despite the presence of harmonics. The Kalman
filter models adequately the harmonic distortion caused by the saturation of the
transformer.

3.4.4 Segmentation considering the three phases

For classification purposes not only the phases must be segmented but also the
corresponding segments between the phases must be compared. In order to achieve
the best possible match between the phases, the segmentation algorithm is modified
to cope with 3 phases. A change in any of the three phases points to a change in the
underlying event or in the system which may also effect the other two phases. The
detection scheme is applied to all three phases and the detection index is created
for each one (dia, dib, dic). Then, a detection index di is obtained by taking the
maximum of the three indices at each time instant:

di(tk) = max(dia(tk), dib(tk), dic(tk)) tk = 1, . . . , L− l (3.26)

Figure 3.16 shows the fundamental magnitude of the three phase voltages of the
multistage dip that is partly shown in Figure 3.14. The detection index as obtained
by (3.26) and the segmentation results are also shown. It becomes clear that the dip
is caused by a short-circuit that evolves to a three-phase fault. The segmentation
results as obtained by considering all the phases and by considering only one phase
are almost the same for this case.

3.4.5 Segmentation of voltage recordings of short duration
events

Regarding the segmentation algorithm presented above, time resolution problems
might occur when two or more transitions occur close in time. The detection index
di, is high for a period of time after a transition. This period of time is found to be
approximately one cycle for a fast change (see Figure 3.13). If the increase in the
detection index due to the first transition is not over before the second one starts
then the two transitions will not be resolved. Recall that a half cycle window is
used to decide whether a transition is over, i.e. the detection index must be below
the threshold for at least one half-cycle. There are recordings which present fast-
changing characteristics during the whole disturbance and the detection index is
continuously high thus the stages of the signal cannot be identified.

82 Automating Power Quality Analysis



Voltage magnitude estimation for power system event analysis

0 100 200 300 400 500
−1

−0.5

0

0.5

1

V
ol

ta
ge

 (
pu

)

0 100 200 300 400 500
−0.1

0

0.1

F
ilt

er
ed

 (
pu

)

0 100 200 300 400 500
0.9

1

M
ag

ni
tu

de
 (

pu
)

0 100 200 300 400 500
0

5

10

15

20

Time (msec)

D
et

ec
tio

n 
in

de
x

   (a) 

   (b) 

   (c) 

   (d) 

Figure 3.15: (a) Voltages waveform (b) high-pass filtered signal (c) fundamental
frequency voltage magnitude and the segmentation results (d) detection index (nor-
malised) and segmentation results (shadowed parts: transition segments)
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Figure 3.16: Fundamental frequency voltage magnitude (b) detection index (nor-
malised) and segmentation results (shadowed parts: the transition segments)

Additionally, when two changes are close in time not only they cannot be resolved
but also the estimated magnitude might not be correct. An example is a short du-
ration dip where the voltage recovery starts before the estimated magnitude reaches
the real dip magnitude.

Therefore, if the time interval between two fast transitions is:

1. shorter than one and a half cycles, the detection index will not be below the
threshold (δ) for the required time (half cycle) and the transitions will not be
resolved.

2. shorter than one cycle the estimated magnitude will not be correct.

One class of short duration events of interest is formed by fuse-cleared faults. As
shown in Chapter 2, these produce voltage dips of short duration. Several measure-
ments from distribution networks were found that present voltage dips of duration
shorter than 3 cycles probably due to fuse-clearing operations (3 cycles is the mini-
mum time for a circuit breaker to clear a fault). Other events that are of short du-
ration are dips caused by self-extinguishing faults. In the case of self-extinguishing
faults, the available measurements showed that the fault extinguishes within 1-2
msec.

3.4.6 The stage detection algorithm

For short duration events the order-1 Kalman filter is a better way for estimating
the voltage magnitude. The estimated magnitude is of high variance due to the
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presence of load-generated harmonics and high frequency transients, however, the
variance of the magnitude can be reduced with a low-order low-pass filter as shown
in Section 3.3.

The residuals of the order-1 Kalman filter cannot be used for segmentation pur-
poses because they are of high magnitude due to the presence of harmonics. However,
for short duration events, segmentation can be done by identifying the fault stage
(between fault initiation and fault clearing) which is of almost constant magnitude
as a number of measurements showed. A stage detection algorithm is described
below. The algorithm consists of the following steps:

1. First w is set equal to w0.

2. For the time instant tk, the standard deviation s(tk) of the estimated magni-
tude of the fundamental frequency voltage (A1) is calculated for the window
of size w:

s(tk) =
[ 1
w

tk+w∑
k=tk

(A1(k)−mk)2
] 1

2
(3.27)

mk =
1
w

tk+w∑
k=tk

(A1(k)) (3.28)

3. An alarm is produced, indicating the starting point of an event segment if:

s(tk) < h (3.29)

4. Then the window size w is increased by one sample (w = w+∆t) and steps 2
and 3 are repeated until (3.29) is not true.

5. Then an alarm is produced indicating the end point of an event segment and
the algorithm starts from step 1 with tk = tk+w.

Parts of the signal where (3.29) is not satisfied are transition segments. The whole
scheme is summarised in Figure 3.17. For the test shown next, the window size w is
set to be half cycle and h equals to 0.02. The size of the window w0 is set to be half
cycle because that is approximately the time it takes for the order-1 Kalman filter
(with the above mentioned settings) to respond to a fast change.

Figure 3.18a shows a voltage disturbance of short duration. It is already obvious in
Figure 3.18a that the recording contains a voltage dip of duration approximately one
and a half cycles. The voltage reduction is captured by the order-20 Kalman filter
(Figure 3.18b). However, the convergence speed of the estimated voltage magnitude
is slow and the obtained middle stage of voltage is significantly shorter than the
actual one. The detection index and the segmentation results as obtained from
the algorithm in Section 3.4.3 are shown in Figure 3.18c. The recorded event is
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Figure 3.17: The structure of the segmentation scheme

a voltage dip due to a fault. The fault initiation and the fault clearing instants
are close in time. The detection index increases at both instants however the time
interval between the two events is not adequate for the scheme to decide whether
the first transition is over before the second one starts. Therefore the middle stage
is not revealed.

Figure 3.18d shows the estimated magnitude using a Kalman filter of order 1.
The changes in voltage are faster than that in Figure 3.18b, however the variance
of the estimation is higher for all stages (before, during and after the dip). Fault
clearing causes an overshoot in the estimated voltage that is not observed in the
actual voltage waveform.

Figure 3.18e shows the filtered voltage magnitude and the results of the segmenta-
tion algorithm described above. There are two transition segments found (shadowed
parts) and between them there is an event segment corresponding to the voltage dip.
The method detects the new stage in voltage and its boundaries are found.

3.4.7 Properties of the detection index

In this section, the properties of the detection index are presented. Synthetic signals
(sinusoids of 50 Hz frequency) are used that contain fast changes in magnitude.
Variations in the point on the wave where the change occurs and the phase angle
jump are considered. A sampling frequency of 4800 Hz is used.

Figure 3.19 shows the maximum value that the detection index obtains for dif-
ferent magnitude changes (decrease). The maximum value of the detection index
is normalised with the threshold δ. Both the dependence of the detection index on
the point on the wave and the magnitude of the change can be seen. The detection
index is low for points on the wave closer to the voltage peak and high for larger
changes.

Figure 3.20 shows the maximum value that the detection index obtains for a
0.10 pu decrease accompanied by a positive phase angle jump. The detection index
increases significantly for large phase angle jumps. The detection index also increases
for negative phase angle jump (Figure 3.21). The increased detection index in the
presence of phase angle jumps is beneficial to the segmentation scheme because
fault-induced dips present this phenomenon, as explained in Chapter 2.
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Figure 3.18: (a) Voltage waveform (b) Estimated magnitude - Kalman filter of order
20 (c) detection index (normalised) and segmentation results using the first algorithm
(d) Estimated magnitude - Kalman filter of order 1 (e) Filtered magnitude and
segmentation results (transition segments: shadowed parts).
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Figure 3.19: Maximum of detection index for step decrease of 0.05 pu (solid line),
0.10 pu (dashed line) and 0.15 pu (dotted line)

The influence of high frequency transients on the detection index is shown using a
synthetic signal of a 0.05 pu drop added to a signal usup(tk) which is an exponentially
damped sinusoid of frequency fn given by the following formula:

usup(tk) = Be−αtk cos(2πfntk) (3.30)

where α is the constant that defines the decaying rate of the exponential. A value
is chosen so the transient decays to zero within one cycle. Two cases are considered
for the frequency fn of the superimposed transient. The first case is fn to be within
the range of frequencies modelled by the Kalman filter (0-1000 Hz) and the second
case is to be higher (1000-2400 Hz for a 4800 Hz sampling frequency).

Figure 3.22 shows the maximum of the detection index for different values of B for
frequencies ranging from 100 Hz to 1000 Hz for a 0.05 pu drop in magnitude. The
range of frequencies corresponds to that modelled by the order-20 Kalman filter.
The detection index obtains higher values for increasing B. The influence of the
transients is significant for lower frequencies close to the fundamental. For higher
frequencies the value of the detection index is not influenced by the frequency of the
transient.

If the frequency of the transient is outside the frequency range modelled by the
Kalman filter then the influence of the frequency of the transient is significant.
Figure 3.23 shows the maximum of the detection index for different B values, for
frequencies ranging from 1000 Hz to 2400 Hz, and for a 0.05 pu drop in magnitude.
As the frequency of the transient increases the detection index increases significantly.
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Figure 3.20: Maximum of detection index for step decrease of 0.10 pu and phase
angle jump of 0◦ (solid line), 10◦ (dashed line) and 20◦ (dotted line)
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Figure 3.21: Maximum of detection index for step decrease of 0.10 pu and phase
angle jump of 0◦ (solid line), −10◦ (dashed line) and −20◦ (dotted line)
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Figure 3.22: Maximum of detection index for step decrease of 0.05 pu and a su-
perimposed exponentially decaying sinusoid of amplitude B equal to 0.20 pu (solid
line), 0.40 pu (dashed line) and 0.60 pu (dotted line) for frequencies up to 1000 Hz
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Figure 3.23: Maximum of detection index for step decrease of 0.05 pu and a su-
perimposed exponentially decaying sinusoid of amplitude B equal to 0.20 pu (solid
line), 0.40 pu (dashed line) and 0.60 pu (dotted line) for frequencies higher than
1000 Hz
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The increase of the detection index in the presence of frequencies not modelled
by the Kalman filter is beneficial for the segmentation scheme because higher fre-
quencies are expected at the transition points, during fault initiation, fault clearing
or capacitor energising.

3.5 Voltage dip detection

The problem of voltage dip detection is considered in a number of publications
[70, 71] mainly for voltage dip mitigation equipment such as static transfer switches.
In [52] the proposed detection scheme uses three settings: fast setting 1/8 cycle, slow
setting 1/4 cycle and a one-cycle rms setting at 0.90 pu. In one year of operation
the system was used 47 times as shown in Table 3.3. Only for 9 cases the operation
was needed according to the authors (four of the dips and all five outages). The
other 38 operations were due to capacitor switching, transformer energising, shallow
voltage dips and other unidentified disturbances. It is not mentioned which setting
was used. However, the scheme does not have the ability of distinguishing voltage
dips from other disturbances.

Table 3.3: Static transfer switch transfers during one year of operation (from [52])
Disturbance cause Number of transfers

Voltage dip 13

Outage 5

Capacitor switching 8

Substation transformer energising 9

Unknown 12

Figure 3.24 shows a measured voltage waveform when a fault starts and the corre-
sponding estimated magnitude using an order-1 Kalman filter, an order-20 Kalman
filter and an order-1 Kalman filter cascaded with a low-pass filter as described in
Section 3.3 (Butterworth low-pass filter of order 1 and cut-off frequency of 50 Hz).
The estimation speed of the latter is a compromise between accuracy and speed.
This filter also removes the initial overshoot in the order-1 Kalman filter. Further-
more, the variance of the estimated magnitude has been reduced due to the filtering
operation.

As explained before, if model-based methods are used for voltage amplitude es-
timation then two options can be adopted. The first option is to use a model that
describes only the fundamental frequency component. In this case a change in the
voltage waveform is quickly traced by the method. The main drawback of this
approach is that in the case of a disturbance the initial estimation of voltage am-
plitude might be quite different from the actual value. The second option is to use
a higher order model. This way the detection speed becomes much slower but the
estimation is more reliable. The initial estimated amplitude is not overestimated or
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Figure 3.24: (a) Voltage waveform (b) Estimated magnitude using Kalman filter of
order 1 (dotted line), Kalman filter of order 20 (dashed line) and Kalman filter order
1 with a low-pass filter (solid line)

underestimated and high frequency transients or harmonics that might exist are ac-
commodated by the model and do not cause changes in the fundamental component
amplitude. A compromise between the two options is to use a model that contains
only the fundamental frequency and then for detection purposes apply a low-pass
filter to the estimated amplitude as described in previous sections.

The performance of these estimators is shown below using simulations with syn-
thetic rectangular voltage dips. The characteristics of such dips (due to faults)
considered in Chapter 2 are summarised in Figure 3.25.

3.5.1 Detection of rectangular dips

Four methods are considered here for voltage dip detection. Their performance in
speed is presented in terms of the time that it takes for the estimated magnitude to
go below 0.90 pu of the normal voltage. The methods are:

1. rms calculated over one-cycle overlapping windows

2. rms calculated over half-cycle overlapping windows

3. Kalman filter of order 20

4. Kalman filter order 1 cascaded with a low-pass filter
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Figure 3.25: Rectangular voltage dip characteristics

Figure 3.26a shows the performance of these methods in estimating the voltage
magnitude of synthetic rectangular voltage dips with a magnitude drop of 0.15 pu
for different points on the wave. Figure 3.26b shows the calculated speed when the
voltage drop is 0.30 pu. The order-1 Kalman filter with the low-pass filter is faster
than both the one-cycle rms and the Kalman filter of high order, and slightly faster
than the half-cycle rms.

As the voltage drop increases, the speed of the detection increases as expected
and the differences between the different estimators become less significant. For very
large voltage drops the changes in the estimators are minor in terms of how fast the
estimated voltage magnitude exceeds the 0.90 pu threshold. However the differences
are significant in terms of how fast this magnitude reaches its new value, as shown
in Section 3.3.

The dependence of the estimation speed on the phase angle jump is shown in
Figure 3.27a for the order-1 Kalman filter with a low-pass filter and voltage dips
of magnitude 0.15 pu. A negative phase angle jump can delay or speed up signifi-
cantly the estimation. On the other hand the effect of a positive phase angle jump
causes either a small delay or a significant improvement. For voltage dips of larger
magnitude the influence of the phase is less significant, as can be seen in Figure
3.27b.
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Figure 3.26: Speed of voltage dip detection using Kalman filter order 1 with a low-
pass filter (solid line) , half-cycle rms (dashed line), order 20 Kalman filter (dotted
line) and one-cycle rms (dash-dotted line) for (a) a 0.15 pu voltage drop (b) a 0.30
pu voltage drop
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Figure 3.27: Speed of voltage dip detection using Kalman filter order 1 with a
low-pass filter. (a) Voltage drop 0.15 pu (b) Voltage drop 0.30 pu. Phase angle
jump of 0◦ (solid line), 20◦ (dashed line), −20◦ (dotted line)
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Figure 3.28: Estimated magnitude during transformer saturation using Kalman filter
of order 1 (dotted line), Kalman filter of order 20 (dashed line) and Kalman filter of
order 1 with a low-pass filter (solid line)

3.5.2 Transformer saturation

As shown in Section 3.3.1, the variation of voltage during transformer saturation
is captured by the order-1 Kalman filter but not by that of order 20. The low-
pass filter as described above moderately attenuates the oscillations. Figure 3.28
shows the corresponding estimated magnitudes for a measurement of transformer
saturation.

Figure 3.29 shows the estimated magnitude using an order-1 Kalman filter with
Butterworth low-pass filters of different orders. The increase in filter order does not
influence the voltage dip magnitude significantly. Note also the delay in the initial
response.

3.5.3 Distinguishing fault-induced dips and transformer sat-
uration dips

If a voltage dip detection scheme does not need to produce a tripping signal for
transformer saturation dips, it must wait for one cycle after the event initiation
and verify that there is no voltage recovery in this time period because transformer
saturation produces repeating voltage dips of duration approximately one cycle. In
such a case either half-cycle rms or the order-1 Kalman filter can be used but not
the higher order Kalman filter or the one-cycle rms because they need longer time to
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Figure 3.29: Estimated magnitude during transformer saturation using Kalman filter
of order 1 with a low-pass filter of order 1 (solid line), 2 (dashed line), 3 (dotted
line) and 4 (dash-dotted line)

capture the increase in voltage. The order-1 Kalman filter cascaded with a low-pass
filter is used next.

The following measure is used to determine how much the voltage recovers within
a one cycle window after it reaches its minimum point:

D =
VP − VM
1− VM

100% (3.31)

where VP and VM are the values of estimated voltage at time instants that correspond
to (referring to Figure 3.30):

S the time instant the voltage magnitude crosses the 0.90 pu threshold
M the time instant the voltage magnitude obtains its minimum value VM

within a window of one cycle starting from point S (analysis window)
P the time instant the voltage magnitude obtains its maxim value VP

within a window w starting from point M until the end of the analysis
window

The statistics on D shown in Figure 3.31, are obtained using one month measure-
ments of fault-induced and transformer dips from a distribution network (33 and 11
kV). For each event, D is calculated for the phase that presents the most severe dip.
Events that present voltage dips below 0.65 pu are not considered in these statistics.
These events are classified as fault-induced dips because according to the statistics
presented in Chapter 2, transformer dips do not exceed this value. It is obvious from
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Figure 3.30: Voltage magnitude during transformer saturation (marked points refer
to (3.31))

this figure that transformer saturation events are associated with a high value of D,
unlike fault-induced dips.

Table 3.4 shows the classification results if a threshold of 50 % is used to D for
distinguishing the two types of events. It means that if D is greater than this thresh-
old, then the measurement is classified as transformer saturation and if smaller, it
is classified as fault-induced event. In the first cycle, after the voltage magnitude
exceeds the 0.90 pu threshold, all the transformer saturation events are classified
correctly and only a small number of fault events are not classified correctly. These
fault events are classified correctly in the second cycle using the same threshold for
D. During the second cycle, all the transformer saturation events having magnitude
below 0.90 pu even in the second cycle are also classified correctly.

However, an on-line scheme for distinguishing transformer events from fault events
must consider the cost of misclassification for the two cases (transformer events
classified as faults and faults classified as transformer events) as well as the time
requirements for correct classification. Depending on the application, it might be
more important that all the faults are detected even at the expense of some unnec-
essary operations due to transformer saturation. For other applications it might be
more important to avoid unnecessary operations at the expense of some delay in
detection.
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Figure 3.31: Statistics onD for (a) transformer saturation dips and (b) fault-induced
dips

Table 3.4: Separating transformer and fault-induced dips using D
Type 1st cycle 2nd cycle

Fault-induced voltage dips 168/171 3/3

Transformer saturation 24/24 17/17

3.5.4 The dq-transform for the detection of voltage dips and
transformer saturation

A common method for voltage dip detection is the one based on Park transform
[72, 73]. The instantaneous three phase voltages va(t), vb(t), vc(t) are transformed
into a fixed two-axis coordinate system called αβ-coordinate system by: vα(tk)

vβ(tk)
v0(tk)

 =

√
2
3

 1 −1/2 −1/2
1

√
3/2 −√

3/2
1/

√
2 1/

√
2 1/

√
2

  va(tk)
vb(tk)
vc(tk)

 (3.32)

where v0(tk) is the zero sequence voltage component. The voltage vector obtained
can be further transformed into a rotating dq-coordinate system using the following
transformation (dq-transform):(

vd(tk)
vq(tk)

)
= e−jθ(tk)

(
vα(tk)
vβ(tk)

)
(3.33)
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Figure 3.32: (a) Vdq calculated by (3.35) (b) Filtered Vdq

where θ(tk) is the transformation angle obtained using ω = 2π50 rad/sec through
the following formula:

θ(tk) = θ(0) +
∫ tk

0

ωdξ (3.34)

The following value:

Vdq(tk) =
√

|vd(tk)|2 + |vq(tk)|2 (3.35)

can be used for detection by comparing it with a user-set threshold. A low-pass filter
must be used in order to remove frequency components higher than the fundamental.

Figure 3.32a shows Vdq calculated using the above formulas for the transformer
saturation case used in the previous section. Figure 3.32b shows Vdq filtered with
the low-pass filter used in the previous section.

The model used for the dq-transform considers only the fundamental frequency
component. Therefore, Vdq has similar characteristics as compared to the magnitude
estimated by an order-1 Kalman filter: it presents high variance due to harmonic
distortion, and in the case of transformer saturation it captures the fast variations
of voltage. Such a voltage dip detection scheme will be triggered by transformer
saturation events. Furthermore, the estimated dip using this method will be deeper
than the one calculated with order-20 Kalman filter or one-cycle rms. For the exam-
ple of Figure 3.32, Vdq shows a drop of approximately 0.15 pu. The maximum drop
of the three phases when the voltage magnitude is calculated with one-cycle rms or
the order-20 Kalman filter is 0.10 pu.
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3.5.5 Voltage dip detection and capacitor energising tran-
sients

Another type of transient that may trigger a voltage dip detection algorithm is
the oscillatory transient caused by the energising of a capacitor bank. Although
the energising of a capacitor bank increases the voltage of the system, the initial
transient can be mistaken as a dip by fast detection algorithms, as shown in Table
3.3.

Capacitor energising causes a sudden drop in voltage towards zero followed by
high frequency oscillatory transients superimposed to the voltage waveform (this
type of event will be explained further in Chapter 6). The resulting overvoltage is
usually between 1.1 and 1.7 pu, and the frequency of oscillation between 200 Hz and
several thousand Hz.

If the voltage magnitude is estimated by the order-1 Kalman filter then it follows
the high frequency oscillations because these oscillations cannot be accommodated
by the filter. The low-pass filter that is used to filter this magnitude attenuates
these oscillations. However, the performance of this filter is limited by the speed
requirements as mentioned before. Therefore, attenuation of the oscillation becomes
more difficult if the oscillation frequency is close to the cut-off frequency of the filter.
Additionally, the filter must remove the initial instantaneous voltage dip (voltage
drops to zero and increases towards its maximum value). The faster the increase in
voltage after the initial drop to zero, the more is attenuated.

Figure 3.33 and Figure 3.34 show two cases of capacitor energising transients
simulated in EMTP. The same system has been used for both cases for two different
capacitor banks in order to obtain transients with different frequency (see Chapter
6). The oscillation frequency of the transient in Figure 3.33 is 300 Hz and in Figure
3.34, 600 Hz. Both transients start with an instantaneous voltage dip (voltage goes
close to zero). The magnitude of voltage estimated by the order-1 Kalman filter
oscillates from values close to zero to the maximum of the voltage waveform. In the
first case, (Figure 3.33) the low-pass filter attenuates significantly the oscillation,
and the minimum value of magnitude is 0.88 pu. In the case where the oscillation
frequency is 600 Hz, the attenuation is more effective, as shown in Figure 3.34 and
the minimum value of voltage is higher (0.95 pu). In both cases, the minimum
estimated voltage magnitude corresponds to the initial instantaneous voltage dip.

It can be concluded that, whether a voltage dip detection scheme is triggered by
a capacitor energising transient depends significantly on the oscillation frequency.
Furthermore, the magnitude of the instantaneous voltage dip is important. If there
are more capacitors in the bus where the capacitor bank is energised then the voltage
will not initially go to zero. Therefore the estimated magnitude will be less effected
by the initial voltage dip. High frequency transients are produced in this case.
However, these transients are expected to be attenuated adequately by the low-pass
filter. More important for the initial drop is the distance of the switching point
from the measuring point. The initial drop in the measured voltage decreases with
increasing distance from the switching point.
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Another important parameter is the point on the wave where the capacitor switch-
ing transient takes place. Figure 3.35 shows a capacitor energising transient taken
place at 90◦ and the corresponding magnitude estimates. The same system has been
used for the simulation as in Figure 3.33, therefore the oscillation frequency is 300
Hz. It can be seen that the minimum dip as obtained by the Kalman filter is higher
than the one in Figure 3.33. As shown in Section 3.5.1, the tracking speed of the
Kalman filter depends on the point on the wave where a change takes place. There-
fore, whether a voltage dip detection scheme is triggered by a capacitor energising
transient depends significantly on the point on the wave where the transient starts.
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Figure 3.33: (a) Voltage waveform during capacitor energising (oscillation frequency
300 Hz) (b) Magnitude estimated by Kalman filter order 1 (c) Magnitude filtered
by low-pass filter
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Figure 3.34: (a) Voltage waveform during capacitor energising (oscillation frequency
600 Hz) (b) Magnitude estimated by Kalman filter order 1 (c) Magnitude filtered
by low-pass filter

Automating Power Quality Analysis 103



Voltage magnitude estimation for power system event analysis

0 20 40 60 80
−2

−1

0

1

2

V
ol

ta
ge

 (
pu

)

0 20 40 60 80
0

0.5

1

1.5

2

M
ag

ni
tu

de
 (

pu
)

0 20 40 60 80
0.9

1

1.1

1.2

1.3

Time (msec)

M
ag

ni
tu

de
 (

pu
)

   (a) 

   (b) 

   (c) 

Figure 3.35: (a) Voltage waveform during capacitor energising (oscillation frequency
600 Hz) (b) Magnitude estimated by Kalman filter order 1 (c) Magnitude filtered
by low-pass filter
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Figure 3.36: Synthetic signal for capacitor switching transient analysis

For a more systematic investigation of capacitor switching transients with respect
to the voltage dip detection problem, synthetic signals were generated consisting of
exponentially damped sinusoids of different frequencies superimposed to the funda-
mental frequency sinusoid causing a voltage drop at time instant t0, to zero:

z(tk) = cos(ωtk+θ) tk < t0 (3.36)

z(tk) = (1+∆) cos(ωtk+θ)−Ae−α(tk−t0) cos(2πfn(tk−t0)+θs) tk ≥ t0 (3.37)

where A is the amplitude of the superimposed signal, α the damping factor and fn
is the oscillation frequency. The phase θs, is set according to:

θs = arccos
(1 + ∆

A
cos(ωt0 + θ)

)
(3.38)

in order the oscillation to start from voltage equal to zero. ∆ is used to represent the
increase in voltage magnitude by connecting a capacitor bank to the network. This
signal model is used to demonstrate the influence of the point on the wave and the
oscillation frequency of the capacitor energising transient on voltage dip detection.

Figure 3.37 shows the estimated minimum voltage for synthetic signals generated
using (3.37)-(3.38), and applying an order-1 Kalman filter cascaded with a low-pass
filter. The signals were created with ∆ =0.03, A =1.03, α =0.012, fn =200-500 Hz,
and different points on the wave (by varying θ). An example of such a waveform is
given in Figure 3.36 where fn was set to 300 Hz and the point on the wave is 90◦.

The results of Figure 3.37 verify that the minimum voltage in these cases depends
on the point wave and the frequency of the oscillation. For higher frequencies the
minimum voltage is well above the 0.90 pu threshold.
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Figure 3.37: Minimum estimated voltage for capacitor energising transients with
different oscillation frequencies fn (synthetic signals)

Only points on the wave between 45◦ and 135◦ are considered. Other points on
the wave do not cause significant changes in the estimated voltage at the instant of
switching (less than 0.03 pu). For these points on the wave the initial voltage drop to
zero is not captured by the magnitude estimator. Additionally, such high value for
A is not realistic for other points on the wave (the capacitor switching overvoltage
is maximum at 90◦ [74]).

One more point that must be mentioned here is that if the dip detection is based on
using one-cycle data after the voltage magnitude goes below the 0.90 pu threshold,
then capacitor switching transients can be easily ruled out as fault-induced dips.
Within this time interval the voltage magnitude typically shows an increase (see
the previous examples of capacitor switching simulations Figure 3.33 - Figure 3.35).
This increase is the same for all three phases, unlike the case of voltage swell during
a fault that appears in two of the three phases (the third one shows a voltage dip).

3.6 Conclusions

Estimation of voltage magnitude is important in terms of extracting information
from measurements and characterising power system events. Following Chapter 2,
where the different classes of power system events were presented, Chapter 3 shows
the different types of voltage magnitude changes with respect to Kalman filtering.

Kalman filtering aspects are described. Emphasis is given to the time resolution
properties. It is shown that there are three types of changes: fast, slow and fast
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repeating changes corresponding to different power system phenomena. It is also
shown that the model order used by the Kalman filter effects significantly the voltage
magnitude estimates for the different types of changes. Especially for fast repeating
changes (which are due to transformer saturation), a Kalman filter modelling only
the fundamental frequency sinusoid is able to follow the variations but a filter that
also models harmonics cannot follow the variations.

Basically, the voltage magnitude estimation is subjected to two facts:

• there are long duration power system events for which, the estimation of volt-
age magnitude does not impose problems in characterisation and extraction of
their characteristics.

• there are power system events of a duration that coincides with the speed of
the methods for voltage magnitude estimation.

Towards the automatic processing of power quality measurements, two approaches
are proposed for the segmentation of voltage disturbance recordings. The first seg-
mentation algorithm utilises a high order Kalman filter. Detection of sudden changes
is based on how well a high order model (fundamental and harmonics) fits to the
measurement data. Event segments (low detection index) and transition segments
(high detection index) are obtained. Transient segments are typically parts of the
voltage disturbance signals corresponding to fault initiation, fault clearing or switch-
ing actions. Event segments are the parts corresponding to the voltage during a fault
or the recovery voltage during transformer saturation. It is demonstrated that the
scheme is able to detect fast changes and is immune to slow changes in voltage
magnitude.

Segmentation can also be performed using all three waveforms in a way that
enables comparison between the phases. This is useful for classification purposes
as explained in Chapter 4. The properties of the segmentation scheme are also
extracted for rectangular dips using simulations. The detection index is sensitive to
the point where the fast change takes place, the phase angle jump that might be
present and the frequency contents of the voltage signals.

The time resolution of the above method is not adequate for events that contain
transitions close in time. Therefore, a second method with better time resolution is
proposed for identifying and locating stages of voltage between transition points. It
utilizes a Kalman filter of order 1 and a simple detection scheme. This algorithm
can be used for short duration events.

Segmentation offers the means for further analysis of the recordings. An expert
system is presented in Chapter 4 for classification (in terms of underlying event) and
analysis of power system events based on the above segmentation algorithms.

In this chapter the problem of voltage dip detection is also investigated. Simu-
lations are used to show that a Kalman filter that considers only the fundamental
frequency sinusoid combined with a low-pass filter has an overall better performance
than purely using Kalman filters of either higher or lower order, and is not sensitive
to high frequency transients. The influence of the characteristics of fault-induced
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dips on the speed of a detection scheme is shown experimentally. The speed of de-
tection depends on the voltage dip magnitude, the point on the wave where the dip
starts, and the phase angle jump that is caused.

Special attention is also given to transformer-related events. Transformer satu-
ration causes voltage dips that might trigger a voltage dip detection scheme. It
is shown that the same problem exists even if the detection is based on the dq-
transform. Considering the fast magnitude variation due to saturation, transformer
dips can be distinguished from fault-induced dips within one or two cycles after the
event initiation.

Capacitor switching transients have also been considered. They are characterised
by the peak magnitude (overvoltage) and the frequency of the oscillation. They do
not cause triggering of a voltage detection scheme that uses a Kalman filter of order
1 cascaded with a low-pass filter, as long as the oscillation is adequately attenuated
by the low-pass filter. Overall, it is shown that voltage dip detection is subject to a
trade-off between selectivity and speed.
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Chapter 4

Expert System for
Classification and Analysis of
Power System Events

4.1 Introduction

In this chapter an expert system is presented which is able to classify different types
of power system events, (presented in Chapter 2), according to the underlying causes
and offer useful information in terms of power quality. The expert system uses the
voltage waveforms as inputs and distinguishes the different types of voltage dips as
well as interruptions. A method for event-based classification is proposed, where the
segmentation algorithms presented in Chapter 3 are first applied to divide waveforms
into several possible events. The classification scheme is based on identifying and
characterising the different stages of voltage during an event.

Several approaches for automatic classification of power system disturbances have
been presented in a number of papers [17, 18, 19, 20, 21, 22]. These systems classify
recordings from power quality monitoring in terms of disturbances [17, 18, 20, 21]
or in terms of underlying events [19, 22].

4.2 Automatic classification of power system events

The voltage events considered by the expert system can be divided into the fol-
lowing classes: fault-induced events, transformer events, induction motor events,
interruptions and step-change events.

As explained in Chapter 2, the common feature of the first three classes is that they
cause a temporary decrease in voltage magnitude (dip). Classification is possible
using the following characteristics of voltage magnitude:
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Figure 4.1: The elements of the expert system

• The way the fundamental component recovers back to normal: fault-induced
events are rectangular dips due to protection operation. Transformer and
motor dips are non-rectangular; voltage recovers gradually.

• The symmetry between the phases: transformer saturation events are asym-
metrical dips (different degree of saturation for each phase) and motor events
are symmetrical dips (balanced load).

• The distinctive signature that voltage magnitude presents during saturation,
if a fast magnitude estimator is used.

Therefore, the strategy for classification must be based on:

• Segmenting the voltage waveforms by detecting fast changes in the fundamen-
tal frequency magnitude.

• Considering the number of segments and their types (transition or event seg-
ments).

• Characterising the segments.

• Comparing the segments in the same phase.

• Comparing the phases at the corresponding segments.

The classification results can be used for further analysis. Information like the
type of voltage dip for fault-induced events, or the overvoltages present can be
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extracted and explained in terms of the segmentation and classification results. The
above-mentioned procedures are summarised in Figure 4.1.

The system also considers interruptions and distinguishes between fault and non-
fault interruptions using the segmentation results. Finally, the expert system has
an output for recordings presenting only a step change in voltage magnitude (load
switching or voltage control related operations) and an output for energising from
zero. To summarise, the system can classify the following nine events:

(a) Energising

(b) Non-fault interruption

(c) Fault interruption

(d) Transformer saturation

(e) Induction motor starting

(f) Step change

(g) Transformer saturation followed by protection operation

(h) Single stage dip due to fault

(i) Multistage dip due to fault

The case of transformer saturation followed by protection operation could be due
to maloperation of protection during energising.

4.3 Segmentation of voltage waveforms

4.3.1 General

All the above mentioned events are associated with at least one sudden change in the
voltage magnitude. These changes define the stages in the recording. Segmentation
of the measurements is done in the following steps:

1. The segmentation scheme described in Sections 3.4.4-3.4.5 is applied consid-
ering all three phases. This way the measurement is split into transition and
event segments.

2. For transition segments that contain a voltage dip of magnitude larger than
0.10 pu, the segmentation scheme for short duration events (presented in Sec-
tion 3.4.6) is applied for the phase presenting the dip. This scheme identifies
stages of constant magnitude. If stages of magnitude are found, the parts in the
three voltage signals corresponding in time are considered as event segments.
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3. The event segments are checked in order to find whether the measurement con-
tains more than one event. This procedure is called multi-event segmentation
and is described in the next section.

The segmentation procedure divides the voltage waveforms into parts with well-
defined characteristics. Even in the case of events that present high harmonic dis-
tortion like transformer saturation, the different stages are revealed.

4.3.2 Multi-event segmentation

Analysis of several measurements showed that there might be more than one of
the above-mentioned events in one single recording. Therefore, the parts of the
signal associated with different events must be found and analysed separately. For
this purpose, the expert system separates the recording into groups of segments
that start and end with event segments for which all the phases have or tend to
normal voltage, or zero voltage (interruption). Normal is considered a voltage with
magnitude above 0.95 pu. In the case of energising, normal is consider a voltage
with magnitude above 0.80 pu (to take into account the drop in voltage due to
transformer saturation).

Figure 4.2 shows the voltage magnitude and the segmentation results of a measure-
ment from an 11 kV network. This recording contains two events. First, transformer
saturation takes place and then a fault-induced event follows. The multi-event seg-
mentation splits the recording into two groups (G1 and G2) that start and end with
segments that either have normal voltage (first and last segment of the recording)
or tend to normal voltage (transformer saturation segment) for all three phases.

Figure 4.2 shows the voltage magnitude and the segmentation results of a mea-
surement from an 11 kV network, where energising is followed by a non-fault in-
terruption. The event is probably due to malfunctioning in the energising process.
The multi-event segmentation splits the recording into two groups (G1 and G2) that
start and end with segments that either have normal voltage or have or tend to zero
voltage for all three phases.

Finally, if the second group in a recording is after a rectangular voltage dip then
it is not considered separately but the whole recording is considered as a multistage
dip. This is for multistage dips where the last stage before the final recovery is above
0.95 pu.

4.4 Classification strategy

4.4.1 Structure of the expert system

Before any processing is done, all the voltage waveforms are normalised with respect
to the pre-event voltage. The magnitude of each phase then is estimated using order-
20 Kalman filters (described in Chapter 3). The corresponding detection index is
also obtained.
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Figure 4.2: Voltage magnitude of a multi-event recording and segmentation results
(shadowed parts: transition segments)
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Figure 4.3: Voltage magnitude of a multi-event recording and segmentation results
(shadowed parts: transition segments)
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The system analyses recordings that present one of the following characteristics:

• a change in the estimated voltage magnitude higher than 0.05 pu.

• an overvoltage higher than 1.05 pu.

The structure of the expert system is shown in Figure 4.4. First, the segmentation
algorithms are applied as described in the previous section. If more than one event
exist in the recording, the classification procedure is repeated as many times as
the number of these events (ne), each time using the corresponding parts of the
measurement. For example, for the recordings shown in Figure 4.2 and Figure 4.3,
ne is equal to 2.

Measurements that can be classified using the system information (protection
time settings, scheduled switching operations) are transferred directly to the Further
Analysis modules. The Classification Module classifies the rest of the measurements.
The classification procedure terminates when all the events within the recording are
classified.

If segments cannot be initially found and the measurement does not contain a dip,
then the segmentation algorithm which uses the Kalman filter residues is applied
again, with a lower threshold δnew = δ/2, where δ is given in Chapter 2. Only the
step change case is checked for these measurements.

4.4.2 Classification Module

The segmentation algorithms separate the events into subclasses according to the
number of event segments. The possible options for an event are checked according
to the number of event segments unless the recording contains zero values. The
procedure ends when the event matches with the characteristics of one of the events
in the knowledge base of the expert system. The modules corresponding to the
events are called in the following order:

(a) If the recording contains zero voltage values:

1. energising

2. fault interruption

3. non-fault interruption

(b) If the number of event segments is two:

1. transformer saturation

2. induction motor starting

3. step change

(c) If the number of event segments is three:

1. transformer saturation followed by protection operation
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Figure 4.4: Structure of the expert system (flow chart)
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2. single stage voltage dip due to fault

(d) If the number of event segments is higher than three:

1. multistage voltage dip due to fault.

After classification, the measurements, the estimated voltage magnitude for each
phase as well as the segmentation and classification results are transferred to the
Further Analysis modules.

4.5 Knowledge base: rules for classification

Next, the rules of the Classification Module are given for each event. Two points
must be highlighted here. First, for the class of events that contain only one transi-
tion segment (and do not contain zero voltage parts), the segmentation as described
in Chapter 3, provides transition segments that have clearly observed trend (increase
or decrease). For the classification procedure of these events, it is checked whether
the transition segment is a dip: the minimum value of magnitude is at least 0.10 pu
below the magnitude of the event segment before the transition and at least 0.10 pu
below the magnitude of the event segment after the transition segment. This way
short duration voltage dips are detected and given as a separate output of the expert
system. Second, for the extraction of features, the phase with the largest voltage
dip is used. This phase is called significant phase.

Energising

The recording consists of two event segments. The first event segment corresponds
to zero voltage for all phases, and the second one to normal voltage for all phases.
An example is given in Figure 4.5.

Fault interruption

The recording consists of three or more event segments. An example is given in
Figure 4.6. The last event segment corresponds to zero voltage for all the phases.
The magnitude of the middle event segments of at least one of the three phases
is below the 0.95 pu threshold and above 0.10 pu. The first transition segment
corresponds to fault initiation, and the last transition segment to fault clearing.

Event segments of magnitude below 0.10 pu are not considered because interrup-
tions might cause transformer saturation or current chopping. In these cases voltage
waveforms are very distorted, and the results of the segmentation scheme are not
reliable. Examples of these phenomena are given in Chapter 2.

Non-fault interruption

The recording consists of two or more event segments from which the last one corre-
sponds to zero voltage magnitude for all the phases. An example is given in Figure
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Figure 4.5: Energising: voltage magnitude and segmentation results (shadowed part:
transition segment)

0 100 200 300 400 500
0

0.5

1

M
ag

ni
tu

de
 (

pu
)

Time (msec)

Figure 4.6: Fault interruption: voltage magnitude and segmentation re-
sults(shadowed parts: transition segments)
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Figure 4.7: Non-fault interruption: voltage magnitude and segmentation results
(shadowed part: transition segments)

4.7. None of the middle event segments has magnitude between 0.95 pu and 0.10 pu
(for the same reason as in the case of fault interruption).

Transformer saturation

The recording consists of two event segments. The second event segment corresponds
to a voltage drop that finally recovers for at least one phase. An example is given
in Figure 4.8. Considering the significant phase , the following conditions must be
fulfilled:

1. The minimum voltage of the recording is above 0.80 pu (the voltage magni-
tude estimated with an order-20 Kalman filter). This threshold, δMD, is set
considering the statistics on transformer saturation dips (see Chapter 2).

2. The second event segment has increasing magnitude (voltage recovery): the
end of the event segment has higher voltage magnitude than the beginning.

3. The increase in the voltage magnitude is gradual. Points are taken from the
estimated magnitude every one cycle and the cycle-by-cycle increase should
not exceed a threshold δCBC .

4. The estimated magnitude of the second event segment using a Kalman filter
of order 1 varies significantly. The difference between the maximum and mini-
mum values of this magnitude within one cycle exceeds a threshold which is set
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as a percentage of the corresponding magnitude obtained using the order-20
Kalman filter.
Considering Figure 4.9, the deviation factor, DF is defined as:

DF =
VP1 − VP2
1− VP0

· 100% (4.1)

VP1 is the minimum value of voltage magnitude estimated using an order-1
Kalman filter cascaded with a low-pass filter (described in Chapter 2). VP2 is
the maximum value of voltage magnitude in a window of one cycle that starts
from the minimum voltage point P1. VP0 is the minimum voltage magnitude
in the same interval using an order-20 Kalman filter. The deviation factor DF
is also calculated for the next two cycles. The same threshold is used for the
three cycles, thus:

DF (i) ≥ δDF i = 1, 2, 3 (4.2)

5. The initial drop of voltage is not the same for all the phases. The initial drop
unbalance ID is calculated as:

ID =
max(|VA − VB |, |VB − VC |, |VC − VA|

1−min(VA, VB , VC)
· 100% (4.3)

where VA, VB and VC are the minimum voltage within the transition segment
for the three phases estimated using the order-20 Kalman filter. The calculated
initial drop unbalance must be higher than a threshold δID:

ID ≥ δID (4.4)

Induction motor starting

The recording consists of two event segments. An example is given in Figure 4.10.
The following conditions must be fulfilled:

1. The second event segment corresponds to a voltage drop that gradually recov-
ers for all the phases, as in the case of transformer saturation.

2. The initial drop of voltage is the same for all the phases:

ID < δID (4.5)

Points are taken from the estimated magnitude every one cycle, and the sym-
metry between the phases is also checked using these points.

3. The estimated magnitude using an order-1 Kalman filter and an order-20
Kalman filter do not differ significantly. Using the deviation factor DF :

DF (i) < δDF i = 1, 2, 3 (4.6)

An example is given in Figure 4.11, where it can be seen that the differences
between the two estimators are minor.
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Figure 4.8: Transformer saturation: voltage magnitude and segmentation results
(shadowed part: transition segment)
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Figure 4.9: Deviation factor DF : estimated magnitude using order-1 Kalman filter
(thin line) and estimated magnitude using order-20 Kalman filter (thick line)

120 Automating Power Quality Analysis



Expert System for Classification and Analysis of Power System Events

0 20 40 60 80 100 120 140 160 180 200
0.85

0.9

0.95

1

1.05

M
ag

ni
tu

de
 (

pu
)

Time (msec)

Figure 4.10: Induction motor starting: voltage magnitude and segmentation results
(shadowed part : transition segment)
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Figure 4.11: Deviation factor DF : estimated magnitude using order-1 Kalman filter
(thin line) and estimated magnitude using order-20 Kalman filter (thick line)
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Figure 4.12: Step change: voltage magnitude and segmentation results (shadowed
part: transition segment)

Step change

The recording consists of two event segments. An example is given in Figure 4.12.
The transition segment is not a dip for any of the phases. The second event segment
has either reduced or increased magnitude compared to the first event segment. The
change is the same for all the phases (in sign and magnitude) and larger than 0.01
pu.

Transformer saturation and protection operation

The recording consists of three event segments where the middle event segment
presents a voltage dip for at least one phase. An example is given in Figure 4.13.
The first two event segments have the characteristics of transformer saturation (as
described above). The second transition segment corresponds to protection opera-
tion and has increasing magnitude.

Single stage voltage dip due to fault

The recording consists of three event segments. An example is given in Figure
4.14. The magnitude of the middle event segment in the significant phase is below
the 0.95 pu threshold. The first transition segment (fault initiation) of this phase
has decaying magnitude, and the second transition segment (fault clearing) has
increasing magnitude.
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Figure 4.13: Transformer saturation followed by protection protection: voltage mag-
nitude and segmentation results (shadowed parts: transition segments)
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Figure 4.14: Single stage voltage dip: voltage magnitude and segmentation results
(shadowed parts: transition segments)
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Multistage voltage dip due to fault

The recording consists of more than three event segments. An example is given in
Figure 4.15. The magnitude of the middle event segments of at least one of the
three phases is below the 0.95 pu threshold. The first transition segment (fault
initiation) of this phase has decaying magnitude, and the last transition segment
(fault clearing) has increasing magnitude.

For multistage events, it must be determined whether the change in the magnitude
of the dip is due to a system change or a fault type change. Based on the voltage dip
characterisation method (Chapter 2), voltage dips can be classified into a number
of different types, according to the fault that caused them. If during the dip the
voltage dip type and the dip magnitude change, this is due to a change in the fault
type. If the magnitude changes but the voltage dip type remains the same then the
change is due to a change in the system as protection tries to clear the fault.

The number of stages is counted and the voltage dip type is found. If two consec-
utive stages have the same voltage dip type then the stage change is due to a change
in the system while clearing the fault. If not, the change is due to a change in the
fault type.
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Figure 4.15: Multistage voltage dip: voltage magnitude and segmentation results
(shadowed parts: transition segments)
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4.6 Further Analysis: overvoltages

The Further Analysis module extracts information from the recordings like the volt-
age dip type (in case of single stage or multistage dips due to fault), the dip duration
and the overvoltages that might be present.

The analysis of the measurements in terms of overvoltages is based on the segmen-
tation and classification results. Overvoltages are found in the different segments of
the measurement and the following cases are recognised (as explained in Chapter 2):

• Energising

– Switching transients: overvoltage in the transition segment.

– Harmonic overvoltages: overvoltage in the second event due to trans-
former saturation. segment

• Non-fault interruption: overvoltage in the transition segment (due to trans-
former saturation or current chopping).

• Transformer saturation: overvoltage in the second event segment (harmonic
overvoltages).

• Step changes: overvoltage in the transition segment.

• Fault-related

– Fault initiation: overvoltage in the corresponding transition segment.

– Fault clearing: overvoltage in the corresponding transition segment.

– Swell: overvoltage in the middle event segments.

Examples of these types of overvoltages can be found in Chapter 2. Figure 4.16
shows the segmentation results of three measurements that present overvoltages:
two fault events and one step change.
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Figure 4.16: Voltage waveforms and segmentation results for (a) Fault-induced volt-
age dip with overvoltage during the fault (swell) (b) Fault-induced voltage dip with
overvoltage during fault initiation (c) Step change with overvoltage (shadowed parts:
transition segments)
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4.7 Performance evaluation

4.7.1 Thresholds

The classification method presented above is based on segmenting the voltage sig-
nals. The output of the segmentation procedure not only provides the segments
from which information is extracted but also creates subclasses of events consider-
ing the number of segments in the recording. Not considering events that contain
zero voltage parts, there are events with only one transition segment (transformer
saturation, induction motor starting, step change) and with two transition segments
(transformer saturation followed protection operation, single stage dip due to fault).
More than two transition segments are only present in multistage voltage dips due
to faults. The extraction of features becomes important for correct classification
within these subclasses.

For the class of events with one transition segment, the main challenge for the
expert system is to distinguish transformer saturation events from motor starting
events. A step change (the third item in this subclass) does not present a voltage
dip hence it is easier to recognise.

For the subclass of events with one transition segment, some features are relatively
easy to extract. For example the trend; increasing or decreasing. However other
features are more difficult to extract. Transformer saturation is identified through
the difference between the two Kalman filters, and the three phases present dips of
different magnitude. Therefore, two thresholds must be set for these two features
(δDF and δID). These thresholds must be set considering transformer saturation
and motor starting measurements.

Motor starting dips were not available however statistics are obtained for trans-
former saturation cases. Figure 4.17 shows statistics on the deviation factor DF
obtained using transformer saturation measurements of one month of monitoring in
a medium voltage network. The significant phase is used for the calculation of DF .
DF is used for the first three cycles after transformer saturation starts. Statistics
are shown for each cycle separately. It can be seen that DF obtains high values for
the first three cycles, well above 50 %.

Figure 4.18 shows statistics on the initial drop ID obtained using the same trans-
former saturation measurements. ID, being a measure of the asymmetry between
the phases during transformer saturation, is always above 20 %. An issue that rises
at this point is to what extend the unbalance between the phases of the system
could influence the initial drop and consequently the ability of the system to iden-
tify whether an event is symmetrical or not. The data presented here do not present
significant unbalance. However, in the presence of high unbalance in the system the
symmetry between the phases might not be a reliable feature for classification. In
such a case (of high unbalance) the symmetry criterion can be omitted, and distin-
guishing between the two events (transformer saturation and motor starting) can be
based entirely on the deviation between the fast and the slow magnitude estimators.

Another feature that could be used to distinguish transformer and motor start-
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Figure 4.17: Statistics on the deviation factor DF for transformer saturation cases
(a) first cycle (b) second cycle (c) third cycle)
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Figure 4.18: Statistics on the initial drop difference factor ID for transformer satu-
ration cases

ing dips is the shape of voltage magnitude during voltage recovery. The available
transformer saturation measurements show the magnitude of voltage in the second
event segment is upwards convex. The magnitude of the recovering voltage in the
available motor starting measurements is downwards convex.

Although there are no available motor starting statistics to compare with trans-
former saturation statistics, comparison can be made with single stage voltage dips
for the deviation factor DF . This is important for the subclass of events with two
transition segments (transformer saturation followed by protection operation and
single stage voltage dips due to faults).

The statistics obtained from measurements of single stage voltage dips are shown
in Figure 4.19. The measurements were obtained within the same time period and
system as above. Single stage dips having magnitude above 0.80 pu are considered.
In the opposite case the event cannot be transformer saturation hence distinguishing
between the two classes becomes trivial. Comparing Figure 4.17 and Figure 4.19, the
two cases can be clearly separated. Furthermore, these statistics show that there is
no misclassification in the case of saturation during a fault (as explained in Chapter
2). A number of single stage voltage dips due to faults present this phenomenon,
however DF is low for these cases. Note that the significant phase is used for the
calculation of DF .

One more characteristic of the transformer saturation is the gradual voltage re-
covery unlike fault-induced voltage dips where voltage recovery is sudden upon fault
clearing. Statistics on the cycle-by-cycle increase on the same group of transformer
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Figure 4.19: Statistics on the deviation factor DF for single stage voltage dips due
to faults (a) first cycle (b) second cycle (c) third cycle

saturation measurements are shown in Figure 4.20. The significant phase is con-
sidered and the maximum cycle-by cycle increase in the second event segment is
obtained for each measurement. Most of the events have a cycle-by-cycle increase
less than 0.01 pu.

The thresholds set according to the above presented statistics are given in Table
4.1.

Table 4.1: Thresholds
Deviation factor (DF ) δDF = 60%

Cycle-by-cycle increase δcbc = 0.05pu

Initial drop (ID) δID = 20%

4.7.2 Testing of the expert system

The system has been applied to analyse measurements from a medium voltage net-
work (33 and 11 kV). The measurements were obtained in a two-month period. The
first month of measurements is used for setting the thresholds of the expert system
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Figure 4.20: Statistics on the maximum cycle-by-cycle increase for transformer sat-
uration cases

shown in the previous section. The data were captured using 90 fault recorders and
the triggering was both on current and voltage disturbances. Severe voltage dips
due to faults were captured by more than one fault recorder.

The classification results are given in Table 4.2. Further analysis results are also
given: Table 4.3 gives the results of the analysis in terms of overvoltages; Table 4.4
the results of analysis of the single stage voltage dips due to fault in terms of the
characterisation method presented in Chapter 2.

The class transformer saturation-reclosure is obtained by using system informa-
tion: these events are non-rectangular voltage dips that take place within a certain
time (10 sec) after a fault clearing operation.

Considering the records of the company that offered the data, verification was
possible for 159 cases of faults (fault interruptions, single stage and multistage dips)
and 37 reclosing operations after a fault leading to transformer saturation. No
information was available regarding multistage dips and the cause of the changes in
the magnitude.

Only 3 % of the recordings could not be classified by the system. These record-
ings (grouped as non-classified) are either voltage dips where no stage is found or
overvoltages that do not cause a step change in the fundamental voltage.
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Table 4.2: Classification results
Events Total number of events = 962

Energising 104

Fault Non-fault

Interruption 13 88

Protection

Reclosure Other type operation

Transformer saturation 37 82 6

Increase Decrease

Step change 15 21

Single stage dip due to fault 455

Fault change System change

Multistage dip due to fault 56 56

Short duration dip Overvoltage

Other,non-classified 16 13

Table 4.3: Further analysis results: voltage dip type (single stage dips only)
Single stage dip due to fault

A Ca Dc Cb Da Cc Db
55 55 63 55 59 64 104

Table 4.4: Further analysis results: overvoltages
Analysis of overvoltages

Energising (switching transient) 17

Non-fault interruption 49

Harmonic overvoltage

Transformer saturation 7

Increase Decrease

Step change 13 6

Start Swell Clearing

Fault related 10 86 8
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4.7.3 Performance aspects

Segmentation

Apart from the group of thresholds discussed before regarding feature extraction,
another group of thresholds is used by the segmentation schemes. The settings of the
segmentation algorithms are given in Chapter 3. The selection of these thresholds
is a trade-off between sensitivity and false alarms.

The thresholds of the segmentation algorithm based on the Kalman filter residues
were set with respect to rectangular voltage dips (sudden changes larger than 0.05
pu). However, the tests showed that correct segmentation is also achieved in the
case of transformer saturation. Also, for step changes, the segmentation algorithm is
able to reveal the point of change even if the change is of low magnitude. Measure-
ments classified as step change contain changes in magnitude between 0.01 pu and
0.09 pu. Finally, segmentation is trivial for cases such as energising and non-fault
interruption.

The performance of the segmentation algorithm is limited only in a few cases where
step changes (lower than 0.05 pu) in the voltage magnitude were not captured by
the segmentation algorithm. These small steps are usually due to protection opera-
tion. Therefore, multistage events might be classified as single stage and protection
operation after transformer saturation might not be detected. The number of events
which contain small changes in magnitude (and are not detected by the segmenta-
tion algorithm) is less than 2 % of the total number of recordings. For most of these
cases it is not clear whether a change takes place or not.

Short duration voltage dips

Changes in the voltage magnitude which are close in time might not be detected
as described in Chapter 2. This might be the case for faults that are cleared by
fuse blowing or self-extinguishing faults. For short duration events a segmentation
algorithm is applied that searches for stages of almost constant voltage magnitude.
If a stage is found, then the event is classified as a single stage voltage dip due to
a fault. Events for which segmentation is not possible are grouped in Table 4.2 as
non-classified short duration dips.

For the measurements used for testing, this segmentation algorithm was applied
to 38 cases (10 % of the single stage dips due to fault). These are measurements of
voltage dips with duration less than 3 cycles. In 22 cases a stage was found and in
16 cases no stage was found (short duration dips).

However, even in the case where the segmentation algorithm for short events
reveals a stage of voltage magnitude, this should be used with caution. Two examples
are given next. In Figure 4.21, the voltage magnitude of the significant phase is
shown for the case of a short duration dip found in the available measurements.
Kalman filters of order 1 and 20 are used. The order-1 Kalman filter reveals a stage
of almost constant voltage magnitude that indicates protection operation that forced
voltage recovery.
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Figure 4.22 shows the voltage magnitude of a measurement of a self-extinguishing
fault. A stage of voltage is also revealed in the shape obtained by the order-1
Kalman filter. However, this stage in voltage followed by fast recovery is not due to
protection because the fault is self-cleared. Additionally, inspection of the voltage
waveforms for this event (Chapter 2) shows that the fault extinguishes 1-2 msec
after fault initiation. The almost constant magnitude stage of the voltage dip shown
in Figure 4.22 is significantly longer therefore it does not correspond to the voltage
during the fault.

It is interesting to notice that in the case of the self-extinguishing fault the voltage
magnitude during recovery is almost the same for both estimators, unlike the case
of Figure 4.21 where the differences are significant. In the case of self-extinguishing
faults the recovery is slow, thus the difference in the speed of the two estimators is
insignificant.

These two examples show that for short duration events more information is
needed for correct classification. The limitations of the magnitude estimators impose
a limitation on the extraction of features and consequently on the performance of
the expert system.

Close-up three-phase faults

A three-phase fault forces the voltage of the fault point to zero for all three phases.
Consider a monitor which is placed at the faulty feeder close to the fault point and
at the line side of the circuit breaker that opens to clear the fault. In this case the
captured voltage signature will be the same with the one during non-fault interrup-
tion. Therefore the event will be classified as a non-fault interruption followed by
energising. Such case was not found in the measurements used for testing.

Additionally, for events that contain zero voltage parts, event segments of volt-
age magnitude below 0.10 pu are discarded. Interruptions might cause transformer
saturation or current chopping which produce very distorted waveforms and the seg-
mentation algorithm does not provide correct results (Section 4.5). Therefore, for
three-phase faults that cause a drop in voltage below 0.10 pu, the expert system
cannot distinguish between fault and non-fault interruptions. A possible solution to
this problem is to use information from nearby monitors: at the same time with the
event in question, nearby monitors will capture a three-phase voltage dip.

Finally, it is important to realise that for the classification procedure all the differ-
ent stages of the event must be captured by the monitor. If, for example, the monitor
does not capture the voltage recovery after fault clearing, then classification is not
possible.

4.8 Applications of the system

The proposed expert system can be used for:

• Event statistics
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Figure 4.21: Short duration event: voltage magnitude estimated with order-20
Kalman filter and order-1 Kalman filter (thick line)
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Figure 4.22: Self-extinguishing fault: voltage magnitude estimated with order-20
Kalman filter and order-1 Kalman filter (thick line)
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• Automatic analysis of voltage dips and overvoltages

• Evaluation of the protection system

Event statistics, automatic analysis of voltage dips and overvoltages

The expert system can be used for in-depth analysis of power quality measurements
not in terms of disturbance classification (dip, swell etc) but in terms of event clas-
sification. Event classification reveals the origin of a disturbance therefore better
understanding of the system’s performance can be obtained.

Additionally, the description of the events becomes more accurate. A voltage dip
is presented in the statistics with its magnitude and duration using the assumption
that the rms voltage has a rectangular shape. As magnitude is taken the minimum
rms value of the recorded voltage and the duration is the time that the rms voltage
is below a threshold. For events which are non-rectangular (transformer or motor
events) or present different stages of voltage magnitude (multistage dips), the above
assumption is not valid. The classification of the measurements into different types
of events is the first step towards a better description of the collected data.

Multistage dips and transformer events are significant parts of the captured events.
The results of Table 4.2 show that in two months of operation of a distribution
network:

1. Fault-induced events (single stage dips,multistage dips, fault interruptions) are
60 % of the recordings that contain either a 0.05 pu change in the magnitude,
or voltage above 1.05 pu.

2. Transformer saturation events are 13 % of these measurements.

3. Multistage dips are 18 % of the fault-induced events.

The system also offers information regarding the nature of multistage events (sys-
tem or fault change) and faults in general (Table 4.2 and Table 4.3). Additionally,
overvoltages are linked with the underlying events (Table 4.4) and potentially dan-
gerous cases can be automatically identified.

After classification, statistics can be obtained for each event separately. Figure
4.23 shows statistics on the single stage voltage dips due to faults, as found in the
data used for testing the expert system. For each event the minimum voltage dip
is found and the time that the voltage magnitude is below 0.95 pu. Each phase
is considered separately and only dips with magnitude below 0.90 pu are plotted.
It can be seen that the majority of dips are of duration less than 10 cycles and
of magnitude above 0.50 pu. These dips are typically due to faults on transmission
level [6]. Voltage dips of longer duration (typically due to faults in distribution level)
are less severe with a few exceptions.

Magnitude and duration, although generally accepted for describing rectangular
dips, is not accurate for events like transformer dips. One possible way to describe
transformer dips is the minimum dip and the half-life constant: the time it takes for
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the voltage magnitude to increase by half the voltage difference between its minimum
voltage and the final value of voltage. Figure 4.24 shows statistics on voltage dips
due to transformers, as found in the data used for testing the expert system. The
order-20 Kalman filter has been used for estimation of voltage magnitude. Each
phase is considered separately. Dips with magnitude below 0.95 pu are considered.
Transformer dips are in general shallow and there is no obvious relationship between
the minimum dip and the duration. The same group of measurements is used for
the statistics presented in Chapter 2.

Evaluation of the protection system

The expert system can be the basis for evaluating the performance of the protection
system in terms of time and co-ordination. The data obtained by fault recorders
can be used to:

• find transitions in the voltage signals that correspond to fault initiation and
fault clearing, and then compare them with the information obtained by the
circuit breakers in order to find whether the system operated as expected [75].

• discard events that are not fault-related, such as transformer saturation or
induction motor starting.

• identify cases of protection malfunctioning. This could be the case of trans-
former saturation followed by protection operation.

4.9 Conclusions

The increased requirements on supervision, control and performance in modern
power systems make power quality monitoring a common practice for utilities. With
the growth of the number of monitors installed in the system, the amount of data
collected is growing, making individual inspection of all the waveshapes no longer
an option. This chapter presents an expert system for automatic classification of
power quality recordings. This expert system extracts all relevant information from
the recordings, in an automatic way.

The main objective of the system is to distinguish between the different types of
power system events according to their causes. The expert system considers events
that present a considerable change in voltage. These events are mainly voltage
dips (fault-induced, transformer saturation and induction motor starting dips) and
interruptions (fault and non-fault) as explained in Chapter 2.

The suggested classification method is based on segmenting the voltage waveforms
in points of sudden changes in the fundamental magnitude. The segmentation meth-
ods presented in Chapter 3 are used for this purpose. Based on the segmentation
results a set of classification modules is utilised to classify the event. Classification is
based on features extracted from the voltage waveforms. The magnitude of voltage
and its characteristics are the most important features.
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Figure 4.23: Statistics on the single stage voltage dips due to faults

0 5 10 15
0.8

0.85

0.9

0.95

1

M
in

im
um

 v
ol

ta
ge

 (
pu

)

Time (cycles)

Figure 4.24: Statistics on voltage dips due to transformers
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The system is used to analyse measurements from a medium voltage network.
The results showed that the system successfully classifies the largest part of the
recordings into a number of classes. The results also verify that the segmentation-
based approach is suitable for the classification of power system events that present
significant changes in the fundamental frequency magnitude. This approach also
provides the means for introducing new events to the expert system as long as these
new events present identifiable changes in the voltage magnitude.

Analysis of the features and the corresponding thresholds is presented for the
case of transformer saturation. It is shown that the features extracted for identifying
transformer saturation are reliable. For the case of induction motor starting, analysis
was not possible due to insufficient number of measurements.

Several aspects regarding the performance of the system are also presented and
discussed. The major problem arises in the cases of short duration events where the
time resolution provided by the magnitude estimators is not adequate for extracting
the required features.

The expert system enables fast and accurate analysis of large databases and clas-
sification of the recordings according to their origin. Event classification (instead of
disturbance classification) offers the means for better understanding and description
of the operation of the system in terms of voltage dips and overvoltage analysis.
Other possible applications can be the evaluation of the protection system perfor-
mance.

The results of the testing of the expert system show that multistage and trans-
former dips are a significant part of the captured events.
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Chapter 5

Automatic Classification of
Power System Events using
rms Voltage Measurements

5.1 Introduction

Power quality monitors in the occasion of a disturbance can either save the actual
voltage waveform that contains the event or the corresponding rms values. The later
option combined with updating the rms with a time interval, reduces significantly
the memory needed for saving the event. Several issues arise regarding this type
of monitoring: to what extend can the discrete rms voltage be useful, what kind
of information can be obtained by it and which information is lost when a monitor
saves the discrete rms voltage instead of the actual voltage waveforms.

This chapter shows that even with rms monitoring the measurements can be anal-
ysed in depth. A method is proposed for automatic classification of power system
events using rms voltage measurements. The method is similar to the classification
method presented in Chapter 4. The classification system is tested with measure-
ments from a distribution network and the results show that classification is possible
for the considered types of events. Finally, the limitations of this type of monitoring
are discussed.

5.2 Calculation of rms: discrete and continuous

Rms (voltage or current) is a quantity commonly used in power systems as an easy
way of accessing and describing power system phenomena [6, 36]. The rms values
can be computed each time a new sample is obtained, but generally these values are
updated each cycle or half cycle, thus the required memory is significantly reduced. If
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Figure 5.1: (a) Step change in voltage (b) the corresponding continuous rms voltage

the rms values are updated every time a new sample is obtained, then the calculated
rms series is called continuous. If the updating of rms is done with a certain time
interval, then the obtained rms is called discrete.

Rms is defined for periodic signals although it is generally used to extract informa-
tion from power system disturbance measurements which are non-periodic. In case
of a transition, the computed rms does not give the correct value for the new state
until the window over which the rms is calculated contains only samples of the new
state. This can be seen in Figure 5.1. Figure 5.1b shows the calculated continuous
rms voltage of a sudden step change in the amplitude of the voltage shown in Figure
5.1a. Although the change is sudden, it takes one cycle for the rms to reach the
correct new value. This is important if the measurement under analysis contains
changes in voltage that are close in time (closer than one cycle).

The discrete rms voltage has the same properties: the rms value calculated within
a window that contains both pre-event and post-event samples will give an rms value
which is normally between the previous and the new rms voltage.

5.3 Automatic classification of rms voltage mea-
surements

The automatic classification system proposed for event classification considers dis-
crete rms voltage measurements where the time interval between two rms values is
one cycle. The classification approach is similar to the one described in Chapter
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4 and tailored to use only rms voltage measurements. Seven types of events are
considered here:

(a) Energising

(b) Non-fault interruption

(c) Fault interruption

(d) Transformer saturation

(e) Induction motor starting

(f) Step change

(h) Fault (single stage dip or multistage dip)

The rms signatures of the above mentioned events are used as the features for clas-
sification. These events present a distinctive rms signature as described in Chapter
2. Classification of these events is done by considering the changes in the voltage
magnitude, the way that voltage recovers after a dip, and the relationship between
the phases.

5.3.1 Segmentation of recordings of rms voltage

The classification strategy is based on separating the computed rms values into event
and transition segments as in the case of using the actual voltage waveforms.

Transition segments correspond to abrupt changes in voltage magnitude. Regard-
ing the above mentioned events, these abrupt changes are caused by fault initiation,
fault clearing by protection operation and other switching actions like induction mo-
tor starting, transformer energising, reclosing actions following fault clearing, load
switching, capacitor switching etc. as described in Chapters 2 and 3.

Detection of changes is based entirely on the changes in rms magnitude. The
segmentation is done using a detection index, dirms, which is obtained by calculating
the differences between two consecutive values of the rms voltage, urms:

diphaserms (n) =| uphaserms (n+ 1)− uphaserms (n) | n = 1, . . . , L− 1 (5.1)

where L is the number of available values of rms voltage for each phase. One detec-
tion index is calculated for each phase. The detection index used for segmentation
is obtained by selecting the maximum value among the three detection indices for
each cycle:

dirms(n) = max(diarms(n), di
b
rms(n), di

c
rms(n)) n = 1, . . . , L− 1 (5.2)

Segmentation is done under the following conditions:

• If dirms(n) ≥ δ then point n belongs to a transition segment.
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• If dirms(n) < δ then point n belongs to an event segment.

Transition segments end with the first point for which dirms(n) < δ after transition
is detected.

The value of dirms depends not only on the magnitude of the change in the voltage
but also on the position of the window used for the calculation of the rms voltage
as explained before. For our tests δ was set to 0.02 pu. This threshold normally is
adequate for detecting fast changes in the voltage magnitude which are larger than
0.04 pu. Notice that for a fast change in the voltage magnitude of 0.04 pu, the
discrete rms will capture a change at least 0.02 pu (half of the actual change). That
is the case for a window that contains equal amount of pre-event and post event
voltage samples, i.e. the center of this window is exactly at the point of change).
For any other position of this window, the captured rms change will be larger than
0.02 pu.

Figure 5.2a shows the results of the segmentation method to rms voltages cal-
culated using a measurement in a distribution system. The voltage presents three
different stages of magnitude. The corresponding detection index is shown in Fig-
ure 5.2b. The transition segments 1 and 4 correspond to fault initiation and fault
clearing. Transition segments 3 and 4 correspond to two changes in the voltage dip
magnitude. The dip is due to an evolving fault (single-phase fault becomes two-
phase-to-ground fault and finally three-phase-to-ground fault). The segmentation
scheme detects the sudden changes successfully. The number of transition segments
is 4, and the number of event segments is 5. The transition segments duration are
longer than one cycle due to the effect of the window, and due to the fact that
changes in the different phases might not be simultaneous (an example is the fault
clearing operation). The same measurement (the actual voltage waveforms) is used
in Chapter 3 for testing the segmentation algorithm that is based on Kalman filter-
ing. For this measurement, the results of both methods are similar.

As explained in Chapter 4, there might be more than one event in a recording,
therefore the system separates the recording into groups of segments that start and
end with segments for which all the phases have rms voltage above 0.95 pu, or zero
(interruption).

5.4 Structure of the expert system

5.4.1 Classification strategy

The structure of the expert system is shown in Figure 5.3. The classification strategy
of this system is similar to the expert system of Chapter 4. The system analyses
recordings that present a change in the rms voltage larger than 0.05 pu. If more
than one event exist in the recording, the classification procedure is repeated as
many times as the number of events (ne) found using the multi-event segmentation,
each time using the corresponding parts of the measurement.

As explained in Chapter 4, there are measurements that can be classified using the
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Figure 5.2: rms voltage segmentation (a) rms voltage and (b) detection index (ver-
tical lines: segmentation results)

system data (protection time settings, scheduled switching operations). The classi-
fication procedure described in Figure 5.3 is used for the rest of the measurements.
The classification procedure terminates when all the events within the recording are
classified. The possible options for an event are checked according to whether the
recording contains zero values or according to the number of segments. The proce-
dure ends when the event matches with the characteristics of one of the events in
the knowledge base of the expert system.

5.4.2 Rules

The rules of the system are described below.

Energising

The recording consists of two event segments. The first corresponds to zero volt-
age for all phases and the second one to normal voltage. Figure 5.4a shows the
rms voltage signature of a measurement of this event in an 11 kV system and the
segmentation results.

Non-fault interruption

The recording consists of two event segments from which the last one has or tends to
zero voltage magnitude for all the phases. Segmentation results for parts of the signal
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Figure 5.3: The structure of the classification system
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Figure 5.4: rms voltages and segmentation results (shadowed parts: transition seg-
ments) for (a) Energising (b) Non-fault interruption (c) Fault interruption

where voltage goes below 0.10 pu are ignored due to transients which might appear
during interruption. Figure 5.4b shows the rms voltage signature of a measurement
of this event in an 11 kV system and the segmentation results.

Fault interruption

The recording consists of two or more event segments from which the last one corre-
sponds to zero voltage magnitude for all the phases. At least one of the middle event
segments has magnitude between 0.95 pu and 0.10 pu. The first transition segment
corresponds to fault initiation and the last transition segment to fault clearing. Fig-
ure 5.4c shows the rms voltage signature of a measurement of this event in an 11
kV system and the segmentation results. In this case, voltage for all three phases
presents one stage of magnitude before fault clearing which leads to an interruption.

Transformer saturation

The recording consists of two event segments. The second event segment corresponds
to a voltage drop that finally recovers for at least one phase. Figure 5.5a shows the
rms voltage signature of a measurement of transformer saturation in an 11 kV system
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and the segmentation results. The following conditions must be fulfilled for such an
event:

(a) The second event segment (voltage recovery) should have gradually increasing
magnitude. The increase between two consecutive values (first derivative)
should not exceed a threshold (gradual increase). The phase that presents the
most severe dip is used for these calculations.

(b) The initial drop of voltage is not the same for all the phases. The initial drop
ID is calculated as in Chapter 3 for rms values, in order to decide whether the
dip is symmetrical or not.

As shown in Chapter 2, high harmonic distortion during transformer saturation
might be captured as an increase in the rms voltage contrary to the estimated
voltage magnitude using the STFT or Kalman filtering which shows a decrease. For
the available measurements of transformer saturation, in the case of high distortion,
at least one phase shows a dip in the rms magnitude.

Induction motor starting

The recording consists of two event segments. The second event segment corresponds
to a voltage drop that gradually recovers for all the phases. The initial drop of
voltage is the same for all the phases. The initial drop ID is used as in the case
of transformer saturation. The symmetry between the phases is also checked for
all the values following the minimum voltage value. Figure 5.5b shows the rms
voltage signature of a measurement of motor starting in a 400 V system and the
segmentation results.

Step change

The recording consists of two event segments. The transition segment is not a voltage
dip for any of the phases. The second event segment has either reduced or increased
magnitude compared to the first segment. The sign of the change is the same for all
the phases. Figure 5.5c shows the rms voltage signature of a measurement of a step
change event in an 11 V system and the segmentation results.

Dip due to fault

There are two types of rms signatures related with fault-induced events. The first
type is the single stage voltage dip. Figure 5.6a shows the rms voltage signature of
a measurement of a single stage voltage dip in an 11 V system and the segmentation
results. Such an event consists of three event segments. The magnitude of the middle
event segment of at least one of the three phases is below the 0.95 pu threshold. The
first transition segment (fault initiation) of this phase has decaying magnitude and
the second transition segment (fault clearing) has increasing magnitude.
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Figure 5.5: rms voltages and segmentation results (shadowed parts: transition seg-
ments) for (a) Transformer saturation (b) Induction motor starting (c) Step change

Automating Power Quality Analysis 149



Automatic Classification of Power System Events using rms Voltage Measurements

5 10 15 20 25 30 35
0.5

0.6

0.7

0.8

0.9

1

rm
s 

vo
lta

ge
 (

pu
)

5 10 15 20 25 30 35 40
0.7

0.8

0.9

1

rm
s 

vo
lta

ge
 (

pu
)

Time (cycles)

   (a) 

   (b) 

Figure 5.6: rms voltages and segmentation results (shadowed parts: transition seg-
ments) for (a) Single stage dip due to fault (b) Multistage dip due to fault

The second type of fault-induced events is the multistage voltage dip. Figure 5.6b
shows the rms voltage signature of a multistage voltage dip in an 11 kV system and
the segmentation results. Such an event consists of more than three event segments.
The magnitude of the middle event segments of at least one of the three phases is
below the 0.95 pu threshold. The first transition segment (fault initiation) of this
phase has decaying magnitude and the last transition segment (fault clearing) has
increasing magnitude.

5.4.3 Application of the classification system

The measurements used for testing the expert system of Chapter 4 are used also
for testing of the rms classification system. The discrete rms is calculated first. As
mentioned already only measurements which present a voltage change higher than
5 % are considered by the classification system. The same thresholds are used as
given in Chapter 4 for the features that can be applied for rms measurements (initial
drop, gradual increase, etc)

The results are given in Table 5.1. These results are compared with the results
obtained with the expert system that utilises the actual voltage waveforms. The
system is able to classify correctly 92 % of the data. Analysis of the results is given
in the next section.
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Table 5.1: Classification results using rms
Type Number of Classified

of event events correctly

Energising 104 100%

Non-fault interruption 88 97%

Fault interruption 13 84%

Transformer saturation 125 88%

Step change 18 100%

Fault 567 91%

5.5 Performance aspects when using rms measure-
ments

5.5.1 Short duration events

Time resolution problems might arise for short duration voltage dips due to the
calculation of rms using a one-cycle window. As mentioned already, time equivalent
to the length of the window is required for the rms to obtain the correct value after
a change. If a second change takes place before that time interval, then the correct
rms value will not be obtained. Additionally, the segmentation algorithm which is
described above cannot detect the stage between two changes close in time. In the
case of discrete rms, the problem is aggravated by the fact that the position of the
calculation window is random, thus the error might be higher.

Discrete rms can be seen as sampling the continuous rms every cycle. Figure 5.7
shows the voltage waveform of a short duration dip (1.5 cycles), the continuous and
discrete rms calculated using a window of one cycle. The duration of the dip is such
that the continuous rms shows, as expected, a stage of constant magnitude (0.40
pu) and duration around one and a half cycles. For the discrete rms, not only the
stage of voltage cannot be seen (thus segmentation of this event is not possible) but
also the minimum voltage is 0.50 pu; different than the correct one as calculated by
the continuous rms.

Figure 5.8 shows the maximum possible error that can appear when calculating
the minimum voltage magnitude of short duration dips using the discrete rms. The
error can be very large for short duration and severe dips. The maximum possible
error is found using synthetic voltage dips by changing the position of the window
for the calculation of the rms voltage.

Fault events which are not classified correctly by the rms classification system are
short duration events where the segmentation method failed to capture the beginning
and the end of the dip. These events are approximately 9 % of the total fault-induced
events found using the expert system of Chapter 4.
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Figure 5.7: Measurement (a) Voltage waveform (b) Continuous rms (c) Discrete rms
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Figure 5.8: Error in calculating discrete rms voltage of short duration dips
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5.5.2 Transformer saturation

If the actual voltage waveforms are available, additional information and features can
be extracted for classification, for example the signature of transformer saturation
during the event or the voltage dip type. Additionally, multistage dips can be further
classified as fault change or system change dips if the voltage dip type is found. Short
events are also more difficult to be analysed as shown in the previous section.

The use of rms voltage limits the amount of available information, however the
results show that classification is possible. It must highlighted that, as in the case of
the expert system of Chapter 4, motor starting dips were not available. Therefore,
the system has not been tested for this type of event. It is not clear whether motor
dips and transformer dips (which share similar characteristics) can be distinguished
by considering only the rms signatures. Using rms voltage, the main difference
of these two events is that transformer events cause asymmetrical dips and motor
starting events cause symmetrical dips. Classification can be difficult based on this
feature only, especially in the case of large voltage unbalance in the system.

Compared to the events considered by the expert system of Chapter 4, the above
list of events does not contain the case of transformer saturation followed by pro-
tection operation and two classes for faults (single stage and multistage dips are in
one class). The reason for not considering this class of events is the fact that the
discrete rms voltage using one cycle for the calculation and as an interval does not
provide the distinctive characteristic that can be obtained using a Kalman filter of
order 1. Therefore, this event cannot be classified using rms measurements. Such
an event gives an asymmetrical voltage dip that recovers like a fault-induced dip.
Therefore, when rms measurements are used, this event is classified as a single stage
voltage dip due to fault.

An example of this event is given in Figure 5.9. Figure5.9a shows the discrete rms
voltage of a measurement in a distribution system, and Figure 5.9b the corresponding
continuous rms calculated over a half cycle window. As explained in Chapter 2, this
signature is characteristic of transformer saturation. However, unlike the typical
transformer saturation dip that recovers gradually, this case shows a step change
that brings the voltage back to normal. The discrete rms signature is not enough
for identifying the event because it is similar to a single stage dip due to fault.

The distinctive signature of transformer saturation can be obtained even for dis-
crete rms as long as the rms is calculated over a half-cycle window. Figure 5.10
shows an rms measurement of voltage in a 10 kV system using a half-cycle window
for the calculation of the rms, and a half-cycle window for updating.

5.5.3 Segmentation

Segmentation using rms limits the possibilities for analysis of short duration events
as shown in Section 5.5.1. For the analysed measurements this is only a small fraction
of the data (10 % of the single stage dips due to fault).

The segmentation method used in this chapter is based on detecting sudden
changes in the rms voltage. Compared to the segmentation algorithm based on
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Figure 5.9: (a) Discrete rms voltage of a transformer saturation event followed by
protection operation (b) Continuous rms of the same voltage measurement calculated
over a half cycle window

Kalman filtering for cases other than short duration events, the rms segmentation
offers reliable results similar to the results obtained using Kalman filtering. Differ-
ences were observed in a number of cases of voltage dips due to faults and transformer
saturation.

However, the segmentation scheme using Kalman filtering is able to detect even
small changes in the voltage magnitude if these changes are accompanied by high
frequency transients. This is the case for some switching events like capacitor en-
ergising. Using the rms voltage, detection of small changes becomes difficult and a
lower threshold δ must be used. However, a lower threshold δ increases the prob-
ability of false alarms. Therefore, step changes of magnitude less than 0.05 pu are
not considered by the rms classification scheme.

For 10 % of the total number of fault-induced dips, the two segmentation algo-
rithms provide different results however the event is not incorrectly classified in terms
of whether is a fault or not, but in terms of whether the event is multistage or not.
An example is given in Figure 5.11. The rms segmentation detects three changes
in voltage because the rms magnitude during the fault varies. The segmentation
algorithm based on Kalman filtering does not detect this middle stage. Therefore,
this event is classified by the expert system of Chapter 4 as a single stage dip, but
by the system of this chapter as multistage. In other cases multistage events are
classified as single stage events when rms voltage is used because one stage is of
short duration and is not revealed.
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Figure 5.10: rms voltage in a 10 kV network - half-cycle update half-cycle window
(a) phase a (b) phase b (c) phase c
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Figure 5.11: rms voltage and segmentation results for a voltage dip due to fault

For 10 % of the transformer saturation events, classification is incorrect due to
incorrect segmentation. An example is shown in Figure 5.12. The rms magnitude
has not the same shape as the one obtained using STFT or Kalman filtering. The
segmentation gives more than one transition segment thus the event is classified as
single stage dip due to fault.

Incorrect segmentation is also the reason for misclassification in the case of inter-
ruptions. The reason is the presence of strong transients either due to transformer
saturation or current chopping. Therefore, non-fault interruptions are classified as
fault interruptions.

Overall, the segmentation using rms voltage is a good alternative to the segmen-
tation based on waveform Kalman filtering especially if the measurements do not
contain short duration events. The successful application of the rms segmentation
in this set of measurements also indicates that the rms magnitude during a dip does
not present fast and large changes.

5.6 Conclusions

One of the objectives of a power quality monitor is to capture power system events
without running out of memory. By saving only the computed discrete rms values
the monitor is able to capture more events before it runs out of memory.

This chapter describes an automatic event classification system which uses dis-
crete rms voltage measurements. Discrete rms voltage measurements is a memory
saving option that power quality monitors offer instead of saving the actual voltage
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Figure 5.12: rms voltage and segmentation results for a voltage dip due to trans-
former saturation

waveforms. It is shown that automatic event classification is possible even if only
the rms signatures are available as obtained by the monitors.

The classification method starts with segmenting the rms voltage series into event
and transition segments. The segmentation is based on detecting sudden changes in
the voltage magnitude. Classification is done by characterising the segments of each
phase as well as comparing the corresponding segments between the phases.

Seven types of events are considered. The classification system is tested using
measurements from a distribution network. The classification rate is 92 %.

Finally, the limitations with the rms voltage monitoring are discussed. Attention
was given to short duration events. Significant errors might exist in the calculation
of the dip magnitude when using the discrete rms calculation. It is shown also that
in the case of transformer saturation events, classification can be difficult if only the
one-cycle discrete rms is available. The classification can be improved if the rms is
calculated over a half-cycle window and two values per cycle are stored.

Overall, the method offers a simple way for more sophisticated analysis of power
quality measurements. The method can be implemented on a monitor and can
provide automatically more information about the captured events.
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Chapter 6

Characterisation and
Analysis of Power System
Transients

6.1 Introduction

In terms of classification, from the analysis presented in the previous chapters, power
system phenomena can be divided into three classes:

• Events that can be classified by their fundamental frequency magnitude. These
events contain parts where the voltage goes through significant changes for long
periods. These changes are well apart in time so the magnitude estimators have
no difficulties in resolving them. This class consists of the majority of fault
induced events, transformer saturation, induction motor starting, etc.

• Events that present significant changes in the fundamental frequency magni-
tude but of short duration. The extraction of the voltage magnitude becomes
problematic for these events. This class contains fuse-cleared faults and self-
extinguishing faults.

• Events of very short duration (transients) for which the voltage magnitude
does not offer important information. For this class, the higher frequency
components of the signal must be considered for a thorough characterisation
and classification.

Aim of this chapter is to present power system events of the last class, highlight
their characteristics, and show how signal processing tools can be used to extract
useful information from the captured voltage waveforms. Both measurements and
simulations are used. The events presented either a step-like signature in the funda-
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mental magnitude voltage or no change. The Electromagnetic Transients Program
(EMTP) is used for simulations.

6.2 General classification of voltage transients

Voltage transients can be grouped according to their waveform characteristics in the
following categories [4]:

1 Oscillatory transients

2 Impulsive transients

Further subclasses are suggested in [4] according to the frequency components and
the time characteristics of these transients (Table 1.1 in Chapter 1). Next, some
types of transients are presented in terms of the underlying cause.

6.3 Oscillatory transients

Oscillatory transients are the ones whose instantaneous value of voltage changes po-
larity rapidly. They are described by their spectral content, duration and magnitude.
The most common causes of oscillatory transients are:

• Capacitor energising

• Restrike during capacitor de-energising

• Line or cable energising

In the following sections these events are presented in more detail.

6.3.1 Capacitor energising

Capacitor energizing is one of the most common transient events present in power
systems. The overvoltage produced can reach values up to 2.0 pu and can cause
problems to sensitive equipment like adjustable speed drives [76, 77].

When a capacitor is switched on, an oscillatory transient is produced because the
voltage of the capacitor cannot change instantaneously. The voltage at the point of
switching initially drops because the capacitor is uncharged and behaves as a short
circuit. If the capacitor bank is uncharged the voltage initially will drop to zero.
The initial drop is followed by an overshoot and an oscillation that decays until the
voltage returns to steady state. The worst overvoltage occurs when energising takes
place at a peak of the supply voltage. Without damping this overvoltage will be
twice the maximum supply voltage [32, 78].
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The transient’s frequency f is determined by the combination of the capacitance
of the capacitor bank C and the source inductance at the point of switching L:

f =
1

2π
√
LC

(6.1)

The oscillation frequency can be also expressed as:

f = fo

√
MVAsc

MVAc
(6.2)

where fo is the fundamental frequency of the system, MVAsc is the short circuit
capacity of the source, and MVAc is the capacitor bank rating.

The oscillation frequency in the voltage waveform is typically between 250 and
1000 Hz and lasts for less than half a cycle. The decay of the transient (damping)
is exponential as shown in [32] and in [79], and depends strongly on the resistance
of the network.

Capacitors are used for power factor correction or voltage support. The voltage
rise due to the connection of a capacitor bank is given approximately by [80]:

∆V =
MVAc

MVAsc
100% (6.3)

Capacitor energising and travelling waves

The sudden drop of voltage when the capacitor is energised initiates travelling waves
that propagate in the system along the lines connected to the bus where the ener-
gising takes place. At points of discontinuity the waves are reflected back to the
capacitor bank. The reflection and refraction coefficient of the point of discontinuity
determines the portion of the wave that returns back to the capacitor bank and the
portion that passes through. The capacitor due to its low surge impedance is seen
by the waves as a short circuit. So the waves are inverted and reflected back to the
lines. These travelling waves can travel between two locations many times before
being damped due to the losses of the line [32]. If the travelling wave arrival at a
remote location coincides with the peak of the oscillatory transient at that location,
high magnitude overvoltages might appear [81, 82]. In [81] a case is shown where
the travelling wave initiated by the switching of a capacitor bank in a 230 kV system
produces a phase-to-phase overvoltage of 2.0 pu.

An example is given next using a simulation in EMTP of the network in Figure
6.1. The frequency dependent model (JMARTI’s model) is used for the modelling
of the 160 km transmission line in order to take into account the propagation of
travelling waves. The characteristics of the line can be found in Appendix A. The
short circuit level of the source is 5000 MVA and the 115 kV capacitor bank is 64
MVAr.

Figure 6.2 shows the oscillatory transient at the 115 kV busbar of the circuit in
Figure 6.1, when the capacitor bank is energised. The transmission line is connected
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to this busbar (CB1 is closed). Figure 6.3 shows the voltage waveform at the 115 kV
side of the transformer. The peak voltage (2.1 pu) is significantly higher than the
peak voltage in Figure 6.2. The increased overvoltage is due to the reflection of the
travelling wave (initiated by the capacitor energising) at the transformer terminals
for the second time (the first reflection causes the sudden drop of voltage as it can be
seen in Figure 6.3). The transformer terminal appears as virtually an open circuit
refraction coefficient to the high rate-of-rise transient [81].

Figure 6.1: Sub-transmission system for the simulation of capacitor energising

Figure 6.4 shows the spectrum of these voltage transients as well as the spectrum of
the transient when the transmission line in Figure 6.1 is not connected to the busbar
(CB1 is opened). The spectrum of the transient is estimated after the fundamental
frequency is removed. First, a high-pass FIR filter with 128 taps and a cut-off
frequency of 200 Hz is applied to the voltage signals, and then Fourier transform
is calculated for a one-cycle window that starts from the point that corresponds to
maximum voltage.

The spectrum of the transient at the 115 kV busbar shows a peak at around
400 Hz due to the oscillatory transient caused by the energising (the resonance
frequency at the 115 kV busbar is 442 Hz, according to (6.2)). The spectrum of
the energising transient at this busbar does not change significantly when the line
is disconnected. The spectrum of the transient at the transformer presents a peak
at the same frequency but has also peaks at higher frequencies due to the effect of
travelling waves.

Influence of other capacitor banks - Voltage amplification

Not only travelling waves influence the characteristics of the capacitor energising
transient. Other capacitors in the network can create resonances and introduce more
than one frequency in the oscillatory transient. This phenomenon is important in
the case of voltage amplification. Voltage amplification occurs when the oscillation
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Figure 6.2: Voltage waveform during capacitor energising at the 115 kV busbar
(EMTP simulation)
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Figure 6.3: Voltage waveform during capacitor energising at the high voltage side of
the 115/13.2 kV transformer (EMTP simulation)
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Figure 6.4: Spectrum of capacitor energising transients: voltage measured at the
115 kV busbar (solid line), voltage measured at the transformer (dashed line) and
voltage measured at the 115 kV busbar when the line is disconnected (thicker line)

caused by the energising of a distribution capacitor bank excites the L-C circuit
formed by the inductance between the switched capacitor bank and the utilisation-
voltage busbar, and the capacitance of the capacitors connected to it. The result
is a higher overvoltage at the utilisation-voltage busbar [82, 83, 84, 85, 86]. The
overvoltage can be significant in low voltage networks with primarily motor load
and low resistive load (less damping).

The system of Figure 6.5 is simulated in EMTP for energising the 12.5 kV capac-
itor bank when a capacitor bank is connected to the 480 V busbar (CBCL is closed).
The line between the two busbars is modelled using lumped elements, therefore the
influence of travelling waves is neglected. This simplification is acceptable for lines
that have short length compared to the wavelength of the transients [87]. The trans-
former is also modelled using lumped elements. The short circuit level of the source
is 250 MVA. The capacitor being switched is 2.5 MVAr and the capacitor bank at
480 V is 170 kVAr delta connected. The resulting transients at the high and low
voltage busbars are shown in Figure 6.6. The peak voltage at the low voltage busbar
is 2.5 pu, significantly higher than the peak voltage at the high voltage busbar.

Figure 6.7 shows the spectrum of the transients. The spectrum of the transient
at the 12.5 kV busbar shows a peak close to 450 Hz. The spectrum of the transient
at the 480 V shows two peaks: one at the same frequency as the transient at the
12.5 kV busbar and another around 700 Hz. Their amplitudes are almost equal.
As described in [86], the presence of a second capacitor in the vicinity of the ca-
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Figure 6.5: Distribution system for the simulation of voltage amplification due to
capacitor energising

pacitor that is being switched produces a transient which is the combination of two
frequency components. These two frequencies cannot be calculated using simple
formulas like (6.1). Formulas for the calculation of these frequencies are given in
[86]. Furthermore, more resonance frequencies appear if more capacitors are close.

For a different capacitor bank at the low voltage busbar the peak voltage is reduced
significantly. If the 480 V capacitor bank is reduced to 40 kVAr then the switching
of the 2.5 MVAr capacitor bank at the 12.5 kV busbar produces an overvoltage of
1.5 pu at the 480 V busbar (Figure 6.8). This is almost equal to the overvoltage of
the high voltage side and significantly lower than the overvoltage of Figure 6.6.

The influence of other capacitor banks to the energising transient is also important
in the case of back to back capacitor energising. Back to back capacitor energising is
the energising of a capacitor bank from a busbar on which other capacitor banks are
already connected. This type of switching produces transients with two frequency
components: first, a very rapid transient brings about an exchange of charge be-
tween the capacitors so they are brought to a common voltage and then a second
transient follows during which the two capacitor banks reach the source potential
[32]. The first transient is of high frequency (C in (6.1) is the series combination of
the capacitances of the capacitor banks and L is the inductance between them) and
the second transient has significantly lower frequency (C in (6.1) is the parallel com-
bination of the capacitances of the capacitor banks and L is the source inductance)
[32].

In the same manner, the spectrum of a capacitor energising transient will be
effected by cables due to their high capacitance [32].
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Figure 6.6: Voltage waveforms during capacitor energising (a) at the 12.5 kV busbar
(b) at the 480 V busbar (EMTP simulation)
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Figure 6.7: Spectrum of transients of capacitor switching: voltage measured at the
12.5 kV busbar (dashed line) and voltage measured at the 480 V busbar (solid line)
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Figure 6.8: Voltage waveform during capacitor energising (EMTP simulation) (a) at
the 12.5 kV busbar (b) at the 480 V busbar (EMTP simulation)

6.3.2 Restrike-reignition during capacitor de-energising

Switching off a capacitor bank (i.e., capacitor de-energising) does not usually result
in any transient oscillation. The bus voltage will drop up to a few percent due
to the loss of voltage support provided by the capacitor. During the de-energizing
process, the contactor of a capacitor opens and discontinues the current flow. If the
contactor does not open successfully, an arc will be established between the contacts
and the capacitor will reignites or restrikes. The event is called reignition if current
conduction is re-established within half a cycle of current interruption. If current
conduction occurs later, the event is called a restrike [32]. The contactor might
open and restrike later. The same event might be repeated several times (multiple
restrikes).

Figure 6.9 shows a damped oscillation transient caused by restrike during capacitor
de-energising. The voltages at both the line side and the capacitor side are shown
as obtained by an EMPT simulation. The capacitor is disconnected at current
zero when voltage is at its maximum (current leads voltage by approximately 90◦.
Therefore, the capacitor is charged to maximum voltage. Half a cycle later the
voltage difference between the line side and the capacitor side is 2.0 pu and this
could lead to reignition as shown in Figure 6.9. The case of multiple restrikes is
shown in Figure 6.10.

For the cases shown in Figure 6.9 and Figure 6.10, the voltage initially changes
sign due to the fact that the capacitor is charged with a voltage of opposite sign than
the line voltage at the moment of reignition. The amplitude of the overvoltage due
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Figure 6.9: Voltage waveform of a restrike during capacitor de-energising (a) line
side (b) capacitor side
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Figure 6.10: Voltage waveform for multiple restrikes during capacitor de-energising
(a) line side (b) capacitor side
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to this phenomenon depends on the trapped charge in the capacitor. The voltage
at the instant of restrike will oscillate at the natural frequency characterised by the
capacitance of the capacitor and the system inductance like in the case of capacitor
energising.

6.3.3 Energising of open-ended line

Energizing of transmission lines can lead to high overvoltages especially if the end
of the line is open [32]. When the circuit breaker at the sending terminal of the line
is switched on, an electromagnetic wave propagates along the line with the polarity
of the voltage at the instant of switching. The wave reaches the open end of the
line and reflects without changing polarity. Part of the reflected wave is refracted
to the source side and the remaining part reflects back to the receiving terminal. If
the line is energised at a peak of the supply voltage (1 pu) then 2 pu voltage will
be produced at the open end of the line. The shape of the travelling wave depends
on the characteristics of the source and the propagation time of the line (the time it
takes for the travelling wave to propagate from one end of the line to the other) [78].
Reflections to other points of the system will also effect the shape of the resulting
transient. The amplitude of the travelling waves is exponentially decreased with a
time constant that depends on the characteristics of the line.

In the following example the voltage transient at the open end of a line and at the
source side of a line are considered. Figure 6.11 shows the voltage transient caused
by the energising of the 160 km open-ended line at the source side and at the end
of the line. The 132 kV circuit of Figure 6.1 is used for the EMTP simulation with
the transformer and the capacitor banks disconnected and with the fault level of
the source equal to 2500 MVA. The voltage at the end of the line approaches 2.0
pu and this is the main concern from an insulation point of view. The overvoltage
at the source side is approximately 1.4 pu. The initial overshoot is followed by an
oscillatory transient. Figure 6.12 shows the beginning of the voltage transient that is
caused by open-ended line energising at the source side. The arrival of the travelling
wave at this busbar after its reflection at the open end of the line causes a 0.40 pu
fast increase in the voltage waveform. The propagation time, τ , of the line is:

τ =
L

v
(6.4)

where L is the length of the line and v the propagation speed. The propagation
speed depends on the line characteristics. For an overhead line, the propagation
speed is close to the speed of light [87].

Figure 6.13 shows the spectrum of the voltage transients of Figure 6.12 and the
transient of the energising of a line with the same characteristics but half the length
(80 km). The spectrum of the transient of the 160 km line has a peak at around
400 Hz (the oscillation frequency) and a number of lower peaks. The spectrum of
the transient has a peak at around 800 Hz. As expected a shorter line produces
an oscillatory transient of higher frequency due to a shorter propagation time. The
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Figure 6.11: Voltage waveform of line energising (a) source side (b) end of the line

6 7 8 9 10 11 12 13 14 15 16
−0.2

0.2

0.6

1

1.4

1.8

Time (msec)

V
ol

ta
ge

 (
pu

)

2 x propagation time 

Figure 6.12: Voltage waveform of line energising at the source side
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Figure 6.13: Spectrum of line energising transients: voltage transient for a 160 km
line (solid line) and for an 80 km line (dashed line)

spectrum of line energising transient is similar to the frequency response of the line
to a step voltage applied to one of its ends [32]. A number of natural frequencies
appear at regular intervals along the frequency axis. The lowest natural frequency
is v/4L, and the higher natural frequencies are multiples of 3,5,7,... of this.

6.4 Impulsive transients

An impulsive transient is a sudden change in the steady state condition of voltage,
current or both, that is unidirectional in polarity (primarily either positive or neg-
ative) [4]. Impulsive transients are normally characterized by their rise and decay
times. They are damped quickly by the resistive circuit elements and do not propa-
gate far from their source. Figure 6.14 shows an impulsive transient measured in a
132 kV network.

The most common cause of impulsive transients is lightning. When a lightning
stroke hits a transmission line (direct stroke) an impulsive overvoltage is induced
[88, 89]. The maximum value of the lightning current Imax can be between 1 kA
and 200 kA and the duration can be 1 µsec or less. The maximum voltage Vmax due
to the maximum current is found from [87]:

Vmax =
1
2
· Imax · Z0 (6.5)

where Z0 is the wave impedance of the line (typical values of wave impedance are
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Figure 6.14: Voltage waveform of impulsive transient (measurement in a 132 kV
network)

between 150 ohms and 400 ohms). Lightning overvoltages can also be induced by
nearby strokes to the ground or between clouds. These overvoltages are of lower
magnitude than those produced by direct strokes.

Impulsive transients might excite power system resonance circuits and produce
oscillatory transients [4].

6.5 Further characterisation of power system tran-
sients

6.5.1 Pre-event/post-event characterisation

Some of the above mentioned events produce changes in the voltage profile. These
changes might be in the fundamental voltage magnitude or in the harmonics or in
both.

Voltage magnitude

Changes in the fundamental voltage magnitude due to the switching actions de-
scribed so far are fast and step-like. By comparing the pre-event and post-event
characteristics of voltage in terms of magnitude, the following classes can be de-
fined:
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• Increase in voltage magnitude: this can be caused by capacitor energising and
open-ended line energising.

• Decrease in voltage magnitude: this can be caused by capacitor de-energising.

A change in voltage magnitude is also caused by shunt reactor switching. The
energising of a reactor causes a drop in voltage and the de-energising an increase.

The increase in voltage magnitude in the case of energising capacitor banks and
lines is due to the capacitance. The capacitance acts as a source of reactive power
and increases the voltage. The increase in voltage for the case of line energising is
expected to be lower than that in the case of energising a capacitor bank, because
in the later case the capacitance is significantly larger.

The opposite effect (voltage drop) is observed upon capacitor de-energising. If a
restrike takes place during capacitor de-energising then the voltage magnitude before
the de-energising process is higher than the voltage magnitude after de-energising
is successfully completed for all phases. Table 6.1 summarises the above-mentioned
changes of magnitude for the different types of transients.

Table 6.1: Transients and their effects on voltage magnitude
Type Voltage magnitude

Capacitor energising Increase

Restrike during capacitor de-energising Decrease

Open-ended line energising Small increase

Two examples are given next. Figure 6.15 shows the voltage waveforms and their
magnitude before and after a capacitor energising transient. This is a measurement
in a 22 kV network. It can be seen that the switching causes an increase in the
magnitude of all phases. The change is the same for all three phases, approximately
0.03 pu. Figure 6.16 shows the voltage waveforms and their magnitude before and
after an open-ended line energising. The voltage waveforms are obtained from the
EMTP simulation shown in Figure 6.11. Upon switching the voltage magnitude
increases by approximately 0.003 pu for all phases.

Harmonic distortion

By comparing the pre-event and post-event characteristics of voltage in terms of
harmonic distortion, the following classes can be defined:

• Increase in harmonic distortion: this can be caused by capacitor energising.

• Decrease in harmonic distortion: this can be caused by capacitor de-energising
or the energising of a special case of a capacitor, the harmonic filter.

Capacitor energising might increase the harmonic distortion depending on the
resonances of the system and the harmonics produced by the loads. The phenomenon
is commonly known as harmonic amplification [90].
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Figure 6.15: (a) Voltage waveforms during capacitor energising (b) corresponding
voltage magnitude (measurement in a 22 kV network)
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Figure 6.16: (a) Voltage waveforms during line energising (b) corresponding voltage
magnitude (EMTP simulation)
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Consider the simplified circuit of Figure 6.17. The loads are modelled as current
sources. The hth harmonic current Isys,h that flows to the system is given by the
following formula:

Isys,h =
Zcap(ωh)

Zcap(ωh) + Zsys(ωh)
Ih (6.6)

where Zcap(ωh) and Zsys(ωh) are the impedance of the capacitor and the system
respectively at the hth harmonic. The current Isys,h flowing into the system has
its maximum value when the denominator of (6.6) is minimum. This is the case
when the impedance of the capacitor (−j/hωC) is equal to (jhωL) where L is the
inductance of the source. The value of h which satisfies this requirement is called
the resonant harmonic frequency.

Zsys

Zcap

Isys

Icap

Ih

Figure 6.17: Equivalent network model for harmonic amplification

Figure 6.18 shows the harmonics of the phase a voltage of Figure 6.15 which is
a measurement of a capacitor energising transient. There is an increase in the 5th

harmonic after the switching, and a smaller increase in the 3rd harmonic. Small
changes can be observed in the other harmonics. The total harmonic distortion also
increases. The switching of the capacitor by changing the resonances of the system
led to increased harmonic distortion.

At this point it is important to add the case of harmonic filter energising. Fil-
ters are combinations of resistance, inductance and capacitance tuned to present a
low impedance to a particular frequency in order to reduce the harmonic distortion.
Due to the presence of capacitance, filter energising presents similar characteristics
as capacitor energising: overvoltage, oscillatory transient and step increase in volt-
age magnitude [91, 92]. However, unlike the case of harmonic amplification due
to capacitor energising, filter energising has exactly the opposite effect on the har-
monics: the harmonic for which the filter is tuned, is significantly reduced after the
switching.

Figure 6.19 shows the voltage waveforms and their magnitude before and after the
filter energising. This is an EMTP simulation using the 12.5 kV / 480 V distribution
network of Figure 6.5. The load at 480 V is modelled as current sources that produce
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Figure 6.18: Voltage harmonics before (wide bars) and after (narrow bars) capacitor
energising (measurement in a 22 kV network)

5th and 7th harmonic currents . The filter (a series combination of inductance and
capacitance) is tuned to the 5th harmonic, and is switched on the 12.5 kV busbar. It
can be seen that the filter connection causes an oscillatory transient and an increase
in the magnitude of all phases due to the filter’s capacitor. Figure 6.20 shows the
harmonics of the phase a voltage before and after the switching at the 12.5 kV
busbar. The 5th harmonic is completely eliminated.

6.5.2 Characterisation by comparing the phases

Considering the number of phases where an event takes place as well as the way the
other phases are effected, transients can be divided into the following classes:

Three-phase events

These events are due to switching actions that take place in all phases. Typical exam-
ples are capacitor bank energising and line energising. In these cases the switching
leads to an increase in voltage magnitude for all three phases. The characterisa-
tion of these events as three-phase can also be done by only considering the voltage
magnitude.

176 Automating Power Quality Analysis



Characterisation and Analysis of Power System Transients

0 50 100 150
−1.5

−1

−0.5

0

0.5

1

1.5

V
ol

ta
ge

 (
pu

)

0 50 100 150
0.95

1

1.05

1.1

Time (msec)

V
ol

ta
ge

 m
ag

ni
tu

de
 (

pu
)

   (a) 

   (b) 

Figure 6.19: (a) Voltage waveforms during filter energising (b) corresponding voltage
magnitude (EMTP simulation)
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Figure 6.20: Voltage harmonics in a medium voltage network before (wide bars) and
after (narrow bars) filter switching (EMTP simulation)
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Single-phase events

These events are caused by switching or other phenomenon in only one phase. An
example is a restrike during capacitor de-energising. For this case the change in the
voltage magnitude must lead to characterisation of the event as a three-phase event
because all phases will eventually present a decrease in voltage magnitude as soon
as all three capacitor banks are successfully disconnected. Differences between the
phases are difficult to be observed because these changes in magnitude are too close
in time for a magnitude estimator to capture.

It is important to note that although an event takes place in one phase, transients
are induced to another due to the capacitive coupling between phases (Figure 6.21).
Additionally, if a single-phase transient propagates through a delta star transformer
(Figure 6.22), then at the other side of the transformer, the transient appears in two
phases.

Figure 6.21: Line capacitances

u1L

u2L

u3L

u1H

u2H

u3H

Figure 6.22: Delta-star transformer

Restrike is typically a single-phase event: only one phase restrikes. Figure 6.23
shows the voltage waveforms of restrike during capacitor switching. The waveforms
are obtained by simulating a restrike in the 132 kV network of Figure 6.1. The
restrike takes place in one phase (Figure 6.23a). However, transients are also induced
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Figure 6.23: (a)-(c) Phase-to-ground voltage waveforms and (d)-(f) Phase-to-phase
voltage waveforms during a restrike (EMTP simulation)

to the other two phases (Figure 6.23b and Figure 6.23c).
Figures 6.23d-6.23f show the phase-to-phase voltage waveforms of the previous

event. The restrike transient appears in two-phase-to-phase voltages and the tran-
sient in one of the phase-to-phase voltages is very low. This means that the transients
induced in the phase-to-ground voltages of the other two phases (due to the restrike
in the third) are similar so they cancel in the phase-to-phase voltages. Similar wave-
forms are shown for this event in [22].

Phase-to-phase events

These are cases where two phases present transients of equal magnitude but opposite
polarity. This case could be due to a switching action or a fault between two phases.
It could also be due to a single-phase event that propagates through a delta-star
transformer, as shown in Figure 6.23. Figure 6.24a shows the voltage waveforms of
a measurement in a medium voltage network. The cause of the transient is unknown.
It can be seen that almost the same transients appear in two of the phases. The third
phase does not present any noticeable disturbance. Figure 6.24b shows the sum of
these two phases: there is no obvious disturbance which proofs that the transients in
these phases are equal but of opposite polarity. No change in the voltage magnitude
is observed for this measurement.
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Figure 6.24: Phase-to-phase event (a) Phase-to-ground voltage waveforms (b) Sum
of phases a and b (measurement in a 21.7 kV network)

Common mode events

These events present the same transient in all three phases. An example is given in
Figure 6.25. The measured transient in the three phases (Figures 6.25a-6.25c) al-
most disappears in the corresponding phase-to-phase voltages (Figures 6.25d-6.25f).
This proves that the transient is the same in all three phases. The cause of this
measurement is unknown.

6.5.3 Characterisation of the initial change of voltage

From the examples given above, the initial change of voltage can be a characteristic
of transients. The different cases are shown in Figure 6.26. Here, increase is defined
as away from zero and decrease as towards zero.

Initial decrease in voltage

This takes place in capacitor energising (an uncharged capacitor behaves initially
as a short circuit) and line energising (for the same reason due to the capacitive
coupling of the line to earth). A lightning impulse can cause a decrease in voltage
depending on its polarity.
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Figure 6.25: (a)(b)(c) Phase-to-ground voltage waveforms (d)(e)(f) Phase-to-phase
voltage waveforms (measurement in a 76.2 kV network)

Initial increase in voltage

Depending on its polarity, a lightning impulse could cause an initial increase in
voltage.

Initial change in the three phases

Capacitor energising and line energising cause an initial decrease in voltage for all
three phases. Figures 6.27a-6.27c show the case of capacitor energising. However,
measurements showed that there are cases where the initial change might not be
the same for all three phases. Figures 6.27d-6.27f show a measurement in a sub-
transmission network where an impulsive transient presents different initial change
for the three phases: for the phase shown in Figure 6.27d the voltage shows an
increase and for the phases of Figure 6.27e and Figure 6.27f shows a decrease.
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Figure 6.26: (a) Capacitor energising (measurement) (b) Line energising (EMTP
simulation) (c) Restrike during capacitor switching (EMTP simulation) and (d) Im-
pulsive transient (measurement in a 132 kV network)
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Figure 6.27: (a)-(c) Voltage waveforms during capacitor energising (EMTP simula-
tion) and (d)-(f) Voltage waveforms - measurement of an impulsive transient in a
132 kV network
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6.6 Frequency components and propagation of power
system transients

6.6.1 Frequency components of power system transients

The spectrum of the voltage transients presented so far consists of:

• damped oscillations due to the resonances of the system, and the exchange of
energy between inductances and capacitances.

• travelling waves initiated by the switching operations.

• phenomena related to the switching process and the switching equipment (like
restrike and reignition)

The resonances of the system are responsible for strong frequency components.
The oscillations produced by the resonances decay exponentially and they vanish in
short time. The effect of travelling waves is of even shorter duration: as travelling
waves propagate, their energy is spread over a large part of the system. Therefore,
the effect of travelling waves at one location is of very short duration.

In addition to the restrike-reignition phenomenon, switching might introduce one
more type of disturbance. During the closing of a switch a position is reached where
the dielectric strength between closing contacts falls below the voltage across the
contacts. At this point, a flashover, termed a prestrike will occur. Then the voltage
across the terminals of the switch falls to a very low value. This rapid change of
voltage results in the injection of a steep-fronted transient voltage wave into the load
side as well as the source side [93]. In the case of capacitive load, the phenomenon
might be aggravated if the capacitive load contains a trapped charge. Prestrike might
occur in this case when the source side voltage reaches its maximum, and the trapped
charge has polarity opposite to the polarity of the source voltage [87]. As shown in
[93], a prestrike results in high frequency voltage oscillations. Figure 6.28 shows a
measurement of a damped oscillation starting with a short duration high frequency
transient. The voltage magnitude increase after the transient approximately 0.03
pu. Therefore, the event could be due to capacitor energising.

One more source of frequency components in the transients is the non-simultaneous
switching of the phases. As shown in the case of single-phase events, a transient in
one phase is coupled to the other. Therefore, for switching events, if the time in-
stant is different for each phase, transients are induced to the other phases due to
coupling. The random fluctuations in the angle of switching are recognised as being
due to imperfections in the mechanical system of closure and/or possible prestriking
of the breaker poles. According to published practical experience the distribution
of the angle of switching around its aiming value can be considered to be Gaussian
with a standard deviation of 20◦ (1.11 msec in a 50 Hz system) [94]. An example is
given in the next section.

The transients might be also effected by the operation of equipment like surge
arrestors which protect the power system from overvoltages [95].
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Figure 6.28: Voltage waveform of an short duration transient (measurement in a 22
kV network)

6.6.2 Propagation of power system transients

In general, power system events propagate through the system and are captured
by monitors at different locations. Considering the events presented in Chapters
2-6, voltage dips due to faults effect a large part of the network. The voltage dip
will be different at different locations depending on the system configuration, the
distance from the fault point, the dip type and the types of transformers from which
the voltage dip propagates as explained in Chapter 2. Contrary to fault-induced
dips, dips due to induction motor or transformer saturation are shallow and do not
propagate far; they are local events.

The events presented in this chapter are also local: the produced transients cannot
propagate far because they are damped fast by the resistive part of the system.
Therefore, they effect only a small part of the network.

As shown in Section 6.3, the characteristics of the transients produced by a certain
event are different at different locations in the system. Depending on the character-
istics of the location where voltage is measured (monitoring location), the maximum
voltage, the underlying frequencies and the relationship between the phases change.
The distance between the monitoring location and the origin of the transient, capaci-
tors or cables connected near it and its response to travelling waves effect significantly
the voltage transient. Capacitor switching is a very good example of how an event
produces significantly different transients at different points of the system.

One more that must be taken into account regarding propagation of transients
is that the response of the elements of the system (lines, transformers, etc) is fre-
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quency dependent: these elements behave as filters suppressing some frequencies
and passing others. Therefore, transients measured at both sides of a transformer
present differences depending of the frequency response of the transformer. In the
case of voltage dips the frequency dependence of the transformer is insignificant (the
frequency response of the transformer at the fundamental frequency is unity).

6.7 Analysis of power system transients using ES-
PRIT

6.7.1 Further analysis of power system transients

Spectrum analysis of transients produced by the above mentioned events reveals
several frequency components. For further investigation of the characteristics of
the frequency components time-frequency analysis can be applied. Time-frequency
analysis reveals the time evolution of the underlying frequency components of a
non-stationary signal. STFT presented in chapter 2 is one way of performing this
kind of analysis. STFT belongs to a class of time-frequency methods that are based
on constructing filter banks that split the signal into different frequency bands by
locating the filters at appropriate frequencies. Wavelet filter banks belong also to
this class [96]. These methods have been utilised for the analysis of power system
transients [19, 26, 28, 68].

Analysis using filter banks suffers from the time-frequency resolution problem
(constrained by the uncertainty principle): one can only trade time resolution for
frequency resolution [96]. This is already explained in the case of STFT in Chapter
2: a short time window provides better time resolution but gives a bandpass filter
of larger bandwidth thus worse frequency resolution. The trade off between time
and frequency resolution imposes problems in the analysis of signals that contain
components with closely spaced frequencies.

Alternatively to the filter bank approach, where no model is considered for the
signal under analysis, a model-based approach can be used in order to extract the
different frequency components and their characteristics. For most of the transients
presented so far, the main frequency components are due to the resonances of the
system. Frequency components of these types can be described as a sum of expo-
nentially decaying sinusoids. Providing that the characteristics of the signal do not
change with time, Prony’s method and ESPRIT are two ways of estimating the pa-
rameters of such a model (the frequencies, the damping coefficients, the initial phases
and the amplitudes). Both methods have been suggested for the analysis of short
duration transients in power systems: Prony’s method has been used for the analysis
of earth fault currents [97] and ESPRIT for the analysis of capacitor energising tran-
sients [98]. Assuming that the underlying frequency components are exponentially
damped sinusoids, ESPRIT is found to be able to resolve closely spaced frequencies
[99]. Next, ESPRIT is utilised for the analysis of the transients presented in this
chapter.
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6.7.2 ESPRIT

ESPRIT (Estimation of Signal Parameters via Rotational Invariance Techniques)
decomposes the signal into a sum of sinusoids using an eigen-decomposition approach
[99]. Consider a signal z(tk), being the sum of p exponentially damped sinusoids in
additive noise e(t):

z(tk) =
p∑
i=1

Aie
−αitkcos(2πfitk + φi) + e(tk) (6.7)

The number of sinusoids p is assumed known.
The ESPRIT method for estimating the parameters of the model can be imple-

mented as follows [100]:

1. For y(tk) = [z(tk) . . . z(tk+M−1)]T with (M > p), the sample estimate of the
corresponding covariance matrix R is computed by:

R =
1
M

M∑
tk=1

y(tk)yT (tk) (6.8)

2. The eigenvalues (λ) and the corresponding eigenvectors (s) of R are found.
The eigenvalues are arranged in a decreasing order.

3. Considering the first p eigenvectors, the matrix S is formed as:

S = (s1 . . . sp) (6.9)

and the matrices S1 and S2 as:

S1 = (IM−1 0)S (6.10)

S2 = (0 IM−1)S (6.11)

where IM−1 is the identity matrix of dimension M − 1 by M − 1.

4. The eigenvalues of the matrix ψ = (ST1 S1)
−1ST1 S2 are found. These eigenval-

ues (c1, . . . , cp) determine the frequencies fi and the damping factors αi:

fi =
angle(ci)
∆t 2π

(6.12)

αi = − ln(|ci|)
∆t

(6.13)

where ∆t is the sampling period.
For the calculation of the other parameters in the signal model, the following

system is solved using N signal samples (N > M) [98]:

X = V H (6.14)
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where

V =


1 1 1 1
c1 c2 · · · cp
...

...
...

...
cN−1
1 cN−1

2 · · · cN−1
p

 (6.15)

X = [z(t0) z(t1) . . . z(tN−1)]T (6.16)

and

H = [h1 h2 . . . hp]T (6.17)

The least squares solution to (6.14) is

H = (V HV )−1V HX (6.18)

Having computed H, the amplitude is calculated as:

Ai = 2|hi| (6.19)

and the initial phase is the angle of hi, i.e.:

φi = angle(hi) (6.20)

For real-valued signals (as the ones used next), the frequencies obtained by ES-
PRIT appear in pairs of frequencies of opposite sign. The order of the model p is
therefore set equal to twice the number of frequencies expected in the signal.

6.7.3 Application of ESPRIT

Pre-filtering is applied to the voltage waveforms before ESPRIT is applied. First,
a high-pass linear phase FIR filter with 128 taps with a cut-off frequency of 200
Hz is used to the voltage signals to remove the fundamental frequency component.
The high-pass FIR filter is constructed with the window method of FIR filter design
using a Hamming window [101]. The frequencies under consideration are much
higher than the fundamental frequency and no harmonic distortion due to loads is
present, so artifacts of the pre-filtering are not expected to be important. In the
presence of harmonic distortion due to loads, problems are not expected as long as
the transient is much higher than the harmonics. Then, the method described in
the previous section is applied to the data interval that starts from the point of
maximum voltage and ends where the transient is completely damped. The first
half of this data interval is used for the estimation of the frequencies fi and the
damping factors αi (with ESPRIT) and the whole data interval for the estimation
of the amplitudes Ai and the initial phases φi.
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After parameter estimation, the transient is reconstructed using the obtained
results and (6.7). The reconstructed signal can be used as a measure of how well the
original transient is modelled by the underlying model and its estimated parameters.

The order of the model (the number of damped sinusoids that exist in the signal)
is user-selected. For the results shown next, the order of the model p in (6.7) is set
as high as needed to reduce the maximum difference between the original transient
and the reconstructed transient below 5 % of the maximum value of the transient.
For the examples shown next the simulations presented in the previous sections are
used.

Voltage amplification due to capacitor energising

Figure 6.29 shows the results of ESPRIT for the transient that corresponds to the
voltage amplification case of Figure 6.6b. ESPRIT successfully resolves the two
frequencies as shown in the spectrum of the transient (Figure 6.7). The two sinusoids
have frequencies 477 and 742 Hz. At the beginning of the transient, the two sinusoids
are in phase, and as they sum, contribute equally to the resulting overvoltage. This
feature provided by ESPRIT can be used for identifying the voltage amplification
phenomenon: in the low voltage transient there are two strong frequencies which
contribute significantly to the overvoltage.

Figure 6.30 shows the results of ESPRIT for the transient that corresponds to the
voltage of Figure 6.8b. Two sinusoids are found adequate in modelling the signal
(frequencies 484 and 1507 Hz). However, the higher frequency sinusoid has low
magnitude, decays fast, and its phase is almost opposite to the phase of the other
sinusoid. The resulting overvoltage is significantly lower than the one in Figure 6.29.
In this case, the low voltage capacitor bank does not cause voltage amplification.

Line energising

Figure 6.31 shows the results of ESPRIT for the transient due to line energising (Fig-
ure 6.12). The decomposition shows that there is one strong frequency component
(418 Hz) and two other fast decaying sinusoids of higher frequency (1283 and 1865
Hz). These sinusoids model the effect of the travelling waves on the voltage wave-
form. It is important to notice that these two sinusoids initially contribute almost
equally to the voltage maximum as the low frequency sinusoid. This is indicates that
the maximum voltage in the case of line energising is not due to the long duration
low frequency oscillation but due to the arrival of the travelling wave from the open
end of the line. The sinusoids that model the effect of the travelling wave decay fast.

188 Automating Power Quality Analysis



Characterisation and Analysis of Power System Transients

0 1 2 3 4 5 6 7 8
−2

−1

0

1

2

O
rig

in
al

 tr
an

si
en

t (
pu

)

0 1 2 3 4 5 6 7 8
−2

−1

0

1

2

R
ec

on
st

ru
ct

ed
 (

pu
)

0 1 2 3 4 5 6 7 8
−2

−1

0

1

2

D
ec

om
po

se
d 

(p
u)

Time (msec)

   (a) 

   (b) 

   (c) 

Figure 6.29: (a) Original transient (b) Reconstructed transient using ESPRIT results
(c) Decomposition using ESPRIT results

Automating Power Quality Analysis 189



Characterisation and Analysis of Power System Transients

0 1 2 3 4 5 6 7 8
−1

−0.5

0

0.5

1

O
rig

in
al

 tr
an

si
en

t (
pu

)

0 1 2 3 4 5 6 7 8
−1

−0.5

0

0.5

1

R
ec

on
st

ru
ct

ed
 (

pu
)

0 1 2 3 4 5 6 7 8
−1

−0.5

0

0.5

1

D
ec

om
po

se
d 

(p
u)

Time (msec)

   (a) 

   (b) 

   (c) 

Figure 6.30: (a) Original transient (b) Reconstructed transient using ESPRIT results
(c) Decomposition using ESPRIT results

190 Automating Power Quality Analysis



Characterisation and Analysis of Power System Transients

0 5 10 15 20
−0.5

0

0.5

O
rig

in
al

 tr
an

si
en

t (
pu

)

0 5 10 15 20
−0.5

0

0.5

R
ec

on
st

ru
ct

ed
 (

pu
)

0 5 10 15 20
−0.2

0

0.2

D
ec

om
po

se
d 

(p
u)

Time (msec)

   (a) 

   (b) 

   (c) 

Figure 6.31: (a) Original transient (b) Reconstructed transient using ESPRIT results
(c) Decomposition using ESPRIT results
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Capacitor energising and travelling waves

The effect of the travelling waves is also shown in Figure 6.32, which shows the results
of ESPRIT for the transient of Figure 6.3. This is the case of capacitor switching
in a sub-transmission system where the presence of travelling waves leads to high
overvoltages. Four sinusoids resulted from the decomposition. The low frequency
(421 Hz) sinusoid corresponds to the oscillatory transient due to the resonance, and
the other three sinusoids model the influence of the travelling wave on the signal.
The high frequency sinusoids contribute up to 50 % of the maximum voltage.

The capacitor energising transient at the busbar where the switching takes place
(Figure 6.2) is also analysed using ESPRIT. The results (Figure 6.33) show that
the transient can be modelled with two sinusoids: one sinusoid of high energy with
frequency 421 Hz, and one of very low energy and rapidly decaying sinusoid of
frequency 239 Hz. The high energy sinusoid has frequency equal to that of the high
energy sinusoid of the decomposition in Figure 6.32. This frequency is due to the
excitation of the resonance created by the capacitor being switched and the source
inductance. The low energy sinusoid models the effect of the travelling waves. For
this point of the system the effect of travelling waves is minor because the capacitor
bank connected to it does not allow sudden changes in voltage.

Influence of non-simultaneous switching

Finally, the influence of different switching angles between phases is shown. For all
the simulations shown previously the three phases are switched at exactly the same
time instant. The simulation that produced Figure 6.2 is repeated, but this time
the switching angles of the three phases are not the same: phase a is switched first
and phases b and c are switched 0.5 msec later.

Figure 6.34 shows the three phase voltages for the simultaneous switching case and
the non-simultaneous switching case. It can be seen that the resulting waveforms
differ considerably, and that the switching of one phase induces transients to the
other two.

The results of ESPRIT for phase a (Figure 6.35) show that the transient can be
decomposed into three sinusoids. The highest energy sinusoid has a frequency of 420
Hz almost equal to the frequency of the highest energy sinusoid of the decomposition
of the simultaneous switching case (Figure 6.33). From the other two sinusoids, one
has significant energy (frequency of 605 Hz). This frequency component is induced
by the switching of phases b and c. The other very low energy sinusoid (frequency
of 181 Hz) models the influence of the travelling waves.

It must be highlighted here that the analysis using ESPRIT is applied to a part of
the transient that starts after all switching actions are completed. ESPRIT considers
that all the components start at the same time instant, therefore if the transient un-
der analysis contains frequency elements that start later, then the results of ESPRIT
will not be reliable.
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Figure 6.32: (a) Original transient (b) Reconstructed transient using ESPRIT results
(c) Decomposition using ESPRIT results
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Figure 6.33: (a) Original transient (b) Reconstructed transient using ESPRIT
results (c) Decomposition using ESPRIT results
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Figure 6.34: (a) Voltage waveforms for (a) simultaneous capacitor energising (b)
non-simultaneous capacitor energising (thicker line: phase a) (EMTP simulation)
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Figure 6.35: (a) Original transient (b) Reconstructed transient using ESPRIT results
(c) Decomposition using ESPRIT results
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6.8 Conclusions

In this chapter a number of power system phenomena is presented which are as-
sociated with high frequency characteristics and overvoltages. The magnitude of
these overvoltages is dangerous for certain types of loads and the insulation of the
elements of the system.

The events considered here are:

• Capacitor energising

• Restrike during capacitor de-energising

• Line energising

Simulations are used for presenting the characteristics of these events in voltage.
Compared with the events presented in previous chapters, these high frequency tran-
sients cannot be described adequately by considering only the fundamental frequency
magnitude. In terms of the fundamental frequency magnitude, these events present a
step increase (capacitor and line energising) or a decrease (capacitor de-energising).

The events under consideration produce oscillatory transients. One more type of
transient also appears in power systems: impulsive transients. Lightning is a typical
cause of this type of transients.

For extracting information from transients two options are considered:

• The time domain

• The frequency domain

In the time domain the phases can be compared. It is shown that there are three-
phase events where switching takes place in all the phases (capacitor energising
and line energising) and single-phase events where only one phase is subject to the
phenomenon. Measurements of power system transients show that there are also
phase-to-phase events (equal in magnitude but opposite in polarity) and common
mode events where the same transient appears in all three phases. The interaction
between the phases is briefly discussed as well as how transients change as they
propagate in the system (for example a single-phase event becomes a phase-to-phase
event due to delta-star transformer). Furthermore, it is shown that the initial change
of voltage is also a feature that can be used for characterisation of transients.

In the frequency domain, events like capacitor switching might be responsible
for changes in the harmonic distortion due to a phenomenon known as harmonic
amplification. The opposite effect is produced by the connection of a harmonic filter.
Changes in the voltage profile can be easily observed by comparing the pre-event and
post-event parts of the signal, or in terms of the segmentation algorithm presented
in Chapter 3, by comparing the event segments of the voltage measurement.

It is also shown that the frequency contents (spectrum) of the transient voltage
signals are influenced not only by the resonances of the network which are excited
by the switching actions (this is clear in the case of capacitor switching) but also
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by the propagation of travelling waves initiated by the switching. Furthermore, it
is shown that the spectrum of transients caused by switching actions is different at
different points in the system. In the case of capacitor energising, this is either due
to travelling waves or due to other capacitors of the system connected close to the
one being switched.

Motivated by the fact that resonance-related transients have fast decaying oscil-
latory nature, ESPRIT is used for the analysis of the events under consideration.
ESPRIT models the signal as a sum of exponentially damped sinusoids. Decompo-
sition of transients using ESPRIT shows that voltage amplification due to capacitor
energising is the combined effect of two sinusoids at different frequencies and appro-
priate phases. This feature can be used for the identification of the phenomenon.

It is also shown that the influence of travelling waves on the transients is mod-
elled by ESPRIT with very fast decaying sinusoids. In cases where the overvoltage
is a result of travelling waves (line energising or capacitor energising) these sinu-
soids contribute significantly to the maximum voltage. Apart from resonances and
travelling waves, other frequency components might be present in the transients due
to differences in the switching angles of the phases. An example is shown where
analysis using ESPRIT reveals these components.

Classification (automatic or not) of the above mentioned events is a task subject to
a number of problems. Different events present similar characteristics; for example
capacitor switching and line energising. Both events cause oscillatory transients that
lead to a step increase in voltage. Additionally, although the time-frequency analysis
of the signals decomposes the signals into a number of frequency components, the
origin of these components cannot be found (resonances, travelling waves, prestrike
or others). However, as shown with simulations, resonance frequency components
are expected to last longer than frequency components due to travelling waves.

Automatic classification of transients must be supported by information on the
system characteristics such as the types of switchings taking place in the system,
the system resonances, and the influence of the switchings on the voltage profile.
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Chapter 7

Conclusions and Future work

Next, the main results from the different chapters together with some general con-
clusions are presented. Finally, some potential extensions of this work are proposed.

7.1 Conclusions

Aim of the work presented in this thesis is the development of tools for automatic
analysis of monitoring data and in particular measurements of voltage events. The
objectives of the analysis include the identification of the event origin, the accurate
description of the voltage characteristics in a compact way and the interpretation of
all phenomena related to the event.

The first step towards automatic analysis of monitoring data is the so-called event
classification (contrary to the commonly used disturbance classification): grouping of
the measurements not according to the dominating change in voltage but according
to the event that caused the change. A large number of measurements from different
networks was used combined with the knowledge available in the literature to develop
an event classification method. The proposed method is the basis for the automatic
classification tools presented in this thesis and can also be used for visual inspection
of the individual events.

Chapter 2 shows that event classification can be achieved by considering the volt-
age magnitude of the three phases. Disturbances are divided into three groups
(voltage dips, interruptions and step changes). Event classification for the case of
voltage dips can be achieved by considering the way of voltage recovery, the relation-
ship between the phases and other distinctive features that voltage presents for some
of these events. Interruptions can be classified as fault and non-fault. In the group
of voltage dips, three types of events were found: faults, induction motor starting
and transformer saturation.

In the class fault-induced events, a new subclass was added and analysed: the
multistage dips. It is shown that the different stages in the dip magnitude are either
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due to changes in the system as it tries to isolate the fault or due to changes in the
nature of the fault.

Special attention is given to the class of transformer saturation events. Pre-
vious analysis of this phenomenon was focused on the characteristics of current
and its impact on transformer protection. Chapter 2 describes the effect of trans-
former saturation on voltage. Transformer saturation produces voltage dips that
are non-rectangular (gradual recovery), asymmetrical (each phase presents different
dip magnitude) and can reach considerable magnitude. It is also shown that due to
the nature of the phenomenon the rms voltage using a window of one cycle differs
significantly from the rms voltage calculated using a window of half cycle. The half-
cycle rms voltage presents a distinctive signature of repeating short duration voltage
dips. The magnitude of these dips is significantly larger that that calculated with a
window of one cycle.

For automatic analysis of power system events a method is suggested which splits
the classification task into three subtasks:

1. Segmentation of the voltage signals

2. Feature extraction from the segments

3. Rule-based classification using the segmentation results and the extracted fea-
tures

Segmentation is based on the detection of abrupt changes in the voltage signals
(Chapter 3). A segmentation method based on Kalman filtering is suggested. With
this method the voltage signals are split into event and transition segments according
to how well the model of the Kalman filter fits the measurement data. The method
performs well for the majority of available measurements (Chapters 3 and 4). The
performance of the segmentation scheme depends, among other factors, on the time
properties of the magnitude estimator. The voltage magnitude of short duration
events cannot be extracted accurately and segmentation becomes difficult. A scheme
based on Kalman filtering is suggested for the segmentation of short duration events.
Evaluation of the performance of this scheme is limited by the lack of information
for the available measurements.

Based on the segmentation results a set of rules is utilised to classify the events
(Chapter 4). The segmentation algorithms separate the events into subclasses and
classification is made using features extracted from the different segments of the
voltage waveforms. Analysis of the features and the corresponding thresholds is
presented for the case of transformer saturation.

The system is used to analyse real measurements from a medium voltage network
and the results are presented. The system successfully classifies the largest part of
the recordings into a number of classes. It also provides information in terms of over-
voltages and their origin. The results verify that the segmentation-based approach
is suitable for the classification of power system events that present changes in the
fundamental frequency magnitude. It is also found that multistage and transformer
dips are a significant part of the captured events.
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One more method for automatic event classification is presented in Chapter 5. The
method uses discrete rms voltage measurements. Discrete rms voltage measurements
form a memory saving option that power quality monitors offer instead of saving the
actual voltage waveforms. It is shown that classification is possible even with rms
measurements using the segmentation-based approach. A segmentation scheme is
proposed based on detecting fast changes in the rms magnitude. The limitations in
the segmentation and the extraction of features are also discussed. The segmentation
using rms voltage is a good alternative to the segmentation based on Kalman filtering
especially if the measurements do not contain short duration events.

Overall, this thesis shows that automatic processing of power quality monitoring
can be achieved by following a number of well-defined steps. Automatic classifica-
tion can be applied to large databases and simplify the processing and analysis of
monitoring data. Compared to the existing methods of automatic processing the
suggested method provides more accurate analysis and description of the measure-
ments. Event statistics can be obtained instead of disturbance statistics and the
characteristics of each class can be investigated separately. The proposed classifica-
tion and segmentation methods can also be used to evaluate the performance of the
protection system.

This type of automatic processing can also be implemented in the monitor. The
results of the classification can be used to decide whether a captured event must
be stored and thus more efficient use of the monitor’s memory can be achieved.
Furthermore, by on-line classification of the events, the monitor can be set to sent
an alarm to the system operator in the occasion of an important event.

The problem of voltage dip detection is also investigated. The main conclusion of
the analysis (Chapter 3) is that voltage dip detection is subject to a trade-off be-
tween selectivity and speed. Transformer saturation and capacitor switching tran-
sients can trigger a fast dip detection scheme that should typically operate only
for fault-induced events that cause a drop in magnitude below a certain threshold.
Considering the fast magnitude variation due to saturation, transformer dips can be
distinguished from fault-induced dips within one or two cycles after the event initia-
tion as verified by analysing a number of measurements. Using this idea the number
of unnecessary operations of voltage dip protection equipment can be reduced.

Chapter 6 presents events that cannot be characterised adequately using the volt-
age magnitude and present high frequency components. The analysis is focused on
events like capacitor energising, restrike during capacitor de-energising and line en-
ergising. Measurements and EMTP simulations are used. This class of events is
important because the produced transients are usually of high magnitude and can
be dangerous for the elements of the system.

Time domain and frequency domain information can be used for more accurate
characterisation of these events. Different classes of transients are found depending
on how the underlying event effects the phases and their voltage profile (magnitude
and harmonics).

Regarding the spectrum of these transients, it is shown that their frequency con-
tents are influenced non only by the resonances of the network which are excited
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by the switching actions but also by the propagation of travelling waves (initiated
by the switching) and the non-simultaneous switching of the phases. Phenomena
related with the circuit breakers also introduce specific frequency components. Fur-
thermore, it is shown that the spectrum of the transients caused by switching actions
is different at different points in the system.

ESPRIT is used for the analysis of the events under consideration. ESPRIT
models the signal as a sum of exponentially damped sinusoids. Decomposition of
transients using ESPRIT shows that voltage amplification due to capacitor energis-
ing is the combined effect of two sinusoids at different frequencies and appropriate
phases. This feature can be used for the identification of the phenomenon. A prob-
lem that arises with this analysis is that although the signals are decomposed into a
number of frequency components, the origin of these components cannot be directly
found (resonances, travelling waves, prestrike or others).

7.2 Future work

The main conclusions presented in this thesis are drawn after analysing real mea-
surements. Simulations were used only to verify the signal models. Testing of the
developed methods was also done using measurements. Although a large number of
data was available, not much information was known regarding the type of captured
events, their location or the response of the protection system. More knowledge
about the measurements will allow better understanding of the phenomena and ex-
traction of more information in a automatic way. It would be also interesting to
investigate the effect of transformer saturation on loads and on control algorithms
of power electronic equipment.

Knowledge of the operation characteristics of the system that is monitored (pro-
tection system, voltage control methods, load characteristics) can be incorporated
into the knowledge base of the expert system for automatic classification and analysis
of power system events. The classification system can be supported by considering
information on the protection strategies used in the system (an example is given
in Chapter 4) or on the types of loads connected (induction motor load, harmonic
loads etc). Knowledge of the protection characteristics can be also used by the ex-
pert system to evaluate the time response of the protection system and identify cases
of maloperation.

The analysis of transients presented in Chapter 6 was based mostly on simula-
tions. Simulation of some events is particularly difficult especially if phenomena like
prestriking or current chopping are to be included. Measurements are required for
a more thorough investigation of the characteristics of transients. The potential in
using pattern recognition methods for automatic classification of transients can be
also investigated. Information about the characteristics of transients at a partic-
ular point of the network can be incorporated in the classification process. Such
information can be the main frequencies of a switching action or the changes in the
voltage profile. Combining features extracted from the signals with information of
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the system, diagnostic tools can be developed that will identify problems or poten-
tial problems for the system or the customers. Such diagnostic tools will be able
to automatically identify phenomena like voltage amplification or harmonic ampli-
fication. Measurements of the event at different locations in the system can also be
combined to identify the nature of the different frequency components (resonances,
travelling waves etc) in the voltage transient.

The available measurements were mainly from medium voltage networks. A small
number of measurements was available from low voltage networks. A number of the
events captured at these voltage levels originate at higher or lower voltage levels and
propagate in the system (a typical example are the fault-induced dips). However,
measurements from other voltage levels are needed for further testing of the auto-
matic classification methods. Furthermore, the list of events considered in this thesis
can be expanded by considering power generation and load switching events. For
example, connection of induction generators causes voltage dips [102] thus further
analysis is required for distinguishing this type of dip from the types considered in
this thesis. Regarding load switching, the thesis considers only the case of induction
motor starting. Only few measurements of this event were available. Additional
work is needed in order to evaluate the performance of the segmentation and classi-
fication methods for the motor starting event.

The expert system for automatic classification determines the underlying cause
of an event, analyses the related overvoltages and by segmentation offers the means
for systematic analysis of a measurement. Other information that can be of interest
is the event location. For event location, measurements of current are required.
If current measurements are available the power flow can also be calculated. The
changes that power flow undergoes during an event can be used for analysing the load
response as shown in [103] for fault-induced dips. The power flow during an event
can also be exploited as a feature for classification. Information on the event location
can be extracted by combining measurements of an event from different locations.
Furthermore, using measurements from different voltage levels, the propagation of
events can be studied.

In terms of signal processing the methods used present certain limitations. For
example, the magnitude estimation becomes problematic for short duration events
and segmentation is not always possible. Investigations must be made to find ap-
propriate signal processing methods for extracting the necessary features from short
duration events.

Another problem that requires attention from a signal processing point of view is
voltage dip detection. As shown in Chapter 3, the voltage dip detection problem has
several parameters and one of them is the identification of events for which no action
should be taken. These events are capacitor switching and transformer saturation.
One or two cycles are required for ruling out these two cases. The possibility of
faster classification can be investigated. Appropriate transforms must be applied to
the voltage signals and reveal their distinctive characteristics within a very short
time interval and classification methods must be applied that will allow reliable
classification. In [104] a statistical method is proposed for discriminating faults and
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capacitor switching transients in less than one half-cycle. The case of transformer
saturation must be included in such methods.
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Appendix A

EMTP models

In this appendix, the models of transformer, induction motor and transmission line
are given as they used in the simulation presented in the thesis. These models are
taken from [105].
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Induction motor model

C Type 4 Induction Motor
C Rotor Mass Moment of Intertia
C
C <---Nodes--><---Refer--><-ohms<---mH<---uF
C <-Bus1<-Bus2<-Bus3<-Bus4<----R<----L<----C

ROTOR1 15.0E6
C
C Motor Losses (friction and windage)
C <---Nodes--><---Refer--><-ohms<---mH<---uF
C <-Bus1<-Bus2<-Bus3<-Bus4<----R<----L<----C

ROTOR1 1.83
C
C Stub Line (Internal Adjustable Current Source and Rotor Mass)
C <---Nodes--><---Refer--><-ohms<---mH<---uF
C <-Bus1<-Bus2<-Bus3<-Bus4<----R<----L<----C

ADJUSTROTOR1 1.0E-4
LDTORQROTOR1 1.0E-4

C
C Motor Terminal Stray Capactiance
C <---Nodes--><---Refer--><-ohms<---mH<---uF
C <-Bus1<-Bus2<-Bus3<-Bus4<----R<----L<----C

MOTORA 0.10
MOTORB 0.10
MOTORC 0.10

C
C --Bus><><-----Ampl<-----Freq<----Phase<-------A1<------T1><---Tstart<----Tstop
14ADJUST-1 -0.000001 0.00001 -1.00E-3 9999
14LDTORQ-1 -2019.21 0.00001 1500.0E-3 9999
C
C Torque = (500HP * 746kW/HP) / [(1-0.02) * 188.5rad/sec] = 2019 N-M
C 3-phase, 4-pole, 60 Hz, 480 V (line-to-line)
C Efficiency = 0.92, power factor = 0.90, full load slip = 2.0%
C Xs=Xr = 0.08 pu, Xm = 3.0 pu, Rs=Rr = 0.03 pu
C
19
1 0

C
BLANK END OF CLASS 1 DATA
C
C Class 2 U.M. Data Cards (Machine-Table)
4 111ROTOR1 2

0.0 0.004985
0.0 0.004985

100.0 ADJUST
MOTORA

0.01534 0.000109 MOTORB
0.01534 0.000109 MOTORC

C
C shorted equivalent rotor coils, B, C, A IN D-Axis, Q-Axis, and 0 sequence)
C -----RESIS--<----LLEAK----<

0.01534 0.000109
0.01534 0.000109

BLANK End of all UM Data
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Transformer model

C Saturation (Hysteretic Reactor - (TYPE-96))
C <---Nodes--><----------><IST--<PHI--<PHIRS
96TRHA NODE_A 8888.
C
C CURRENT---> FLUX------->
-0.31125001E+01 -0.39058824E+02
-0.20750000E+01 -0.38823529E+02
-0.93375002E+00 -0.37999999E+02
-0.41499998E+00 -0.37176471E+02
-0.15562499E+00 -0.36470588E+02
0.51874998E-01 -0.35058823E+02
0.18156250E+00 -0.33411764E+02
0.30087499E+00 -0.30588235E+02
0.36312500E+00 -0.25882353E+02
0.41499998E+00 -0.18823529E+02
0.51875000E+00 0.12588235E+02
0.57062499E+00 0.17411765E+02
0.72624999E+00 0.23529412E+02
0.93375002E+00 0.28235294E+02
0.11308750E+01 0.30588235E+02
0.14784375E+01 0.32941176E+02
0.20231249E+01 0.35058823E+02
0.27753126E+01 0.36705883E+02
0.36312499E+01 0.37882354E+02
0.51874999E+01 0.39058824E+02
0.83000000E+01 0.40000000E+02
0.11412500E+02 0.40235295E+02

9999
96TRHB NODE_BTRHA NODE_A
96TRHC NODE_CTRHA NODE_A
C
C TRANSFORMER <--Ref<----><--Iss<--Phi<-Name<-Rmag

TRANSFORMER TRSA
C <---CURRENT--><--FLUX-------->

9999
C <---Nodes--><----------><-Ohms<---mH<---kV
C <-Bus1<-Bus2<----------><---Rk<---Lk<-Volt
01TRHA 1.8061 54.79 14.40
02TRLA 2.E-03 0.060 .480

TRANSFORMER TRSA TRSB
01TRHB
02TRLB

TRANSFORMER TRSA TRSC
01TRHC
02TRLC
C
C High Side Stray Capacitance of 10,000 pF
C and Core Losses (5 kW - 14.4 kV)
C <---Nodes--><---Refer--><-Ohms<---mH<---uF
C Bus1->Bus2->Bus3->Bus4-><----R<----L<----C

TRHA 0.0100
TRHB 0.0100
TRHC 0.0100
TRHA 41472.
TRHB 41472.
TRHC 41472.
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Transmission line model

BEGIN NEW DATA CASE
JMARTI SETUP
$ERASE
BRANCH LINSA LINRA LINSB LINRB LINSC LINRC
LINE CONSTANTS
C ENGLISH UNITS
C S<SKIN<--RESI->I<---REACT--<DIAM<---HORI<---VTOW<---VMID

0 0.5 3.4468 4 0.349 -8.00 100.0 100.0
0 0.5 3.4468 4 0.349 8.00 100.0 100.0
1 0.5 0.0523 4 1.525 14.3 84.2 84.2
2 0.5 0.0523 4 1.525 18.6 67.2 67.2
3 0.5 0.0523 4 1.525 14.3 52.2 52.2

BLANK card ending conductor cards of imbedded "LINE CONSTANTS"
C <--Rho<--Fmatrix<-----------------------><-----Len<-Iseg

250.0 10000.0 1 100.00
250.0 50.0 1 100.00
250.0 0.1 1 100.00

BLANK card ending frequency cards of imbedded "LINE CONSTANTS"
BLANK card ending "LINE CONSTANTS"
C LECT +1 -4

1 .48D-7
.30 30 0 1 1 0 0
.30 30 0 1 1 0 0 .0

$PUNCH
BLANK card ending "JMARTI SETUP" data cases
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