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Abstract

Today one billion people are living in non-electrified areAsmajority of the people
are living in rural areas in developing countries wheredhane no possibilities, neither
economical nor technical, for grid extension. Instead gyeources like wood and fossil
fuels are used. However, these sources are not suitable émeitonmental reasons and
therefore electricity is favourable. Autonomous poweteys are for that reason needed
to secure a decent living standard and still preserving @ ment.

To be able to study the availability of solar power for elity production in rural
areas a method for solar insulation simulation is proposkd.method is based on cloud
coverage according to the Oktas-scale. Cloud coveragdaa afailable due to its low
demand on technical equipment during measurement. Sing&agous data series are
hard to find the model is based on transitions between difféesels of cloud coverage.
A stochastic model for wind speeds for electricity prodoctbased on quantified wind
speed measurements is also proposed. The model is onlydkypemn the site-specific
yearly mean value of the wind speed if a distribution of wipeéeds from a location with
a similar distribution is available. Other models used arafweak constant flow-of-river
and for storage. The load considered was industrial wittagimum during daytime.

The generation reliability of using only one production smuwas found to be low.
Combinations of production sources or a storage capagtyfgiantly improve the situ-
ation. Even if several different sources are used some @eacity of power production
is required.

Normally, the generation is cut down to control the freqyeota system. The
generation is cut down to save fuel but in systems where

wasted. To limit the waste a method based on load frequentdya®f a frequency
converter is proposed. Some new frequency converters arppagl with an active recti-
fier also voltage control can be implemented. A control desig voltage control is also
proposed. Both the frequency and voltage control are tektedgh simulations and are
verified in a laboratory environment. The behaviour of tregjfrency control as well as
voltage control is even better as compared to normal conteshods. It has been shown
that both the frequency and voltage controllers can eaglyniplemented in the same
off-the-shelf frequency converter.



Index Terms: Solar power, Wind power, Renewable energy, Stochastic lepde
Generation reliability, Rural areas, Developing coumstrisland operation, Load control,
Continuous Controllable Load (CCL), Frequency convertersquency control, Voltage
control.
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Chapter 1

Introduction

Imagine a life without electricity. No TV, radio and refrigeor or any of the other things
that help us a normal day. However, this is the condition fditions of people around
the world. People are starving and have to walk several lgtens for fetching water.
Developing countries have large problems and the probleensa only economical but
also social and environmental.

Examples of environmental problems are deforestatiomangdollution from cook-
ing and contribution to the greenhouse effect by the use silféduel. The economical
problems are mainly due to the difficulties of commercial amdustrial activities to-
gether with migration. Another problem is the need for eledight. It is very hard to
read in the light of candles. The problem with education isntgeor adults since they
have to study after the regular working day.

The world can probably not afford a development for thesobs of people like
the one that has taken place for the industrialised cowntiethe beginning of the in-
dustrialisation the natural resources were spent withestraints, emissions were large
and wastes were dumped. That is why a sustainable basiogeveht is needed which is
something that the developed countries have little, if argerience of. However, a lot of
knowledge and technical competence that has been devalop#ter parts of the world
can be used to speed up the process.

Much research is going on in the area of harvesting susti@reiergy sources.
Unfortunately it is often focused on the developed part efworld, since that is where
the financial resources are available. Research focusirigeoproblems for developing
countries is needed because developing countries haveothieiproblems and thereby
their need for their own solutions. The problem with reskasaot isolated to the energy
sector but also in other areas, like medicine and economics.

This project focuses on finding a feasible solution for eleity production. The
proposed systems should be built as small isolated powéeragsbut still be sustain-
able. The systems should be suitable for the size of a vibegleadapted to local condi-
tions. The systems are thought to be combined with some Kiimtlastrial activity. The
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combination is important to make the system both econotyisaktainable and socially
accepted.

As energy sources the focus are on solar and wind since tleeyuatainable and
the “fuel” is for free. To be able to calculate the energy prcttbn of solar panels the
solar radiation needs to be studied. A problem in many deuedocountries is that hardly
no solar radiation measurements are done because they dexpensive equipment.
Therefore a model has been developed that is based on clesedvalions. The observa-
tions should be done manually and therefore no equipmerdadad. The model is also
adapted to utilise low quality data.

For wind power another model was developed that also Wilee quality data.
Even data from a site with similar weather conditions can $eduwas long as the annual
mean value from the actual site is known. The model also deduadjustments to the
height and the behaviour of a wind turbine.

A large problem with solar power is that no electricity isgweed during night time
and wind turbines do not produce any electricity when thedvsmnot blowing. Because
of that the availability of the energy needs to be studiea Jtadies include not only the
individual behaviour of sources but also combinations efithSince the available sources
are dependent on local conditions also combinations withlissoale hydro power and/or
a storage are investigated.

When a system is based entirely on solar and wind power searcever capacity
of the sources is needed since the sources are not alwayscprgat maximum. On the
other hand, there will sometimes be an overproduction afggnghen too much energy is
available. To control a power system the production andéimsemption have to be equal
at any moment and therefore the power needs to be contrdl@eally the generation
is limited to control the system but then energy will be westdowever, if the load is
adjusted and takes care of the available energy less endligyewasted. The problem
with such a load is that it will be hard to predict when it wiliror not. Therefore the load
has to be connected when the surplus power is availableb#ing quite independent on
the operating time. An example of such a load is a water pumjprfgation purposes.

The challenge is to see how a sustainable increase of litargdard for people
can be done with off-the-shelf technologies. It is not orig environment that should
be sustainable but also the financial and social developrAdiwork has to start in the
current conditions and be adapted to the people living today

1.1 Main scientific contributions

Below the main contributions of the thesis are summarised:
e A stochastic model of solar power that is based on low qualityd coverage
observations has been developed.
¢ A stochastic model of wind power that can be used with lowityidhta has also
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been developed.

e A frequency control method of an autonomous power systeracbastirely on
renewables has been proposed. The method is based on anftgquomverter
controlled load (CCL). The method controls not only the frexcy of the system
but also utilises available over-capacity in the genemasiources. The control
method is shown to be faster than other more conventionguémecy control
methods.

¢ A voltage controlled method for an autonomous power systaseth on the use
of a CCL has also been proposed. By utilising a state-ofatiéequency con-
verter the converter can be used for voltage control of thermmous system. It
has been shown that with only some small programming in tistieg control
program a voltage controller that fulfills the demands cagilygae obtained.

1.2 Structure of the thesis

This thesis is written as a summary of eight papers. The nfapters are therefore kept
brief to serve as an introduction and provide a backgrounework. Details are found
in the papers but conclusions are summarised. The chapéers a

Chapter 2 that discusses the background of rural electrditan developing coun-
tries with a focus on the differences between a developedateleloping country. As
an example the conditions in Tanzania are studied.

Chapter 3 that reviews the generation and storage modelarthased in the Chap-
ter 4. The main models are stochastic models of solar and taidcan be based on low
quality weather data.

Chapter 4 where generation reliability is studied, basethermodels from Chap-
ter 3. The studies are based on Monte Carlo-simulations anddustrial based load
model. The influence of different configurations of prodotsources and storage capac-
ities is investigated.

Chapter 5 that investigates the use of load control of autmus power systems
that are based entirely on renewables. The control systéasied on a CCL that limits
the waste of the over production of renewables that is neé&atedvailability reasons.
Both frequency and voltage control are studied by the useG€h.

Chapter 6 that summarises the conclusions of the work argestgysome interest-
ing areas for future work.
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Chapter 2

Rural electrification in developing
countries

Rural electrification is important to get people to stay irat@reas. The electrification is
needed to secure the living standard and create oppodsiffidr jobs. The urbanisation
have to be limited to prevent the cities to grow too much.

Africa is a continent with a lot of problems and some of themga solved by rural
electrification. But it is not only in Africa the rural eledtcation has to be further devel-
oped. For rural electrification it is important to take locahditions into consideration to
limit the costs. Examples of this is to use solar power in ai@ase to the equator and
small scale hydro power where rivers are available.

2.1 Africa - a part of our world

Today over one billion people in Africa do not have accessntmugh energy. Energy re-
sources do exist but usually the lack of suitable infrastmclimits the use of the existing
resources. Most of the countries in Africa are developingntoes and need to improve
their energy infrastructure. Also the lack of appropriainology to utilise the resources
causes large problems, especially for the renewable s®{lkfe

There are several ways to provide energy to a society antrielgcis one way.
Electricity and especially electricity from renewablesyde a sustainable solution to
the problem. Other energy sources are often associatedawnggative impact on the
environment.

In different parts of Africa different solutions to the eggmproblems are required.
In this chapter the focus is on rural areas but similarites loe found with areas that are
isolated due to other reasons than geographical, such igisgdar economical.

The definition of a rural area have varied in the literatuje This diversity has had
a large influence on the different rural electrification peogs when it came to financial
support and thereby the development of an area. Definitians Yaried from single farms
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Chapter 2. Rural electrification in developing countries

to provincial towns with up to 50 000 inhabitants. In thisgisethe following definition
has been used:

An area is considered rural when a grid extension is not eoatical and/or social
possible in the near future.

2.2 Tanzania - a part of Africa

Africa is a large continent with many different countriewing different prerequisites.
Studies have been performed in Tanzania because it is aopawglcountry. Further-
more it was possible to obtain weather data for the generagability studies. SIDA
(Swedish International Development cooperation Agenag)lteen working in the coun-
try for many years and has thereby built up a large networloofaxts. A lot of social and
social/economical studies have been done in Tanzania hih have been used as a
starting-point in this study. During the project a studyitwgas made to the local electric
company (TANESCO), the university of Dar-es-salaam angughants working on-site.

Tanzania is one of the poorest countries in the world, withNiPBper capita of
only 230 USD [3]. Tanzania is located on the east coast otcAfbetween Kenya in the
north, Uganda in the east and Mozambique in the south. Thelgtn is 38.4 millions
and the area is 943 00G?. Tanzania consists of the mainland, Tanganyika, and the
islands Zanzibar, Pemba and Mafia. The official language ah8wbut English is the
most common language in commerce and administration. &ingialso used in the later
years of education. The centre of commerce is Dar-es-sabaiathe capital is Dodoma.
Tanzania is a democracy and the CCM (Chama Cha Mapinduzigigaverning party
and has been so since the liberation from the British.

In Tanzania only every fifth person has access to electraeityin the rural areas it
is only every 20th person [2].

The electricity production is mainly based on natural gasities and hydro power.
The gas turbines are located close to Dar-es-salaam andaandéyraupplying the city
that consumes around 70 % of the produced electricity in toetcy. The total installed
capacity is around 900 MW. The main grid consists of a 220 k¥ ks a backbone that
extends from Dodoma via Dar-es-salaam to Arusha, the sdeogekt city in Tanzania.
The availability of the power is very low and blackouts dabcur. Therefore backup sys-
tems are used for important loads or loads that are econtiynilegoendent on electricity,
like hotels and restaurants. The backup systems are manlgned by diesel generators.

A large problem, not only in Tanzania, is the non-technicakks. A study per-
formed showed that up to 40 % of the delivered power was nateldefor. There are two
reasons for this. The most obvious reason is that the atolpay is low. This problem has
partially been solved by prepayment meters. The systemsalid a phone-card where
you pay and get a number which is dialed into the meter. Therattason is theft, both
intentional and unintentional. How large part of the thatttis unintentional is hard to

6



2.3. Effects of rural electrification

estimate since many people play “stupid” if they are caulghdome cases it is clear that
the owner does not know how electricity works and therefbeetheft is often not very
sophisticated and can easily be discovered.

Another problem is that a lot of equipment is stolen. For eplagnduring the con-
struction of an overhead line it had to be energised eacht migprevent theft. Other
things that often get stolen are transformer oil and supgiauts for metal towers.

During a field study in Dar-es-salaam the personal safel as studied. The
safety varied from high standard in hotels and official bat to bare wires hanging be-
tween the walls in private homes. The awareness of the gafebjem is very low. Wires
both bare and covered hang 2-3 meters above ground but in sximeme cases even
lower. During discussions with locals it became appareatt tiee interest and knowledge
of personal safety were low.

When traveling through Tanzania the lack of interest of rieaiance can easily be
seen. Houses and especially transports are lacking mamtenPushing taxis and buses
has do be done frequently. Trucks in poor condition werenofteen along the roads.
Not even spare tires were brought in the car and had to be gsedhin case something
happened. Repair shops are common and can be found almodieney

During a study visit to a substation the lack of maintenarméd easily be dis-
covered. Some disconnecters had probably not been opdoatieths of years and some
did not work at all. Some of these problems may be due to ecamaneasons or lack of
knowledge but it also shows a low general interest in maimgiequipment. People were
found to be less stressed. In case something broke it hadfixeloeand that was allowed
to take time. According to discussions at TANESCO (the stateed electric company in
Tanzania) the attitudes are about to change. Especially yuneng people that are work-
ing outside their village have to use transportation to goddk they are observant not to
lose their jobs. This has lead to a great interest of maimgitineir bicycles.

Developing standards are complicated and expensive. fiinerthe standards in
Tanzania have been adopted form the former colonial powegt@ritain. In many cases
the British standards requires unnecessary high demandsrmponents and operation.
An example is the demand on transmission lines that have tblgeto handle ice on
the lines and heavy snow falls. This kind of standards makesitments unnecessary
expensive and do not allow local solutions to the problerhs [1

2.3 Effects of rural electrification

There are several different effects of rural electrificatgome positive and some negative.
e Environmental
— Limit the contribution to the green house effect
— Prevents deforestation
— Limits pollution
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— Uses less of the worlds limited resources
e Economical

— Stops the mitigation of poverty belts
— Allows commercial and industrial activities
— Causes an increased efficiency of agriculture

e Social

— Allows more education

— Allows entertainment

— Improves safety and political stability

— Allows medical treatment and supply of clean water
— Creates more personal safety problems

— Encourages more alcohol use

— Allows longer working hours

— Encourages prostitution

— Causes bad influences of movies

— Allows an increase of living standard

These items are some examples of various effects that catqpbeted as a result of
electrification. Naturally the effects depend on local abads and not all of the effects
can be expected everywhere. In some cases there are ottwes fhan lack of electricity
that are limiting the development. It is not clear that adlas will benefit from electrifi-
cation and therefore it is very important to study the lo@alditions before starting the
electrification [5].

Electrification is a powerful tool for these effects but ibsitd be remembered that
in the majority of the cases electrification alone can notestthe existing economic or
social problems.

2.3.1 Environmental effects

In many countries deforestation is a large problem as besusised by [1, 4, 6]. The
deforestation may lead to soil erosion and in the long rum eleserts may be formed.
The main problem is that wood is used for cooking. Howevey, B] discusses that
deforestation will continue some time after the electrtfmasince a new way of cooking
has to be learned and used.

If the non-electrified areas in the world would increasertle@iergy use utilising
the same energy sources as today, the existing problemiveittreen house effect would
become even worse. It would also increase the use of ouelihmatural resources [2, 6].

Electrification would affect both the indoor and outdoorptibn [4, 7]. The indoor
climate would be better because of less smoke. The emissidsi&le would change, re-
duced if renewables are used, and more waste can be expeetemlidgher consumption.

8



2.3. Effects of rural electrification

2.3.2 Economical effects

The economical effect is probably the most obvious reasonui@l electrification. It is
well known that electricity is a catalyst for economic gro, 4, 2, 8, 9] and thereby in
the standard of living.

Also the level of education will benefit of electrification [2, 8, 10]. It can provide
possibilities for adults to study after the working day wheis dark. It is much easier
to read if electric light is used instead of candles. The ibidgges to watch TV and
listen to radio will make the people more aware of the worttbad them. The increased
awareness will make it harder for people to get fooled by ceneral or political powers.
Also cooperations of farmers can be formed to meet the catigretrom large national
and international companies.

By using water pumps for irrigation the efficiency of agricwél activities will
increase [4, 2, 9]. This together with a higher educatiomal of the farmers will increase
the efficiency even more.

By using electrical light there will be possibilities forrmonercial activities [1, 4, 2,
9, 10] in the evenings such as bars, restaurants and shofise Bge of light it is possible
to extend the working hours.

2.3.3 Social effects

There are also large positive social effects of rural eiffécdtion. There will be possibili-
ties for entertainments like TV, radio and music [1, 4, 2,8 Hbwever, according to [4]
movies may also have a bad influence on the people.

Electrification can also improve the medical situation. Maillages are located
far away from a hospital. With a refrigerator vaccine and itieés can be stored locally
which makes it possible for fast treatments even in ruradsr&éhe need for fresh water
is large in many areas and can be available by using elecaiervoumps [4, 2, 10].

It is important to make the living conditions good in rurakas as poor people
otherwise will move to the urban areas to get a job. Sinceetpesple often have low or
no education they have problems to get a job. Therefore taeyot afford to live in the
cities and consequently they will stay just outside the wityere poverty belts are formed.
[2,10].

Public lighting is essential to make streets safer, espyedoa women. In [2] it has
been found that electrification helps to create politicabgity through higher awareness
of the people.

The light also means longer working hours and more stressjwhay be harmful
in the long run. More bars and restaurants will increase ikeke of alcohol and have
also lead to prostitution [4].

With electrification new dangers occur that may injure of @dople since knowl-
edge of personal electric safety is low. Special equipmkatdatteries that contain acid

9
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may be another source of danger [6, 11].

2.4 Technologies for rural electrification

The most obvious way for rural electrification is an extensibthe existing grid. Often it
is too expensive but it gives high reliability as everywhelse. In[12, 13] a design method
using Single Wire Earth Return (SWER) to limit the cost of eethphase installation is
presented. SWER is an attractive design since it is a cheaggrto extend the grid.
SWER is used in Australia and can supply loads up to 200 kVaadhadistributed along
a line that can be 300 km [14]. The SWER concept can also betasethnect distributed
generation to the grid [15]. However, the effects on the WWddbf SWER are discussed
which can make the use questionable.

When grid extension is not possible autonomous systemseaniti. One way to
supply such a system is to use diesel generators which haeggneration reliability.
Diesel generators have a low investment cost but the opegdttost is high. In rural areas
operational cost are even higher due to extra transpamntatiets for both fuel and spare
parts. Diesel generators also contribute to the green hefteset and use of our limited
natural resources [6].

One way to limit the use of diesel fuel is to connect a renewaolurce to the
system. There are different sources that are suitable tbic@mvith diesel, such as solar
[16], wind [17] or a hybrid system containing both solar anda\{18]. To limit the use
even further a storage can be used as discussed in [19].

Building autonomous systems without diesel or other fds®ils seems to be the
most interesting scenario as discussed in section 2.3eTdrerseveral different sources
that are of interest, like solar, wind, small scale hydropoand biomass.

The use of PV (Photo Voltaic) devices is discussed in [20]iaisdshown that PV
has a great potential for rural electrification, particiyldor low power devices. Accord-
ing to [21] wind power is also an alternative for rural eldatation but the stochastic
behaviour of the wind is a problem. In areas where small siage available the use of
small scale hydropower stations presents an option. Irh@production of power from
river flows or from a small dam are described to be the mosulseirces. In [22] the
use of biomass is suggested and discussed for rural eleatiofh. However, the biomass
fuel is not available everywhere [6] but at some places itleaa valuable source.

Another method of electrification is to use battery chargitagions. At such places
people can get their personal battery charged. A large gnold that the batteries have
to be transported to the station. The transportation of Hieety may have a negative
effect on the lifetime of the battery [11]. Charging by sotewer [23] or wind power
[24] presents an alternative.

To avoid the battery transportation individual chargingtsyns have been installed
in each household, the so called Solar Home Systems (SHE)AZ5HS consists of a
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2.5. Autonomous system and commercial activities

small solar panel, a battery charger and a battery. It is a&tmst/alternative and is already
installed at several locations [6, 11].

Which method and source that is the best is hard to discusenergl terms. It
is important to adopt the solution to the local conditiongéb the maximum use of the
available energy and the investments [7]. One of the mosbitapt factors when choos-
ing power sources is the generation reliability which igher discussed in Chapter 3.

The control of the system should be dependent on the configaraf the power
source components. In case of grid extension only the vehag to be controlled locally
which can be made in a variety of ways e.g. by tap-changeesagtive power compensa-
tion. For an autonomous system both the voltage and thedrexpthave to be controlled.
If diesel generators are used the frequency control shaalasfon saving fuel while the
voltage can be controlled by the excitation system of theeggor. If a storage is applied
it should be controlled so that its capacity is used up to iékimum. This in order to
obtain as high availability as possible and still save fi@l diesel generator is used. If
wind is connected to the system it should be utilised to a mara since the “fuel” is for
free. If only renewables are used the sources should be asetheximum not to waste
any energy. The latter case is more discussed in Paper \é Wiglload control method is
discussed in Chapter 5.

2.5 Autonomous system and commercial activities

Electricity by itself does not lead to economical developtimit it can be combined with
some income generating activity. Autonomous systems haewrsto be well suited for
SMCEs (Small and MiCro Enterprises) [4, 7].

A SMCE is a small business where the activities to a largenexedy on the work
of family members. It and can be both service and productiderprises. Service enter-
prises are businesses like bars, restaurants, guest hawm&shops and other support
functions. Examples of production enterprises are paqttesaving, dairy processing,
local beer brewing, leather treatment, grain milling, drsalle mining, bakeries, can-
dle wax manufacturing, honey processing, welding, tinksjisoap making and battery
charging [7].

The size of an autonomous system is dependent on the kinadoheocial activity.

In [7] it is shown that even systems of only a few tenth of kW aseful for commercial
activities.

In [26] it is shown that Eco-design could be useful for SMChst, only from en-
vironmental aspects but also from economical aspects. Tdstewof resources can be
limited for example by using less wood for carpentry or byraiag to another non-
traditional power source to limit the deforestation.

Even greater benefits can be made by connecting two or sevéges. The avail-
ability of power and other power quality issues will increas more production sources
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Chapter 2. Rural electrification in developing countries

are included in the system. However, it would complicatediatrol of the systems and
the distribution of the energy.

2.6 Prerequisites for rural electrification in a developing
country

There are several important factors that have to be coregsidenen building systems for
rural electrification. This has been further discussed n [6

The key factor, especially in developing countries, is teykthe system as available
as possible to get social acceptance and make people teusggtem. If a system can be
trusted it will allow further investments related to eléty consumption. Therefore more
robust designs are needed to minimise maintenance and ¢hef s$pare parts because
transportation of spare parts is very time consuming ané@mesige. This can be achieved
by using off-the-self products since they are often welidésind have a low-cost as com-
pared to specially built equipment. If more than one systetouilt the systems should
have the same standard to allow better prices when buyincpting@onents and possibili-
ties to share the storage of spare parts. Furthermore, es&lling over capacity of some
equipment could be considered for reliability reasons. 8icagrobust design many things
could be manually operated because of the low labour cost.uBlke of local operators
would increase the control of the system and thereby thepéacee.

Training of the users of the system, not only operators argirieers, is impor-
tant to get the full benefits out of the systems as previousgussed. The training is
also important to prevent injuries caused by electricitye personal safety is particularly
important due to the low awareness of the dangers of elégtric

New systems should be efficient and environmentally frignalsecure a sustain-
able future. During the design process of a power systemntpertant to take the total
life cost into consideration and not only the installati@sic A low life time cost is very
important due to the very limited purchase power but it stidad remembered that the
load situation may drastically change after an electriticaf4]. A grid extension is in
most cases not economically feasible.

A minimum of transports is required since it involves a gmeskt of damaging the
equipment during the transportation due to the poor roadsalso important to provide
a power quality that does not break equipment. This is trse far low cost equipment.
For example, even transportation of light bulbs are expen$n the other hand there
should be less requirements on non-destructive powertgusdiues in the system since
most equipment is expected to be less sensitive for e.gudrezry deviations and voltage
dips.

The electrification should be combined with some kind of megyenerating activ-
ity already in the design process to support both the ecoranmdythe acceptance among
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2.6. Prerequisites for rural electrification in a develgpoountry
the people. It would be favourable if the system would be rdietd by some kind of in-

come generating activity to maximise the use of the systeme#hod for this is proposed
in Chapter 5.
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Chapter 3

Generation models for reliability studies

To be able to do reliability studies of isolated power sys@enodels of the power sources
of the system are needed. The generation models preserited anapter are:

Solar power model

wind power model

Hydro power model

Storage model

In this study the emphasis has been on modeling of solar and power because

they are the technologies that most likely will be used inedigping countries. For the
other sources simpler models have been applied.

3.1 Solar power model

In this section a model for simulating six-minute mean valoéglobal solar radiation
without any geographical restrictions is proposed andudised. The model is based on
a Markov chain and uses only the geographical coordinateseofocation and cloud
coverage data as input. The model utilises the transitietvgden different levels of cloud
coverage for hourly mean values which means that low qudéitg may be used. For the
six-minute mean values another stochastically varying teradded.

3.1.1 Models of solar radiation

Several models have been proposed for global solar radiafibe random nature of
global solar radiation is included in all proposal, wherdasway of implementing this
in a model varies significantly. In [27, 28, 29] the daily ghblsolar radiation is modeled
(thus the yearly variations). However, for photovoltaigyeo generation in an autonomous
electric power system [30] a higher time resolution of thawdation is needed. Such a
model would be applicable in a system with a storage capgliiiat is higher than the
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daily load demand. The models in [27, 29] require severatsyefsolar radiation mea-
surements which for most locations in developing countiresnot available. The model
proposed by [28] is adapted for clear sky conditions but thtb@s mention the impor-

tance of the cloud coverage. In [31] the hourly radiation been modeled but the model
can be difficult to apply due to data requirements. MonthBrage values of global radia-
tion are needed which only can be obtained from long time oreasents. In [32] another
model is proposed but the problem with input data remaingcation-dependent factor
is used in [32] which is dependent on the distribution of thkaisradiation. This model

can only be used when a large amount of solar radiation dataitable.

Outside the atmosphere the solar radiation can be acoudatiermined [33] whereas
the atmosphere will induce the randomness [31]. The tratisityi of solar radiation in
the atmosphere depends on various factors, e.g. humittifyessure and cloud type. A
factor that has a great impact, maybe the main factor [34thentransmissivity is the
cloud coverage [28, 35]. By assuming a deterministic retabetween cloud coverage
and hourly global solar radiation the need for measuremehedatter disappears. Cloud
observations can be used because of the simplicity of megsiio expensive equipment
is needed. The level of cloudiness is often expressed indQuéch describes how many
eighth parts of the sky that are covered with clouds [36].tAeomethod of describing the
atmosphere is by using the clearness index. The index wa®ged already in 1924 by
Angstrom [34] and is further developed by [34, 37]. The dan be used to determine
the distribution of the radiation but not the expected \taes during a day. The changes
during a day are very important when designing power systéfogever, in [38] it is
shown that the index can be combined with Markov transitiatrives and thereby the
changes during a day can be studied. The method can also #é¢cuseodel the solar
radiation at locations where no measurements have beeniciaad On the other hand it
requires measurements from neighbouring locations.

The solar radiation distribution is expected to be simitaaieas with similar cli-
matological conditions [32]. This means that the method lwarused when cloud ob-
servations are available for an area with similar climagadal conditions. In reliability
simulations for power systems without storage capacityugtion data with higher res-
olution than one hour are in some cases needed. This is teewd@en short-duration
interruptions are of interest.

In this study a model which is a combination of a solar radratnodel dependent
on the cloud coverage (deterministic) combined with a satih model of cloud cover-
age (stochastic) is proposed. More about the model inajudimalidation of data from
Goteborg can be found in Paper I.
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3.1. Solar power model

3.1.2 Extraterrestrial and meteorological relationships

The radiation outside the atmosphere is dependent of tlle edation around the sun,
around its own axis and the tilt of the earth. The elevatioglars the angle of the sun
above the horizon and can be described by Eq. 3.1 - 3.2 [33].

The equation for seasonal effects, Eq. 3.1, is an approiomander the assump-
tion of a circular orbit of the earth around the sun. This agsiion is allowed because the
excentricity is only 0.07. Eq. 3.2 describes the daily é¢ffeand their dependence on the
geographical location.

(3.1)

& ~ O coslw}

dy

sing = singosinés—cowcoséscos(c':mc—)\e) (3.2)
d

where:

Os Solar declination angle, the angle between sun and the pfahe equator [rad]
ON The tilt of the earth's axis relative the orbital plane of taath around the sun,

@, = 0.4009 [rad]
C ConstantC = 2rr[rad]
d Day of the year [days]

dr The day of the year at summer solstice, 173 (22 June) for eapyears [days]

dy Total number of days in one year [days]

(0] Latitude of the location [rad]

Ae Longitude of the location [rad]

)] Elevation angle [rad]

tutc Time according to the Coordinated Universal Time [h]
tq Time of the day [h]

Eq. 3.2 does not include a conversion to local time from ther@ioated Universal
Time (UTC). A conversion is needed for the reliability cditions since the loads often
have a high correlation with local time.

The effect of the clouds in the simulation model for globadlasaadiation adds
randomness to the model. The importance of the randomnehs iatmosphere is also
discussed in [31]. An empirically determined relationsbgbween the global solar radia-
tion, the elevation angle and the cloud coverage, Eq. 3.8,0l#ained by the authors of
[35]. The relationship was derived after many years of clolservations, solar elevation
measurements and global solar radiation measurementselBtienship is:
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ao(N) +ag(N) sing 4 ag(N) sir° ¢ — L(N)
a(N)
whereSis the global solar radiation aridlis the number of Oktas; the values of the
constantd.(N),a(N) anda; for i = 0,1,3 are given in Table 3.1.

S= (3.3)

Table 3.1: The empirically determined coefficients for EQ. [35].
E ) =1 az a L
-112.6 653.2 174.0 0.73 -95.0
-112.6 686.5 1209 0.72 -89.2
-107.3 650.2 127.1 0.72 -78.2
-97.8 608.3 110.6 0.72 -67.4
-85.1 552.0 106.3 0.72 -57.1
-77.1 5115 58,5 0.70 -45.7
-71.2 4954 -37.9 0.70 -33.2
-31.8 2875 94.0 0.69 -16.5
-13.7 1542 649 069 -4.3

co~No b wWNEOZ

By examining global solar radiation measurements it carelee shat the radiation
varies within a one-hour period. This phenomenon can belatediby introducing a sta-
tistically varying term according to equation 3.4. Thiscétastic variablé¢) is proposed
to have the same distribution as the short duration vanatsgen in the measurements.

Stat =S+ € (3.4)

whereS;i4t is the solar radiation with time steps smaller than one hithe.stochas-
tic variable(¢e) can be estimated through cross validation, the so-calleld ‘tut method” [39].
The deviation from the hourly mean values during day timelmafitted to a normal dis-
tribution where the mean value and the standard deviatinmeastimated.

3.1.3 Cloud coverage simulation

Cloud coverage data are not available everywhere. At socsitms only short series
of measurements are performed or the data are of low qualdylzerefore a simulation
model is needed. A Markov model is proposed to generate obowdrage data from
which global solar radiation can be obtained. A Markov madealuitable as a structure
to describe the stochastic variations and dependenciesstakes in the model represent
the number of Oktas and the transition probabilities wettaiabd from measured values
in an intuitive way:
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3.2. Wind power model

fij

oo i
DB o

(3.5)
where:

5\” Is the estimated transitions probability
fij is the number of transitions from cloud coverage levellevel |
fic is the number of transitions from cloud coverage levellevelk

The seasonal variations of the transition probabilitiesewe some studies found to be
large and therefore more than one transition matrix werdexakerT his is further discussed
in Paper llI.

3.2 Wind power model

In this section a model is proposed for generating simulpteger output time series from
a wind turbine. The model is suitable for locations with lowatity data or with limited
data. The model is based on a state-space model (Markog)ptiver law ” [40] and data
from a conventional wind turbine [41]. The transition prbbiéies in the state-space are
determined by using wind speed measurements. The modelecaddpted to different
geographic areas by using the yearly mean wind speed of gieddocation.

3.2.1 Other wind speed models

Many research projects have focused on wind speed modelligmethods of the mod-
elling may be quite different but all of them include someistecal description of the
variations. The models are also calibrated using field nreasents as a basis of the sim-
ulations. The need for statistical wind power models isuised in [42]. There are two
main reasons for wind speed modelling; one is to make a fetecal the other is to cal-
culate the expected mean values and variations. Short treedsts can be performed
whereas it is much more difficult to perform forecasts on altme basis [43]. For op-
erational purposes forecasts are needed for determinengdtver from wind turbines.
Forecasts can also be used for warning systems such astprgdjasts which affect the
operation of wind turbines [44].

Long term studies are needed in order to provide better leng predictions. It
is well known that the wind speed distribution can be fittecatRayleigh distribution
or the more general Weibull distribution [42, 45, 46, 47, 48]. Long time series of
good quality measured data are needed to parameterise thedan®blany of the models
are rather complicated and therefore they need large canguidl resources. This is not
practical when the simulation of the wind speed distribui® only a small part of the
total system simulation.
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When models are used they can often be simplified by limitueg toperating range
to a certain region; for example for estimations of the powaetput of a wind turbine
[50]. Some models are adapted to wind farms [51, 46] and reebd more complex than
models for individual turbines. The wind direction is of gtémportance because of the
shading effects on other wind turbines in the farm. For sanoh of single wind turbines
the shading effect can normally be neglected.

In [52, 53] Markov models are used to simulate wind speedesef®ne great ad-
vantage of using a Markov model is that the behaviour is basdyl on current data,
while historical data are condensed in the state. In [52]K@amodels are coupled to
the simulation of wind direction. A combination of simulagiwind speed and wind di-
rection is very useful because normally there is a strongetairon between the speed
and direction of the wind. Coupled models are especiallyoirtgnt for areas having great
variations in the topology [54]. Typical examples are cabateas where it can be bene-
ficial to install wind turbines. Normally there are greatfeliences between land and sea
wind. To determine the parameters of the model measurerébtsth wind speed and
wind direction are needed. If only one single Markov chaim@uded in the model the
wind speed intervals have to be larger than if two or morerchare used. This in order
to get a manageable number of elements.

In [53] the authors have proposed two different models whth are based on the
Markov theory. The first model is a Markov model with 19 staféee transition probabil-
ities were calculated using measured wind speed data. Tdétisan had only correlation
between two consecutive values. In the second model thespieed is divided into three
regions, weak (states 1-7), medium (states 4-12) and s(ebaiggs 11-19). Overlapping is
allowed to enable single high/low values in one region. Atsegion and the time spentin
each region are determined using the originally measurtd d@he duration of the wind
speed in each group of states is varied stochastically. @rage the wind speed is one
third of the time in the weak-wind region, half the time in timedium-wind region and
1/6 of the time in the strong-wind region. The simulation tinepss one hour. According
to the authors a further split into three seasons, winte® d&/s), midseason (77 days)
and summer (168 days) is needed.

3.2.2 The state-space model

The wind speed data has to be discretised to fit into the pespteo Markov chains
model. One chain is applied for hourly mean values that al@bthe yearly mean and
the other chain is used for values above the yearly mean .vahie model split is done
to better describe the two level behaviour that can be seemeasurements. A random
transfer between these two levels of the wind measuremantalso be seen. This wind
behaviour may be explained from the fact that the wind comas tlifferent directions.
To make the simulation more adaptable for wind speed georrdata the yearly
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mean value was normalised to one. This can be done withougahgthe distribution

of the wind speed and the dependencies between the two followind speeds. By

normalising the wind speed data the data could easily betedidp any location. By

scaling it with the yearly mean wind speed value the distrdvuof the wind speed series
will be kept.

By using measured wind speed data as an input for the modelpbssible to
determine the transition probability matrices for the Markhains. The two models are
defined as if the last hourly mean value was above or beloweghdymean value. In the
low wind Markov chain it is occasionally necessary to modehs high values to model
high wind squalls. Low wind squalls also exist in the high eveind therefore the high
wind model must take this into account. The low wind model diasretised into 9 levels
whereas for the high wind model 14 levels were used. The largmber of levels for
the high wind model is due to a larger span of wind speeds. IfeTa.2 the wind speed
intervals are presented.

Table 3.2: The discretisation of the wind speed data for thekig models.
Low wind High wind

Level interval interval
m/s /s

1 <01 <0.7
2 0.1-0.3 0.7-0.9
3 0.3-0.5 0.9-1.1
4 0.5-0.7 1.1-1.3
5 0.7-0.9 1.3-1.5
6 0.9-1.1 1.5-1.7
7 1.1-1.35 1.7-1.9
8 1.35-1.7 1.9-2.1
9 >1.75 2.1-2.3
10 2.3-2.5
11 2.5-2.7
12 2.7-2.9
13 2.9-3.25
14 > 3.25
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The transition matrices can be estimated in many ways whéheamost intuitive
oneis:

(3.6)

Wheref\ij is the transition probability from staieto statej; fj; is the number of
transitions from stateto statej in the input data set andlis the number of states in each
model.

The mean value for each level in the model has to be chosewl@r tr not change
the mean value of the wind speed and thereby increase thetistion errors. The mean
value has to be determined from the original measured wieddgata. Ten simulations
with the normalised model were performed and the total medurevof each simulation
is shown in Figure 3/1.

1.015

=

o

=
T

Mean value of the wind speed [m/s]
=
&

1
0.995
0.99 2 4 6 8 10
Simulation

Figure 3.1: Mean value of ten wind speed simulations usingdwspeed data from
Goteborg.

Location specifics could be included in the model by its yearkan value since
the model is normalised according to the yearly mean vafukelsimulated wind speed
data is multiplied with the yearly mean value of the desightion artificial wind speed
data can be obtained. The data has the same distributiore aspt data but with the
local yearly mean value. More about this model can be fouriRhiper Il.
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3.2.3 Wind speed variations with altitude

It is a well known fact that the wind speed varies with thetadte. Wind speed measure-
ments at many altitudes are in most cases unpractical, iefipec developing countries.
Additionally it is seldom known which altitude that is of erest at the time of the mea-
surements.

By using a relationship between different altitudes onlyeasurement at a refer-
ence level is needed. One commonly used relationship ispgtler law” [40] or “Justus
formula” [55] as can be found in EQ. 3.7.

Nz _ (Z)" (3.7)

v(zg) Z

wherez; is the altitude of the measurement ands the altitude where the wind
speed estimation is desired(z;) andv(z,) are wind speeds at height andz,, respec-
tively. a is the wind profile constant and is dependent on various faata. altitude,
wind speed, time of the day, season of the year, nature omtrart and temperature. In
[40] the authors have proposed a relationship accordingyit®@B, to determine. This
relationship has been used in this study.

a=a—b-logiov(z1) (3.8)

During day time typical values fa andb are 0.11 and 0.06, respectively whereas
0.38 and 0.209 are typical values during night time.

3.2.4 Wind turbine

Today there are wind turbines in a wide range of sizes fromtlesn 10 kW up to several
MW. The design of small wind turbines differs much from th&targe turbines. Small
turbines are mostly based on direct-driven machines witpeent magnets. The aero-
dynamic profiles also differ and since manufacturers of wimtdines have less interest in
small turbines the wing-profile is less developed as conparéarge turbines.

In this study the wind turbines use the wind speed as inpat ddtis is achieved
by using the so-called wind-power curve of a wind turbinee Thind-power curve is the
relation between the wind speed (v) and the power output {)eowind turbine and
differs for different types of wind turbines. The wind-paweairve used in this study is
for a typical wind turbine. To describe the wind-power cuBag| 3.9 was fitted, using the
least-square method, to the data given by a manufacturgrié output powerH) data
was normalised, the nominal powét,) is equal to one, to be more generally applicable.
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0, V < Uc
P={ AP+BV+CV+DV+EV+F, u;<v<up, (3.9)
0, V> Up

The coefficients in equation 3.9 were estimated to=-20763- 10°6, B=2.0046-
1074, C=—7.0343. 103, D=0.1067, E=-0.5965 and F=1963.

Power

Uc Ur Up
Wind speed

Figure 3.2: Wind-power curve of a down scaled wind turbine.

The cut-in wind speed. is the minimal wind speed needed for the wind turbine to
generate power and is normally set tas. If the wind speed is less thag there is not
enough power in the wind to overcome the friction and othssés in the wind turbine.
The wind speed for nominal power output, is a design parameter and is normally
chosen to 18n/s. If the wind speed exceeds a certain valyg the wind turbine has to be
shut down to protect the turbine. The protection wind spedggically dimensioned for
25m/s. The wind speeds, ur andup are all dependent on the wind turbine construction.

3.3 Hydro power model

Another interesting power source is small scale hydro ppseicalled micro turbines.
During the last few years the interest for them has increasdaince the hydro power can
be used and built also for small flows they are of interestértype of studies performed in
this thesis. The model used in this study is a constant flovwef with a small reservoir.
The reservoir could supply the maximum load, see sectiod Adiiring not more than an
hour.
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The mean power from the flow of riveR{q,) was calculated according to Eq.
3.10. In all other aspects the hydro power model was coresideeal.

PwaterV gh
Phydro = rlhydroﬁ (3.10)

wherennydro is the efficiency of the complete systepyater is the density of water
(approx. 100Ckg/m3), V is the volume of the water per houg,is the gravity constant
(approx. 980 m/s?), t is the time andh is the height of the water.

3.4 Storage model

Currently there are several different storage technotogimilable. The main types are
mechanical (flywheel, pumped hydro etc.), electrical (SME&pacitors etc.) and elec-
trochemical (batteries etc.) [56]. Which storage techgyplto use can vary because the
applicability of each technology mostly depends on thetioca Currently some of the
technologies are not sufficiently mature for this applmatbut might be in the future.
Therefore the behaviour of the storage has been considdeatin aspects such as effi-
ciency and discharge depth during this study.

25



Chapter 3. Generation models for reliability studies

26



Chapter 4

Generation reliability

In order to run a power system safely it is necessary to parfelfiability calculations.
For example reliability studies are needed for design ahddding of maintenance. This
is the subject of several books e.g. [57].

Reliability analysis is often divided into the three powgstem levels: generation,
transmission and distribution. Each of these levels haswis character and thereby its
own problems. The division into the three levels is suitédbidéarge power systems where
all three levels are needed but in some systems only some té\tbls are required [58],
like small systems.

The most important reliability aspects is the generatidiabdity but it has low
impact on the total loss of power for costumers in large pasystems [58]. This since
the redundancy is normally high among the different prodncsources. However, in
a system with a low number of production sources or sourcHs lav availability the
generation reliability is the most important factor.

In generation reliability parameters like LOLP (Loss of dd2robability) and LOLE
(Lost of Load Expectancy) are often used [57]. LOLP is thebpfmlity/risk that the an-
nual peak load exceeds the generation capacity. This pteagiees the probability that
the maximum load cannot be supplied. LOLE gives how much thatlis expected not
to be supplied.

In this study the terms availability and unavailability arged. Availability can be
seen as the probability that the load at an arbitrary timeveied by production or stor-
age. Unavailability is one minus the availability. Unawadility is close to LOLP but the
annual peak load is not considered. Instead the load remeite see Section 4.1.1, is
considered. Other key parameters than the availabilityabse studied, like LOLE for
the hourly loads and the distribution during the day of th& load. The latter is espe-
cially interesting to study in systems based on renewablerevthe time of the day is
important.

There are two main ways to study generation reliability lyi@and by using sim-
ulations. Different mathematical techniques for analgétermination of the availability
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of different stochastic power sources are used in [59]. Talide to use such a method
all models used in the study have to be described by stochasiiables. Usually it is
difficult to introduce deterministic relationships.

Another common method for reliability analysis is to use Mo@arlo simulations
[60, 61]. Monte Carlo is especially useful for complex syssavith a lot of dependencies.
In addition Monte Carlo simulations can handle deterministodels. Monte Carlo sim-
ulations are quite computer extensive but today this is arge problem. The main idea
with the Monte Carlo simulations is to simulate several ¢gpsituations. The accuracy
is dependent on the number of simulations and the behavfabhestochastic models in
the typical simulation [62].

The main reasons for reliability analysis of a small powestems is to properly
design the generation capacity. Normally the analysis &luder comparing different
sources or a combination of sources. Economical factorsfear considered as the main
factors. Reliability analyses have been performed foreddit energy sources like solar
[63], wind [64] and hybrid systems [65, 66]. Also the needtofage is important as dis-
cussed in [67]. The analysis can also be used to test diffeagtrol strategies. There are
different reasons for this but the most common one is to lihdtuse of diesel generators
[68].

In this study the focus is on finding what can be achieved bylioimg different re-
newable energy sources. This study is not complementedanidtonomical study since
the conditions are different in different parts of the wofldhe cost is also dependent on
which kind of loads that need to be supplied. The loads aenajeographically depen-
dent or dependent on other factors than the design of thenmsystem. Typical examples
are political reasons and national borders.

4.1 Models and input data

It is not only the generation models presented in ChapteaBdfiect the result of the
simulations. The load models are especially important dsasdghe model of the power
flow and the input data. The input data are both meteorolbdata and the geographical
location (needed for the solar model).

4.1.1 Load model

For reliability studies the loads play an important rolecsitthey determine what should
be achieved. In industrialised countries the total loadeis a combination of domestic,
industrial and commercial loads and both systems and loadmare or less fixed. In
rural power systems in developing countries the load sdanas completely different. In
the existing situation there is no or extremely little etieetl load. The real load curve is
therefore much more uncertain and can be expected to ingiedeer variations than in
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4.1. Models and input data

industrial countries. Industry activities can be plannédrahe access of power. Since
one of the generation sources is the sun, high loads areedesiing hours with sun
(daytime). However, it is unreasonable for the load to adaptvery variation in the
generation and therefore some control must be included.

Load models are well studied [69, 70]. Special attentiondeesr made on models
for developing countries. The load situation in rural ar@dsch is the focus in this thesis,
differs from the situation in urban areas and therefore doadrural areas need to be
focused on [71]. There are two main load models, one whichetsdtie complete load as
a varying load [72] and one that is based on connection ammbwligection of individual
loads[7, 73].

The load curve in this study, see Figure 4.1, should be sear lke a “power
requirement”, because it is hard to predict the actual Iaglthbiour. It is perhaps more
important for industrial activities to know what can be exjgel for the system then the
actual behaviour. That can then be used for planing purposes

A load curve was selected to represent both daytime loadn{ynaidustry) and
lower night time load (education and leisure activitief)eTnaximum load occurs be-
tween 7.00 am and 7.00 pm. During night time the demand is mmypercent of the
maximum. The peak day time load consists of not only the denfram industrial activ-
ities but also of other smaller loads like schools for thengahildren . At night time the
demand may come from schools for education of older childrehadults and for power
for equipment that has to operate more or less continudigdyrefrigerators.

1007

Load [%0]

10

7 19
Hours of the day

Figure 4.1: The load curve used for reliability studies.
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4.1.2 Power flow model

In this study the model of the power flow can be seen in Figute¥he power of the solar
and wind will be absorbed directly by the system while the @ofsom the hydro power
usually comes via some reservoir. The storage can bothlabsordeliver energy to the
system. Some power is lost in the conversion to and from thragé and is denoted as an
efficiency of the load. In the figure the the following notascare used®,ing is the wind
power,Psqiar is the power from the suryqro is the water power supplying the reservoir,
Poad is the load of the systenigssesis the losses in the storadé,yqro is the available
energy in the reservoir alMitorageis the available energy in the storage.

I:;'solar wmd
% f e
Storage Reserv0|r
Wstorage Whyd ro

I:>Iosses

I:)Ioad

Figure 4.2: Model of active power in the system. The powemfisplar and wind goes
directly to the system while the hydro power enters the syst@ a reservoir. The storage
may both absorb and deliver energy but has some losses.

The power system is considered ideal in the sense that thensyss no losses, the
reliability is 100 % and the system require no maintenance.

4.1.3 Meteorological data used

In order to provide input data for the stochastic models afdvand solar power mete-
orological data are needed. Since the project was limiteohia, already collected data
has been used. Data was collected both from Sweden and TanZhe data available
from Tanzania was of low quality , which is discussed furtimePaper V, but the data
could still be used in the simulations due to the choice ofntleglel structure. However,
for comparison studies data from Sweden, having much higiality, has been used.
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4.1.4 Geographical location

As input in the stochastic models of wind and solar power heratlata are needed to
train the models. In the solar power model the geographaztion is also required.
The location used in the comparison study in this chapter Mlasya (89°S, 33.5°E)
located in the southern Tanzania. Mbeya was chosen desjsta small city. This since
weather data was hard to obtain for rural areas. The dataNtbaya was of low quality is
discussed in Paper V. However, the data showed a similavtmhas for Dar-es-salaam,
where better data were available, as also described in frex.pa

4.2 Simulations

The studies have been performed by using Monte Carlo sirookatAll the generation
models presented in Chapter 3 and load models in 4.1.1 aderusiee power flow model
in'4.1.2. The simulations have been executed with a timeaftepe hour.

The starting values of the models are randomly chosen toffeat éhe result of the
simulations. Both the storage and the reservoir are coreidampty. In the simulations
the load is considered supplied if the condition in[Eq. 4 fuislled.

Road * tstep< Puind * tstept Psolar - tstept Wstorage+ Whydro (4.1)

where the nomenclature has been explained in Figure 4.2efidrgy level storage
and the reservoir are then updated before the next simnlstép, Eq. 4.2 for the storage
and Eq| 4.3 for the reservoir.

if Hoad ‘tstep> I:)wind‘tstep‘f‘ Psolar‘tstep+Wstorage(i)

Watoragdi +1) =0 (4.2a)
otherwise

Wstorage(i + 1) = Wstorage(i) + I:)change‘ tste p— Iqosses‘ tstep (4-2b)
However Wstorage has limitations

0 < Wtoragei +1) < Wgierage (4.2c)

The update of the storage is that if the load is larger tharetieegy produced by
the sources and the storage the storage will be considerpty éon the next simulation
step. If the load is less than the available energy the ssirixcept the losses, will be
added to the storage. However, the storage may never exeeedpacity of the storage
WsToar)z(ige
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if Poad - tstep< Puind - tstept Psolar - tstep+Wstorage(i)
V\41ydro(i +1) = VWydro(i) + Phydro- tstep (4.3a)
but Whyaro(i + 1) # Whydro
if Poad - tstep> Puind - tstept Psolar - tstep+Wstorageli) +Whydro(i)
Whydro(i + 1) = Phydro- tstep (4.3b)
otherwise

V\41ydro(i + 1) = \Mwydro(i)
+Phydro- tstept Pehange: tstepWatorage(i) (4.3c)

If the load is less than the available energy from the wintirsand in the storage
the energy from the hydro will be added to the reservoir fer tlext simulations step.
However, the reservoir may never exceed the capacity oethervoirWirdh . In case the
load is not fulfilled the reservoir will only contain the eggrfrom the hydro for the next
simulation step. When not all energy available in the resierg used the reservoir will
be emptied by the energy needed and filled with the energyedfiydro power.

PehangelS the change in power when not considering the storagesambesfound

in Eq. 4.4.RyssesiS the losses in the storage and is defined in Eq. 4.5.

I:)change: Ruind + Psolar — Foad (4-4)

Hosses= Istorage’ I:)change (4.5)

In Eqs!4.2-4.5 it can be seen that the storage is first usethandhe volume of the
reservoir is used. The reason for this is that the storagdeaefilled by both the wind
and solar power which are larger than the small river flow.

Since the focus in this study is on the methods and relatiehsden the different
sources the relative size of each source is of more intérestefore the Maximum Gen-
eration Capacity (MGC) has been used for the sources. MGt istio of the rated (solar
peak power) power and the maximum load. For storage the Maxi@torage Capacity
(MSC) is used, which is the ratio between the capacity of theage and the maximum
load. MGC and MSC are combined with subscripts that are egydiein Table 4.1.

32



4.2. Simulations

Table 4.1: Explanation of MGC and MSC for different sourced atorages.

MGCind The ratio between the rated power of the
wind turbine and maximum load.

MGCsolar The ratio between the peak power
of the solar power (clear sky and the sun
in zenith) and the maximum load.

MGCuater  The ratio between the power generated by
flow-of-river and maximum load.

MSGstorage  The ratio between storage capacity and
maximum load.

MSGeservoir  The ratio between maximum energy to be
stored in the reservoir and maximum load.

To be able to investigate the behaviour of an individual podidn source or a
combination of sources and storage not all sources or se@g used in all simulations.
Not all possible combinations are investigated since tmetoation of solar and/or wind
is planned to be the main sources and the other combinatrensfdess interest. The
studied combinations are:

Solar power

Solar power with storage

Solar power and hydro power

Solar power, hydro power and storage
wind power

Wind power and storage

Solar power and wind power

Solar power, wind power and storage
Wind power and hydro power

wind power, hydro power and storage
Solar power, wind power and hydro power
Solar power, wind power, hydro power and storage

As previously described the basis of a Monte-Carlo simaitetionsists of repeated
simulations. In this study only one simulation was perfodrfeg each data point because,
as shown in Figure 4.3, little useful information will be &red by repeating the simula-

tion.
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Figure 4.3: Availability of a power system with only solarvper generation where the
solid line indicates the mean value of ten simulations wthike dashed line shows the
result from a single simulation.

There is a strong resemblance between a single simulateth@mean value of
ten simulations because the Markov chains are ergodic Fife they are ergodic it
reaches the same stationary solution, independent of i@ iconditions. Each single
simulation is long enough to converge into a stationary temiu Since the chains are
ergodic the initial state is not important. By using only @imulation per data point the
computational time will be significantly reduced.

For the reliability calculations in this chapter a time stépne hour is used despite
the fact that the stochastic varying models, presentedevigus chapter, have been de-
veloped for shorter time steps. From Figure 4.4 it can beloded that there is a little
need of smaller time steps than one hour in this type of cailiars. Figure 4,4 shows
the case of only solar power and load. The differences se#reifigure are not greater
than the difference between two separate simulations. fardifice should not occur be-
cause the mean value is independent on the length of the teps.dn some cases the
use of a smaller time step is necessary, like calculatioth@humber of times that a
shortage occurs and the duration of the shortages. In thssstkthese kind of calculations
are performed with a time step of one hour. These studiesuateap estimation of dif-
ferent system configurations. To be able to compare difter@nfigurations shorter time
steps are not necessary at this stage. Especially when stsirage or hydro power, the
short-term fluctuations in solar and wind will be smoothetl ou
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Figure 4.4: A comparison between availability calculasiar solar power with different
time steps, one hour (dashed line) and 6 minutes (dottel line

4.3 Results

Results from the studies are presented in Table 4.2. Moedlei@tresults determined with
the same method for studying wind power can be found in Pdpéarisolar power in
Paper Il and for various combinations of energy sourcesajer|V.

In all presented cases in Table 4.2 the total MGC is aroundHibhwwvas the limit
when nothing more could be gained by increasing the capadiigh can be seen in
Figures 4.3 and 4.4. The limit is inside the range proposef®blyas an optimal size for
autonomous wind energy systems.

It is not only the overall availability that is of interestubng day time there are
large risks for power shortages. This information can bdulider better planning. In
Figure 4.5 an estimation of the number of hours during the wlagn the load is not
supplied can be seen. The squares denote a solar powererhsyhtle the stars denote
a wind powered system. For the solar powered system thecedrergy available during
the night. The wind energy is more or less constant duringdtheand the behaviour
seen in the figure is due to the load that is much higher duraygimie. This is further
discussed in Paper IV.
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Table 4.2: The availability for different configurations fbhe system shown in Figure 4.2
with the use of Eq. 4]1-4.4.
Case MGC MGC MGC MSC MSC Total Total Availability
No. Solar Wind Hydro Storage Reservoir MGC MSC

1 10 0 0 0 0 10 0 a3
2 0 10 0 0 0 10 0 @7
3 10 0 0 1 0 10 1 05}
4 10 0 0 3 0 10 3 ®9
5 0 10 0 1 0 10 1 ®4
6 0 10 0 3 0 10 3 ®8
7 10 0 005 0 1 1005 1 Q73
8 10 0 01 0 1 101 1 098
9 10 0 02 0 1 102 1 099
10 0 10 005 0 1 1005 1 Q93
11 0 10 01 0 1 101 1 095
12 0 10 02 0 1 102 1 096
13 10 0 01 1 1 101 2 099
14 0 10 01 1 1 101 2 097
15 5 5 0 0 0 10 0 ®2
16 5 5 0 1 0 10 1 ®9
17 5 5 01 0 1 101 1 099
18 5 5 01 1 1 101 2 099
19 5 5 01 3 1 101 4 099

When storage is introduced in the system the number of intsdeith lacking
power that will occur during a certain hour of the day will dga. The numbers will drop
and they drop more in the mornings and less in the eveningsmasmistrated in Figure
4.6. The reason for this is that the storage is filled up dutiegright and then used during
the day.
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Figure 4.5: The number of shortages per year for each holweaday. The squares refer
to a solar powered system while the stars refer to a wind petveystem. ThéM1GC is
the same for both the cases.
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Figure 4.6: The number of times when the load was not fullyptied with wind power
as a function of the time of the daylGC,inq is 10 and storage capacitySCis 1.
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4.4 Comments on the cases

Solar power as the only source, case 1, for remote systerhsigusly more suitable for
supplying day time load than night time load as can be seeiguré€4.5. Unfortunately,
systems with only daytime load are rare and therefore sustess are not an option.
Solar power may be used for systems where the main load isglday time and during
the dark hours it has to be combined with another source oaigo

Wind, see case 2, is more suitable than solar but still ndicgerit. The number of
non-supplied hours over the day is less for wind as comparéaketcase with only solar
power.

A storage in combination with solar gives a higher increasé availability than
with wind because of the higher regularity of solar powesgsa3 and 5. For cases 4 and 6
the sizes of the storage are so large that a full storage ewiicthe complete load during
the night which explains the high availability for case 4.

The benefits of a small constant power source are investiglatgases 7 - 12. The
benefits are great especially in combinations with the agdlar power. As can be seen
in the cases MGG,yqro above 0.1 only gives minor improvements of the availabilitye
reason is that the hydro power then will cover the load duttrgnight.

There is only a small change in availability when a storagelded to a solar/hydro
or wind/hydro system since the hydro power with its reservaroduces a storage as can
be seen in cases 13 and 14.

Using wind and solar in the same system is favourable as caedie in the last
five cases. The optimal relation between solar and wind poaerbe found in Paper V
and optimal is close to what has been used in the last casgenéral, more sources and
storages give better availability.
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Load Control

The “fuel” from renewables are in many cases for free whisleginew challenges for
control of the system to maximise the benefits of the energyces. For frequency and
voltage control of a system a continues controllable loa@L(Ccan be used. A CCL is
a load that can control the frequency and voltage of the systatinuously. A CCL is
typically a load where storage is possible or the output nay without affecting the
usefulness of the load. A typical load is a pump that is fed ligquency converter. To
enable control of both active power (frequency) and reaginwer (voltage) a frequency
converter with an active rectifier is needed.

5.1 Frequency Control

The benefits of using a CCL for frequency control have beeestigated in Paper V. The
paper shows that significantly less energy will be wastedvéder, it will have a small
negative effect on the availability of the more prioritidedds. The size of the CCL will
determine the wasted energy and the availability of thedoAdoo large CCL will utilise
more of the energy whereas the availability of the pricetidoads will become lower
because there is a need of a minimum load of the CCL. On the btred a too small
CCL will have less effect on the availability and more enengly be wasted.

The CCL has to handle both load changes and changes in theaeneThe gen-
eration is stochastically varying as has been discusseginqus chapters. However, the
short time variations in the generation are less as compar#te load changes where
steps can be expected. Therefore the load changes will bendioning for the CCL.
This has been further investigated in Paper VII.

5.1.1 Other control strategies

To get a stable frequency in an electric power system thedoddhe generation have to
be equal at any instant. This is normally done by controltimggeneration but assumes
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good availability of power [69]. Controlling the frequenicyiarge electric power systems
is a well investigated area. In large systems it is not endaglse only one frequency
controller for the complete system [75] and therefore mangpction plants are equipped
with frequency controllers.

In an isolated power system, based only on renewables, gf@refrequency con-
trol will lead to an inefficient use of energy to obtain a cohmargin. In these systems,
where the availability of renewables is low, the control cencarried out by a storage
system. Several different systems, all based on controhéystorage, are discussed in
[76]. There are several storage technologies available asi77, 78]:

Batteries

Flywheels

Pumped hydro

Super conducting Magnetic Energy Storage
Compressed air

Capacitors

Regenerative fuel cells

Many of these technologies are not suitable for small syst@nsystems with low
maintenance demands or are very expensive. Thereforaybaitstems are most com-
monly used and proposed for isolated power systems in dewvgj@ountries. For exam-
ple the use of batteries is discussed in [79, 80] and it shayeedl response times but
many charge/discharge cycles shorten the lifetime of thieti@s and increase the losses.
Even if batteries are one of the cheapest and mature stazalgediogies they are a sig-
nificant part of the installation cost and in some cases thgleimost costly part in the
system [81]. The maintenance demands are also rather High [1

Another method of system control is load shedding. Howeea]d shedding is
normally used as a last resort since it affects the avaiitglaihd thereby the usefulness of
the load [82]. A load shedding system also requires eletouipment for the load.

One frequency control method used in isolated power sysitethe use of a dump-
load [83]. This method gives a good response time but wasteggnThe energy is not
always totally lost since it may be used for heating purpodesvever, there is a limited
need for hot water in most developing countries.

5.1.2 Investigated system

The system that has been investigated can be seen in Fidlir Bonsists of a small
power system supplied by a synchronous gener&gy, Golar panelsRsar) and perhaps
another sourceMnher) . The loads are adjustable resistive prioritised lodgg)(and a

CCL (PccL). The CCL consists of a frequency converter supplying ame@spnous ma-
chine that is connected to a load with a quadratic torquedspgependency e.g. a pump.
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Figure 5.1: The studied system for frequency control. Th&tesy consists of a syn-
chronous generator, solar panels and loads including a CCL.

5.1.3 System modeling

The power system was modelled using only the mechanicatiequée so-called swing
equation/[69], which can be seen in Eg. 5.1.

dw
JU)H = Pyen— Poad (5.1)

wherelJ is the moment of inertia of the systeRyen is the total generation, see Eq.
5.2,Roaq is the total load of the system, see Eq. 5.3 and the angular frequencigag
consists of both the load®&;i) and the CCL Rccy).

I:)gen = Psg+ Psolar + Pother (5-2)

Road = Ppri + FecL (5.3)

The power consumption of the CCL is related to the frequemcthe load side of
the converter {2) according to the simplified Eq. 5.4.is a constant for the pump, see
Eqg. 5.6, andis the slip. Since the slip is proportional to the frequemdgyh constant flux
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and quadratic load behaviour, the relation in|[Eq. 5.5 has heed. Here,, and f, are the
nominal slip and frequency of the induction motor wher@é&npis the nominal power
of the pump.

PocL = k(f(1-9))3 (5.4)
s— fifz (5.5)

~ Phump
k= (fa—sn)° &9

5.1.4 Controller design

A two-degree-freedom controller using the loop shapingwetvas derived [84]. Natu-
rally there are several other methods of designing a cdetytike deadbeat and hysteresis
control [85], but they were not considered as the scope ahtise¢hesis is to show the the
potential of the controller and not to find the optimal tuning

Loop shaping is a method were the step response is shapea lofesign of the
controller. The desired shape is the response for the clospdsystem that is a low pass
filter. This can be done by solving Eq. 5.7 in the Laplace p(@rie the Laplace operator).

FGo . a
1+FGy p+a
where F is the is the controllegg is the transfer function of the open loop system
anda is the speed of the system, expressed as the pole location.
To be able to derive the controller the syste@y,§ needs to be linear and there-
fore Eq. 5.1-5.6 were linearised. The transfer function @&§) was found using Laplace
transformation.

(5.7)

A20

GO|<p) - p_A].O (58)
where
A 4110 Tmo+ Psolaro— Roado— K(f20 — fin f220)3
o= 2HoS
. kfo3(fa0— £ f20)(1 - 215,
20~ 2HoS '

The subscript “0” for the parameters are the values in theatipg) point.H is the
total inertia of the system. In this case the inertia is theesas for the generatély since
the inertia of the CCL does not have any impact on the systenianTy, is the torque
of the axis of the generator whilgis the total power of the system. Figure 5.2 shows
the frequency controller which consists of a proportiog)( integral (Ki) and active
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damping (Ra) constants according to Eq./5.9-5d:determines the bandwidth of the
closed loop system for frequency control. The active dagmnset to have the same
response time as the rest of the system [84]. The contralesviersed since a higher
system frequencyf, shall be corrected by an increase in load frequemgyand vice
versa. This is the opposite of normal motor drives and carebksed through a change
of signs of the frequency error and the active damping teem figure 5.2.

- + +
[ER ® &
+ + +
K
p
f
» Ra

Figure 5.2: A two-degree-freedom controller for a reverdede of a CCL.

af

Ky= 59
P A2do ( )
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Ki = 5.10

= Ao (5.10)
as +A

Ra:%’ (5.11)
2do

The subscript “do” is for the design operating point.

5.1.5 Stability investigations

In Paper VI a stability investigation of the system was penied. Changes in the inertia
and the load were investigated. This since they are the meamthat are likely to vary
most in the system as they are related to the load changesoddhehanges are related to
human behaviour which is hard to predict. Figure 5.3 shoepties of the system when
the inertia is changed from half to twice the design value.

The analysis shows that the system can be considered wepeatheven if the
system has twice the designed inertia. Since a too low estimaf the system inertia
only will give a slower system the inertia should be overaated to avoid the risk of
instability.

Figure 5.4 shows the movement of the poles when the priediisads are changed.
The figure shows that if the load varies above the designexhtipe point there is a risk
of instability. Therefore if there are uncertainties in thad parameters they should be
overestimated.
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Figure 5.3: The movement of the poles when the inertia isgbadfrom half to twice the
designed value.
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Figure 5.4: The movement of the poles when the load is charigezlload is compared
with the designed load

There are several other factors like the parameters of thergor and the rest of

the system that may affect the stability of the system. Handhe other parameters are
often better known or are of less importance.
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5.1.6 \Verification of the controller

The controller was verified through simulations and labmsastudies. The simulations
were done using the software package PSCAD/EMTDC [86] vasstiee laboratory stud-
ies were performed using the network model at Chalmers Wsityeof Technology [87].

As a verification load changes were made in steps. Steps apipleed torque were
only done in simulations because it was hard to perform latges in the laboratory
model. Small steps were done but the frequency deviatioldcmi be seen due to noise.
The problems with steps in the torque are further discuss@dper VII.

The production source used during the verification was alsypmous generator
connected by a stiff axis with a flywheel to a DC machine. The &chine worked
like a turbine and produced a torque. Together with the flyallad generator it also
contributed to the inertia of the system. The load of the CGis&n induction motor
connected through a stiff axis to another DC machine whigrated as a pump i.e. had a
quadratic torque speed dependency. As prioritised loadsypresistive loads were used.
Data of the generator and the load of the CCL can be found iteTab

Table 5.1: Data of the generator and CCL load used in the study

Generator CCL load
ASEA GA 84N 1976618 ASEA MBG 180L-4
Rated Voltage [V] 400 380
Rated Current [A] 108.3 62
Rated speed [rpm] 1000 1450
Total inertia [ 55 3
cos¢ 1.0 0.81

The behaviour of the proposed controller was tested threughlations that were
validated by laboratory experiments. Data of the systemasadlable in the appendix.
The speed of the controlleor¢) was set to 1.0 to get a stable operation. The operating
point was set to a load where the CCL was working in its lowegtta10 % of the total
capacity) according to the recommendations in Paper VI.

For voltage control a standard excitation model (AC1A) wasdiin the simula-
tions. The complete frequency converter was implementéddarsimulation model. The
valves used were ideal diodes whereas the power electraitiches and the switching
signals were created by PWM.

For the laboratory validations an ABB frequency convert€SA800 was used [88].
The built-in control system was used and the programmingdeae with the smallest
and the cheapest programming module (only 15 blocks). Fery&ving else standard
implementation was used. In Figure 5.5 the generator, théhégl and the DC machine
working like a turbine can be seen. In Figure 5.6 the motod @sea load of the CCL can
be seen. The DC machine used as the load can also be seen gutee fi
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l.:l:!‘»
s

Figure 5.6: The asynchronous machine and the DC machineasdedd of the CCL.

In Paper VIl the results of the simulations and the measun¢ésnae compared
both when a small and a large load are connected and disdedndte results show
good agreement both for the frequency deviation and theititakes until the frequency
has stabilised.
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5.1.7 Discussion

In Paper VI the behaviour of the CCL as compered to other mamgentional frequency

control methods is investigated. The investigated mettawddeside the CCL a diesel
generator and a pitch controlled wind turbine. The studywstbthat a CCL is fast and

can give a frequency control that is better as compared teecional frequency control

systems.

5.2 Voltage Control

To achieve a stable voltage in a power system the reactivepbas to be in balance
in the system. Normally loads are inductive, e.g. motorsl, duerefore reactive power
have to be produced to get the balance. This is mostly dond&dexcitation system
of the generators. However, the possibility to producetrea@ower is constrained by
the limits of the field current, armature current and the wadeitation. This is further
discussed in Paper VIII.

Today frequency converters are often equipped with anecogigtifier to minimise
the harmonic emission and the need for reactive power. Tdidiee can then be working
as a shunt connected Voltage Source Converter (VSC). Thefsbeint connected VSCs
is a well studied area for higher voltage levels. For highage applications this concept
is used for both voltage control and stability purposes ardten called STATCOM [89].
At distribution level (10 kV) it is called D-STATCOM and car lused for voltage control
in weak grids [90] and to avoid flicker [91] and voltage dipiggition [92]. Voltage control
is normally not performed at lower voltage levels due to ernit reasons.

5.2.1 Investigated system

The system that has been investigated for voltage contsbwn in Figure 5.7. The small
power system is based on a small synchronous generator, a &ffiistable resistive,
inductive and capacitive loads. The generator has a cdrestaitation.

The prioritised loadQ@yyi) varies related to human behaviour. The CQc¢) may
both consume and generate reactive power whereas the swlar Qcc) can neither
produce nor generate any reactive power.
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Generation Loads
Qpri
-
ng %
— I
(o) .
QccL

Figure 5.7: The system that is considered for the voltagdrobrsupplied by a syn-
chronous generator. The loads are adjustable resistiveemutive loads together with
a CCL. The arrows indicate the direction of the reactive pdiosv in the systemQsg is
the reactive power produced by the generator.

5.2.2 Controller design

The voltage controller can be designed by considering @&sykiaving a frequency con-
verter modeled as a current source that gives a certaingeolth) according to Figure
5.8.

Figure 5.8: The system considered for design of the voltagéraller.ey is the voltage to
control,Cs is a capacitorZ; is the filter impedance and grid is represented by a voltage
sourcee and a grid impedancg,.

By applying Kirchhoff’s current law in the center node, thartsfer function, Eq.
5.12, can be obtained. This is further explained in Pape VII

dq 1
i% - (5.12)

48



5.2. Wltage Control

The parameters were determined according the same meteéddoushe frequency
controller, see section 5.1.4 [84]. The parameters of thératber, proportional gainK),
integration gainK;) and active dampingy§) wherea, determines the bandwidth of the
voltage controlled system were determined according t&6E® and 5.14.

Ki = a2C; (5.14)

5.2.3 \Verification of the controller

The controller performance was test through laboratorig tesd simulations. The tests
were done in the network model at Chalmers University of fiebbgy [87], while the
simulations were done using the software package PSCADIEM]B6]. The rectifier
was modeled as a controllable current source and therelytloboltage controller had
to be built in the simulation program.

The same generator as used to verify the frequency contredle used. However,
since the generator is too large the short circuit power Weriéed by some inductances
which is further discussed in Paper VIII.

Three different tests were made to verify the voltage cdletraa voltage step re-
sponse test, a load change test and a start of an inducticor.mbke parameters were
set to get an acceptable voltage quality. Fulfilling staddaquirements is one way to
achieve an acceptable voltage quality. Since the sameastdsxdan not be expected for
all autonomous systems, one example as a representatiaasiavas used, namely the
Swedish standard [93]. The controller could easily meetrdgeiirements as shown in
Paper VIII.

To be able to study the behaviour of the controller step chamgs initiated in
the prioritised load were performed. A start of a small indut motor was also made.
The size of the induction motor was kept small because ofdtgelstart currents. The
response in the voltage and the change of the reactive pdwilee € CL can be seen in
Paper VIII.

5.2.4 Discussion

The voltage dip is dependent on the size of the applied diahae. A relative small motor
will at start cause a relative large dip and therefore safttsts are recommended for the
start of a large motor.

For off-the-shelf converters, as the one used in this stsoiyye delays and lim-
itations are introduced. The main delays are caused by tteHat the controller uses
the rms voltage as input instead of the instantaneous vAlgentrol method based on
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vector control could be used with only a modification of thé&ware on the line card.
This would increase the speed significantly to only a fewisgaltonds [92]. However,
since only reactive power will be injected a phase shift aiise that can effect loads
like thyristor controlled equipment [58]. This problemses because the available off-
the-shelf products are not adjusted for this purposes. Mekvéhey can with only some
small modifications.

By the use of the built-in control of the converters othetdieas can be utilised, like
harmonic reduction and supervision of the system withoutaaiditional programming.

5.3 Frequency and Voltage Control

Frequency and voltage control as described in section BBahdo not utilise the same
part of the frequency converter. Therefore it is suitabledimbine them in small systems.
As a result the system will include both control of the actawel the reactive power from
the CCL. The complete system considered for frequency altdgecontrol is depicted

in Figure 5.9.

Generation Loads
I:’pri
—>
Psg1ng
> i
-
Qpri
T T T T T T T
I PcecL I
| — |
I:)solar ! V2 |
> 1 \/\ |
P | g—p |
— ' QoL * cel |
Qsolar=0 _____________
I:)other
Other
Source
Qother:O

Figure 5.9: The system that is considered for voltage argli#rcy control. The arrows
indicate directions of the power flows in the system.
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5.4. Further applications of load control

Both the controllers previously described have to be impletad in the same pro-
gram (maximum 15 blocks in the frequency converter that edysin this study the
software could be implemented in only 12 blocks. Figure sh6ws the response after
the connection of a load. The load is a heating fan that givi3 % change in the active
power of the total system load.
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Figure 5.10: The response of the frequency (f) and voltage{the system together with
active (P) and reactive (Q) power of the converter after d tamnection that corresponds
to ~ 40 % of the total system load.

As seen in the figure the voltage recovers was much fasterttieafiequency re-
cover. The frequency deviation was around 0.5 Hz (1 %) anddhiage deviated 2.5 %.

It is possible to control the frequency and the voltage bystime frequency con-
verter since the time scales are different. The voltagerobistfaster than the frequency
control and therefore they can be controlled individudllye capacitor in the frequency
converter also contributes to the decouple the controllgne load of the CCL will be
more or less independent of the voltage in the power systésasttfor shorter variations.

5.4 Further applications of load control

The use of load control for frequency and voltage is not omgsible for autonomous
power systems based on renewables. Load frequency costsuoiiteble also at distur-
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bances and for island operation. Load voltage control, ewehas a wider range of
application.

5.4.1 Load frequency control

If the frequency in a large power system will drop below aa@ertalue (48.8 Hz in Swe-
den [94]) load shedding is used. Then large areas will beodisected to save the system.
By allowing certain loads to reduce their consumption ofvecpower the system may
be saved from a blackout without affecting the customerayMaads can be temporar-
ily disconnected without causing too much trouble for thetomers, such as heating,
ventilation systems in commercial and residential bugdirReducing the heating or the
ventilation system for a short time hardly affects the inddonate because the time con-
stant for these systems are in the range of hours. The redutftthe loads could be done
before the load shedding is activated. The reduction camdsiiglly done to get the same
effect as the other emergency measures, e.g. emergenagtgeaa@nd electric heaters.

Island operation is of interest not only for remote areas gewhraphical islands.
Today industries with in-house generation are operatedlamd mode when there is a
risk of disturbances originating from the main grid. There several reasons for this.
One One is to have the possibility to continue the produationng blackouts and the
other is to protect the systems from voltage dips. The etatgtis typically produced by
burning waste from the production. Therefore the genanatiay vary independently of
the loads and a load that works like a CCL can be used as bfiffexr margins are low.

Island operation is considered not only for industrial gpiens but also for cities
and other predefined areas [95]. Then the local generatipacds will be used which
may be of different kinds, e.g. CHP, gas turbines and renmsalihe load may also
contribute to the frequency control. Suitable objects fos kind of control would be
pumping stations like sewage-treatment plants.

5.4.2 Load voltage control

The load voltage control can be used practically everywhdrere frequency converters
with active rectifiers are installed. By allowing the freqag converter to supply the grid
with reactive power voltage control can be obtained. Howetreere is a limit in the
capacity of the converter which may affect the range of therob. A larger rectifier part
can be an option instead of installing other voltage corgqulipment.
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Chapter 6

Conclusions and future work

6.1 Conclusions

In Africa there is no lack of energy sources. However, thera lack of infrastructure
to handle the available energy. By a suitable infrastr@ctinreat improvements can be
achieved for both the people and the environment.

A model for simulation of solar radiation based on cloud obsgons has been
presented. The advantages of the model are that there asogoaghical restrictions and
that there is no need for solar radiation measurements. Blaelmequires cloud coverage
observations, which often are easier to obtain over a lopgaod. However, there is no
need of continuous data series. A stochastic model to gendoaid observation series for
use in simulations was also developed. In the model the yaabe divided into several
parts, if needed, depending on the climate and the data.

A model for simulating wind speed time series has been pegpbaving a limited
need of site-specific wind speed measurements. The modellsarbe adjusted to the
altitude of the wind turbine and in a simplified way it can hienlcal conditions like
different wind behaviour for different wind directions. \&tm the wind speed curve is
known the model can easily be combined with any wind turbine.

With solar power as the single power source, a higher avhilathan 50 % will
never be reached, independently of the installed power.d8iyng a small part of water
flow into the system to cover the low load hours the availgbiiould increase signifi-
cantly. Use of only wind power gives a maximum availabilifysd % but in combination
with small scale hydro power and/or storage capacity eveiglaeh availability can be
achieved. The solar based system shows a more regular behévan for wind power
and thereby storage can be more efficiently used. If a stasaget used the lack of en-
ergy will be evenly distributed during the day. If a storagaused most problems with
insufficient energy supply for an industrial based load abgristic are expected to occur
during the afternoon. The studies have shown that it is ptessd build power systems
without diesel generators. For systems based entirelyr@wables it is necessary to pro-
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vide some over-capacity, either by storage capabiliti€oorbinations of energy sources,
in order to ensure the availability of the system.

Sometimes the entire load can not be covered by the generBiydhe use of active
load shedding of 10 % of the load the annual shortages coulgdueed with up to 20 %.

The required availability depends on local and economioald@¢ions. Therefore
studies of the local conditions are needed before the dedigisystem at a specific site.

Since an over-capacity is needed a lot of energy will be wia®g introducing a
CCL based on a frequency converter significantly less eneiijjpe wasted. However, a
CCL will decrease the availability some due to the requineinoé a minimum power to
the CCL. A CCL can also be used for frequency and voltage obotithe system.

A method of load frequency control by a frequency convedegoroposed. It has
been shown that a stable frequency controller easily carbbaned using well known
control theory, with only minor modifications. The contesllcan easily be implemented
in standard off-the-shelf products like a frequency cotereil he frequency deviation due
to load changes is less using a CCL as compared to other moverttonal frequency
control methods. The control method has been tested botiimdation environment and
by laboratory experiments. For small systems the cost of b I€€@xpected to be in the
same price range as dump loads but the energy use will be.beftequency converters
already are installed there will be no extra cost for thig@i@ncy control method.

If a frequency converter has an active rectifier the convexde also be used for
voltage control. It has been shown that a frequency convisteell suited for voltage
control in energy systems built on renewables. The comitralill be comparable to other
voltage control systems. Additionally, it will not requia@y new investments in the sys-
tems. The new function of the frequency converter will navent the utilisation of all
the other already built-in features, like harmonic redutti

Both the frequency and the voltage control can be utilisedlipower systems. The
frequency control is applicable both for mitigating distances and for island operation
of industries and regions. The voltage controller can bel eserywhere in the system
where voltage control is needed and frequency converternatalled.

It has been shown that an autonomous power system basedewsatd#das can be
built and controlled by the use of available off-the-shedfguency converter and with
some small modifications the behaviour of the control systambe improved.

6.2 Proposals for future work

The use of systems based entirely on renewables is an ititgresea where a lot of
research needs to be done. Below some topics are outlinedassed future work.
Today most turbines are built for systems connected to aajaltherefore the
energy output is maximised, However, for autonomous poyaems other wind turbines
are needed. Those turbines should be designed for maximaitalaility. Consequently
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they need to be able to efficiently harvest low wind speeds.

As has been shown in this thesis that the potential of autongrpower systems is
great and therefore it would be interesting to build a testesy in a developing country to
test the ideas. Before that it is important to investigagesibcial acceptance of introducing
such a system.

Load control has been shown to have a great potential fonautous power sys-
tems based entirely on renewables, but also in other povggersg this could be of inter-
est. Therefore an investigation of its full potential woblelinteresting.

Building an autonomous power system is just the start. Aelangd will naturally
increase the availability even further. This could be realdby interconnections between
several smaller systems. The control of several interattiedeautonomous power system
is the topic for other research projects.
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