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Reduction of parasitic diffraction effects in reflective microscope objectives
Investigation on alternative design of light-obscuring support structure for the sec-
ondary mirror
Rasmus Larsson
Department of Microtechnology and Nanoscience
Chalmers University of Technology

Abstract
Imaging systems employing reflective elements for focusing light can be superior to
traditional lens-based systems for use in broadband applications, or at wavelengths
where lenses are unavailable. They are, however, hampered by stray intensity spikes
caused by diffraction against the secondary mirror support structure. The use of
curved vanes for reducing the intensity spikes present for conventional straight sup-
ports has previously been investigated[1, 2] but their implementation in short focal
length systems, such as microscope objective lenses, has until now remained fairly
unexplored. This thesis investigates the reduction of intensity spikes in 15X and 40X
reflective Shcwarzschild microscope objective lenses, where, among different support
geometries, the use of curved vanes is further analysed.

By simulating diffraction of various support designs it was found that a constant
curvature structure, comprising three arms, each with a subtended arc angle of
70° minimised the intensity spikes whilst still performing well with regard to other
image quality criteria. In addition, the use of non-constant curvature structures for
compensation of Gaussian beams was shown beneficial using numerical methods.

Practical implementation was carried out in the design of a 15X curved support
structure Schwarzschild objective lens and was further experimentally tested and
compared to a 15X Schwarzschild objective lens employing straight vanes. Results
show a clear improvement in reduction of intensity spikes in favour of the curved
vane structure. The measured data furthermore indicate a minor degradation with
respect to other image quality criteria, in accordance with simulations.

Keywords: Point spread function, Spider vane, Diffraction, Numerical propagation,
Schwarzschild objective, Mirror supports.
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1
Introduction

Light, or electromagnetic radiation, is a fundamental physical phenomenon that
plays an essential role in the workings of our universe. Through its interaction with
matter it functions as an essential component in many well known physical processes
such as the photosynthesis, luminescence, fusion and lasing to name a few. When
part of the energy, or momentum, carried by light is transferred to the material with
which it interact the response may be stored as information of the event. This is
the principle of a light sensor and if a number of such sensors are separated in space
and placed in the focal plane of an imaging system a picture is obtained, enabling
the operational system to perceive the surrounding environment.

The imaging system maps the incoming light to individual sensor elements such
that points of the viewed scene are resolved. The principle is ancient, developed
by evolution itself and has since the dawn of man enabled us to see the world by
forming an image on the retina of our eyes.

Thus, it is not surprising that the study of optics dates back several thousands of
years[3] and that the interest for the topic still pushes the technology forward today
[4, 5, 6].

Important optical systems that have been developed comprises the telescope [7];
for resolving distant objects, the microscope; for resolving small scale objects as well
as advanced camera objectives for achieving photo realism. Conventionally, just like
our eyes, most of these imaging systems utilize the functionality of a transparent
lens to map the observed scene to the sensing elements. The traditional lens does,
however, not perform a perfect transformation of light and impairments known as
aberrations will reduce the system’s image quality. One aberration that is inherent
to the use of lenses is chromatic aberration which is an effect of chromatic dispersion
of the lens medium. Since light of different wavelengths travels at different speeds
inside a medium the delay imposed on the light by the lens will differ and thus the
different colours will focus at different distances. This as well as other aberrations
can be mitigated by the use of different compound lens schemes that may cancel the
unwanted effects, though, the construction of such systems are usually costly and
time consuming as many lenses need to be aligned with high precision. Moreover,
the improved performance over spectral range scale with complexity and number of
lenses used. Therefore it is difficult to realise a broad band imaging system based
on lenses solely.

An alternative to transparent lenses is the use of curved mirrors, an idea that
was realised already during the 17:th century[7] as a means of evading chromatic
aberration in telescope design. The focusing is simply achieved using a concave
and convex mirror and the principle still finds use in modern systems such as the
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1. Introduction

Hubble space telescope which employs a Cassegrain reflector design[8]. Reflective
objectives are also used in microscope systems for broad spectral imaging where the
most prevalent reflector design is the Schwarzschild objective[9].

Schwarzschild objective

Diffracting

aperture

FPrimary

mirror

Secondary mirror

(a) A simple schematic of a Schwarzschild mi-
croscope objective. the green lines represent
the light ray path through the system. The
focal point is located in point F

(b) An image of the diffract-
ing aperture of the Schwarzschild
microscope objective employing
straight supports.

Figure 1.1

Figure 1.2: An
image of the diffrac-
tion pattern caused
by a reflective
Schwarzschild ob-
jective with straight
supports. The
diffraction pattern is
the image obtained
in point F presented
in figure 1.1a.

Different designs of reflective imaging systems help reduce
many of the unwanted aberrations in addition to the advan-
tage of always being free from chromatic dispersion. How-
ever, the use of two mirrors is often followed by a practical
issue with regard to the support structure of the secondary
mirror, also denoted as spider vanes. In the action of main-
taining the mirror in place the support will obscure the light
path causing the radiation to diffract against it, see figures
1.1a and 1.1b. When imaging with coherent light, the diffrac-
tion in turn leads to intensity spikes in the obtained image if
using conventional straight support structures[1] (see figure
1.2). This effect may pose a considerable problem for cer-
tain applications where it is of importance that the focused
light is narrowly confined. The anisotropic spread of light
away from the focus also breaks the circular symmetry of an
imaged point which degrades its visual appearance [10]. It
should be mentioned that, in off-axis reflective systems the
problem of light obstruction is avoided, although the asym-
metric shape of these systems make them more susceptible
to other aberrations that are difficult to compensate. Their
increased size may also pose another issue for microscopy ap-
plications.

Some work has been put in to investigate the effect of mirror supports on various
image quality criteria and how, using curved support structures, these effects may
be reduced[1, 2]. The analysis of spider vane diffraction is however not complete,
especially considering short focal length systems such as microscope objectives where
the light ray trajectories are far from parallel. This thesis focuses on furthering the
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1. Introduction

incomplete analysis in the interest of practical implementation of support structures
aimed to reduce the undesired diffraction for reflective microscope objectives. In
particular, the work covers the spider vane design of a 15X and a 40X Schwarzschild
objective but the methods employed may be extended to designs of similar optical
systems. Furthermore, depending on the user preference and how it values different
image quality criteria, the optimum spider vane design may vary. A general approach
toward this problem is carried out so as to accommodate most user preferences with
a single design. In addition, the effect of different input intensity distributions on
diffraction is briefly investigated and further expanded in the special case of Gaussian
beams.

1.1 Aim

As presented above, the aim of the thesis encompasses the study of spider vane
diffraction in short focal length systems. This with the goal to develop support
structures for such a system that reduce the unwanted diffractive effect while still
maintaining the other optical qualities of the system at a desired level. The result-
ing analysis is to be practically implemented on the 15X and the 40X Schwarzschild
microscope objectives developed at Thorlabs Sweden[11] and takes into account dif-
ferent image quality criteria when optimising the final design.

The following goals have been set as means of achieving the stated aims.
• Identify and implement an accurate numerical propagation method for optical

simulations on the Schwarzschild objective
• Develop an experimental setup able to measure the diffraction from the spider

vanes, more specifically the point spread function (PSF) of the objective
• By means of simulation, find and optimise a spider vane structure that reduces

the diffraction while maintaining the other original optical design qualities
• Via experimental measurements verify the simulations and confirm that the

improved qualities of the developed design are obtained also in practice.

1.2 Thesis outline

Presented here is the structure employed for this thesis:
• In Chapter 1, the thesis topic is provided together with a background ex-

plaining its relevance. The aim of the thesis work is presented along with
concretised goals.

• In Chapter 2 the theory of diffractive optics, relevant to the thesis work, is
covered.

• Chapter 3 presents the experimental setup and methodology used for measur-
ing the PSF for the Schwarzschild objectives and other investigated systems.

• In chapter 4 the numerical propagation method used for simulating diffraction
from the support structures is presented and further analysed with respect to
performance.

3



1. Introduction

• Chapter 5 describes the process of finding the optimal spider vane design ac-
cording to the above stated aims. This includes a brief treatment of diffraction
of non-uniform input fields, in particular Gaussian beams.

• Chapter 6 deals with the practical implementation of the optimised spider
vane geometry found in chapter 5.

• The results and discussion of the Schwarzschild objective prototype experi-
mental testing is presented in chapter 7.

• In chapter 8, conclusions summarise the thesis work.
The approach of this report structure is to provide results and discussions con-

tinuously in each chapter, concerning the matter at hand, rather than summarising
each in its separate part.

4



2
Free space optics

To identify an optical propagation method suitable to simulate the imaging system
under study, and perhaps more importantly, to understand the observed diffraction,
it is necessary to review the underlying physical model. This chapter will mainly
briefly describe some relevant concepts employed throughout the thesis.

2.1 Imaging systems

As briefly mentioned in Chapter 1 an imaging system maps light rays emitted by
a point to another point in space. Conventionally, this mapping is achieved by a
transparent lens, see figure 2.1.

f

y

z z

y
1

21

2

P

P

F

1

2

θ

F

Figure 2.1: A simple imaging system comprising a lens. A point P1 is imaged to
a point P2. Parallel rays are focused in the focal plane z =F.

Parallel rays are focused in a plane (the focal plane) at a distance from the lens
denoted as the focal distance f . The magnification M of the imaged point P1 onto
P2 is M = z2/z1. Though the visualisation here is given by ray optics the concept is
the same as for wave theory of light. The lens achieves the focusing of incoming light
by imposing a spatially dependent phase change such that the total phase change
accumulated between point P1 and point P2 is the same regardless of path through
the lens. A measure of a systems angular view is the numerical aperture, defined as
NA = n sin θ, where n is the refractive index of the medium after the lens (usually
air).
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2. Free space optics

2.1.1 The Schwarzschild objective

R

R
1

2

l
1

l
2

f

y
1

y
2

c

Figure 2.2: A rough schematic of a reflective Schwarzschild imaging system. The
exact parameter relations are given by (2.1). Note that R1 and R2 are radii centered
in point c.

The Schwarzschild objective is a type of imaging system that achieves the point to
point mapping utilising a pair of spherical mirrors, see figure 2.2. The two spherical
surfaces with radii R1 and R2 are concentric in point c. When the objective is used
in infinity corrected systems the image plane coincides with the focal plane (blue
in the figure). The parameter relations for the Schwarzschild objective considered
in this work are given in (2.1)[12]. Using these parameter relations eliminates third
order spherical aberration, coma and astigmatism.

l2 = 2f
l1 = (

√
5 + 2)f

R1 = (
√

5− 1)f
R2 = (

√
5 + 1)f

y2 = (
√

5 + 2)y1

(2.1)

2.2 The electromagnetic wave
The underlying physics governing propagation of light is described by the set of
relations known as Maxwell’s equations[13]. For linear, nondispersive, isotropic
and homogeneous media one solution is the plane wave. Using complex vector
notation, the electric field for a monochromatic plane wave propagating in k̂ is given
by (2.2)[13].

E(r) = E0e
jk•r (2.2)
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2. Free space optics

Here, k = k̂2π/λ is the wavenumber, λ the wavelength and E0 the complex
amplitude of the field (k ⊥ E0). The time averaged poynting vector P̄ describes
the direction and magnitude of the propagating power. For free space propagation it
is related to the intensity via P̄ = Ik̂ where the intensity I is related to the electric
field as I ∝ |E|2.

2.2.1 Coherent light
Coherence is a measure of how well the light correlates with itself at different
points in time, denoted ”coherence time” and at different positions on the wave-
front, denoted ”spatial coherence”. Conventional light sources, with an extended
light-emitting area and a broadband radiation, emit light with very low coherence,
whereas laser light is typically highly coherent.[13]

2.2.2 The scalar approximation
When considering wave propagation in free space where the interfering plane waves
are close to parallel and of the same polarisation it is usually convenient to omit the
vector notation. The plane wave is then rewritten in a scalar form, see (2.3).

U(z) = U0e
jkz (2.3)

U0 is the field amplitude and ẑ is taken as the direction of propagation. For short
focal length systems such as the Schwarzschild objective this approximation may
appear questionable. Consider figure 2.2, the worst imaginable case would be linearly
polarised light in the plane of the picture and the largest error would occur for the
plane waves (E1, E2) travelling furthest away from each other through the system.
Their trajectories are separated by an angle v = 2 arcsin(y1/f) and their superposed
fields would measure E = sin(v/2)(E1−E2)ẑ+cos(v/2)(E1 +E2)ŷ. The intensity of
these interfering waves would measure I ∝ sin2(v/2)(E1−E2)2 +cos2(v/2)(E1 +E2)2

while in the scalar approximation we would have Iscalar ∝ (E1 +E2)2. The intensity
error, or difference is thus I − Iscalar ∝ −4 sin2(v/2)E1E2. The largest error is
obtained for when |E1| = |E2| and the resulting relative intensity error becomes
(I − Iscalar)/Iscalar = sin2(v/2) = ∆Iscalar. ∆Iscalar thus serves as an estimate for
the accuracy of the scalar approximation. Keep in mind though that this is an
error representing the interference between two single waves. When considering
interference between all waves travelling through the objective the relative intensity
error is likely to be far smaller in every point than the presented estimate.

2.2.3 The spherical wave
A solution to Maxwell’s equations in the scalar approximation is the spherical wave.
The spherical wave describes the field as radiated from a single point in space. The
scalar spherical wave is presented in (2.4)[13].

U(r) = U0

r
ejkr (2.4)

7



2. Free space optics

Here, U0 is a constant and r the distance from the point source. The waves
propagate radially away from this point and the wavefronts constitute spherical
surfaces.

2.2.4 The Gaussian beam
Another solution to Maxwell’s equations in the scalar approximation is the Gaussian
beam, see (2.5)[13].

U(ρ, z) = U0
w0

w(z) exp
[
− ρ2

w2(z)

]
exp

[
jkz + jk

ρ2

2R(z) − jζ(z)
]

w(z) = w0

√
1 + (z/z0)2, z0 = πw2

0
λ
, R(z) = z[1+(z0/z)2], ζ(z) = arctan(z/z0)

(2.5)

Here, ρ is the radial distance from the axis z along which the field propagates.
w(z) is the beam radius ρ = w(z) at which the field amplitude has dropped to
1/e of its value on the z-axis. w0 is the minimum beam radius present at focus
in z = 0 and R(z) is the wavefront radius of curvature. The Gaussian beam is an
important solution that very well approximates collimated optical beams such as
those produced by lasers.

2.3 Scalar Fourier optics

Figure 2.3: A representation of
the propagation problem where
the field g(x, y) in plane S2 is
sought from knowledge of of the
field f in plane S1, a distance d
away along the z-axis.

S1 S2

z

x

y

d

f(x,y) g(x,y)

The general principle of scalar Fourier optics in
free space states that an arbitrary scalar field
can be represented by a sum of plane waves with
different amplitudes and different directions. By
applying the transfer function of free space to
each plane wave component, the field in an arbi-
trary plane can be calculated as the superposi-
tion of all plane waves propagated from the input
plane.

Consider an optical system with optic axis
along ẑ, see figure 2.3. A plane wave of wave-
length λ, 2π/λ = k =

√
k2
x + k2

y + k2
z , with an

arbitrary direction of propagation can be writ-
ten as U(x, y, z) = U0 exp[j(kxx + kyy + kzz)].
If a snapshot of this plane wave is taken in
any plane orthogonal to ẑ the plane wave rep-
resents a single harmonic function, f(x, y) =

U0 exp[j2π(νxx + νyy)], in coordinates (x, y) with spatial frequencies νx = kx/2π,
νy = ky/2π.

Let the harmonic function f be present in the input plane z = 0. To propagate this
function to an output plane separated by a distance dz along ẑ we simply multiply f

8



2. Free space optics

with the propagation factor in the z-direction: g(x, y, z = dz) = f(x, y) · exp(jkzdz).
The input-output relation for a single spatial harmonic is then given by, (2.6)[13]:

g(x, y) = H(νx, νy)f(x, y), H(νx, νy) = exp(jkzdz)

= exp
(
jdz

√
k2 − k2

x − k2
y

)
= exp

(
j2πdz

√
1
λ2 − ν

2
x − ν2

y

)
(2.6)

where H(νx, νy) is the transfer function of free space. For propagating an arbitrary
input field f(x, y) we decompose it into its plane wave components:

F (νx, νy) =
∫∫ ∞
−∞

f(x, y) exp[−j2π(νxx+ νyy)]dxdy = F
{
f(x, y)

}
(νx, νy) (2.7)

and the output field is readily determined as the superposition of the propagated
harmonics at the output plane:

g(x, y) =
∫∫ ∞
−∞

F (νx, νy)H(νx, νy) exp[j2π(νxx+ νyy)]dνxdνy

= F−1
{
F (νx, νy)H(νx, νy)

}
(x, y) (2.8)

F and F−1 here denote the 2-dimensional fourier transform and its inverse. This
methodology for calculating the output field, given an input field, is applicable for all
linear optical systems, not only free space propagation and it is commonly denoted
”angular spectrum propagation”.

Figure 2.4: A visualisation of
Huygen-Fresnel’s principle. Point
p0 lies on the object wavefront S
and emits a spherical wave that
contributes to the field in point
pi. The distance between them
is r′ and the angle between direc-
tions p0 − pi and k0 is χ.

χ

r'

Wavefront

image

plane

p
o

p
i

ko

s

In the special case of the input field being
a single point source, that is, a delta func-
tion centered at (x = 0, y = 0) one obtains
the impulse response function h as the output
field: h(x, y) = F−1

{
H(νx, νy)

}
(x, y). The

modulus square of the impulse response func-
tion is defined as the point spread function,
PSF= |h(x, y)|2, which represents the intensity
distribution in the output plane induced by a
point source in the input plane. The PSF is
an important quantity for an imaging systems
since it provides information on its ability of
mapping a single point in the object plane to
a point in the image plane. Another common
quantity that provides image quality informa-
tion is the modulation transfer function, defined
as [14]: MTF(νx, νy) =

∣∣∣F{
PSF(x, y)

}
(νx, νy)

∣∣∣,
which describes the transmission of the individ-
ual spatial frequencies[14, 15].
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2. Free space optics

2.3.1 Huygen-Fresnel’s principle
An alternative approach to evaluating the field in the output plane, given an in-
put field, is to employ Huygen-Fresnel’s principle. According to Huygen-Fresnel’s
principle, each point p0 on a wavefront emits a spherical wave with an amplitude
proportional to the E-field amplitude in that point, see figure 2.4. Furthermore the
spherical wave sent out is shifted in phase by π

2 relative to the phase of the field in
that point. The field in pi is then the superposition of spherical waves emitted from
the object plane.[13] Moreover, seeing as the object wave has a direction of propa-
gation, the medium being homogeneous, isotropic and linear thus suggests P ‖ k.
The amount of radiated power in a specific direction from each point on the object
plane will therefore depend on the angle relative to the phase front normal. To
account for this we use the factor derived in Kirchhoff’s diffraction formula together
with accompanying physical constants. The final expression for the E-field in pi is
then given by (2.9)[16]:

g(pi) = −i2λ

∫
S
f(po)

eikr
′

r′
(1 + cosχ)dS (2.9)

where g is the field in pi and f is the field in po. S is the surface of integration
(object wave phase front) and dS is the differential area element of S.

2.3.2 Diffraction
A field that is let to propagate through and beyond an amplitude modulating aper-
ture generates an intensity distribution called a diffraction pattern. This pattern
is the results of interference between the diverging waves that result from trans-
mission through the aperture. The diffraction will depend on the properties of the
incoming wave, the modulation imposed by the aperture as well as at what dis-
tance from the aperture the intensity is viewed. Commonly, an aperture consists
of a thin opaque screen with areas providing transmission. The aperture function
p(x, y) is thus spatially dependent and takes on only two possible values: 1 where
the aperture transmits and 0 where it is opaque. The relation between the optical
field just in front of (f1) and behind (f2) the aperture is usually approximated by
f2(x, y) = p(x, y)f1(x, y). Although this approximation violates the fact that the
electric field must remain continuous it provides accurate results in many optical
diffraction problems[16]. Evaluating the field in an image plane further away is
then accomplished using, for example, angular spectrum propagation of free space
or Huygen-Fresnel’s principle, on the field f2. For calculating the PSF one must
only make sure that the field f1 is that generated by the point source.

In the special case of far field diffraction, or, diffraction through a lens with focal
length f , it can be shown that the input-output relation reduces to: g(x, y) ∝
F
{
f2(x/λd, y/λd)

}
[13], where d is the propagation distance (and d = f in the

case of a lens). Furthermore, if the field f1 is a plane wave propagating along ẑ,
i.e f1 = 1 ∀ {x, y} the resulting field becomes g(x, y) ∝ F

{
p(x/λd, y/λd)

}
[13].

The diffraction pattern thus becomes the modulus square of the fourier transform
of the aperture function. For later reference, two simple aperture functions and
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2. Free space optics

their corresponding fourier transforms are presented: the rectangular aperture (see
(2.10), (2.11) and figure 2.5) and the circular aperture (see (2.12), (2.13) and figure
2.5)[13].

prect(x, y) =

1, −dx/2 ≤ x ≤ dx/2, −dy/2 ≤ y ≤ dy/2
0, else

(2.10)

E(x, y) ∝ dxdysinc
(
dxx

λd

)
sinc

(
dyy

λd

)
, I(x, y) ∝ |E(x, y)|2 (2.11)

pcirc(ρ, φ) =

1, ρ ≤ D/2
0, else

(2.12)

E(ρ) ∝ 2DJ1(πρD/λd)
πρ

, I(ρ) ∝ |E(ρ)|2 (2.13)
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Figure 2.5: Here, the diffraction from the rectangular aperture given in (2.10)
as well as the circular aperture in (2.12) is visualised. Parameters used: f = 1,
D = 1 · 10−3, dx = D/2, dy = D/6, λ = 543 · 10−9. The respective diffraction
pattern is normalised to its maximum value and the relative magnitude is visualised
in colour.

dx and dy are the dimensions for the rectangular opening while D is the circular
aperture diameter. d is the propagation distance, (ρ, φ) polar coordinates and J1(x)
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2. Free space optics

is the first order bessel function of first kind which is bound by an envelope function
approximately proportional to 1/√ρ[17]. Here, sinc(x) = sin(πx)/πx.
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3
Measuring diffraction

In the purpose of verifying simulation results experimentally and ultimately for pro-
viding evidence for the improved diffraction pattern of an optimised spider vane
design a method for measuring the diffraction pattern is required. This chapter
presents the measurement technique employed throughout the work with purpose
of capturing the intensity distribution for the different investigated optical systems.
In addition, the numerical image analysis aimed at circumventing the limited mea-
surement window of the camera, is briefly described.

Transmissive

collimator

Reflective collimator

SM fiber

HeNe-Laser

Lens tube

Scientific camera

FPA
Tube lens

Setup A or B

Lens tube

Scientific camera

FPA
Tube lens

Diffracting

aperture

40/50X

PSF

PSF

PSF*

Setup A

Setup B

Schwarzschild objective

Diffracting

aperture

Figure 3.1: A schematic of the experimental setup employed.

3.1 Experiment
The experimental setup utilised for measuring the diffraction is depicted in figure
3.1. A complete list of the equipment is provided in appendix B.1.

Recall from section 2.3.2 that the input optical field f1, the aperture function p and
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3. Measuring diffraction

the properties of propagation between f2 and g determine the observed diffraction
pattern. When measuring the diffraction of a given system it is thus of interest to
control these three aspects.

When comparing simulation with experiment, knowledge of the input field of the
system, system structure as well as pixel size in the focal plane array is required.
These parameters have not been measured but taken as lookup values from schemat-
ics and website specs for used equipment. Here (optical) field refers to the complex
electrical field, amplitude and phase, as discussed in chapter 2.

3.1.1 Forming the input field

First and foremost, a light source producing monochromatic waves of high coherence
is needed for generating the diffraction pattern in accordance with section 2.2.1. To
accommodate this a Helium-Neon laser was used. With a wavelength of λ = 543 nm
the light is in the range of the intended use of the Schwarzschild objectives studied
and since it also lies in the visible spectrum the problem of tracking the beam was
simplified.

The continuous wave emitted by the laser is focused into a single mode fiber via
a reflective collimator. At the opposite end of the fiber the light is coupled out into
free space using a transmissive collimator. The idea behind the fiber was to utilise
the fiber to collimator-transition which outputs a large waist, near Gaussian, output
beam that closely resembles the plane waves required to produce the PSF. Moreover,
by tweaking the alignment of the reflective collimator the transmitted power could
be varied.

The two types of optical systems that are experimentally studied in this work are
the Schwarzschild objective (see section 2.1.1) and the simple lens system presented
in section 2.1. With regard to the Schwarzschild objective’s intended use in infinity
corrected systems and the simplicity of using tube lens optics for the setup it was
decided to study diffraction in the focal plane for both systems. Points imaged in the
focal plane are located in infinity (recall section 2.1) and the spherical wave incident
on the objective, or lens, generated by any such point is approximately a plane wave
across the input aperture. To check whether the Gaussian beam, the input field of
the objective, is a valid approximation to a plane wave one can calculate the phase
front radius of curvature and amplitude distribution of the field using (2.5). For this
setup, the distance from the beam waist to the input aperture is on the order of [cm]
and the beam radius on the order of [mm] which produce small phase differences on
the order of [mrad] over the, below centimeter sized, input apertures. The intensity
distribution across the input aperture is however not as constant, considering a
beam radius of w0 = 3.7 mm and an input aperture radius of 4 mm on the 15X
Schwarzschild objective. Though the Gaussian beam does not perfectly replicate
a plane wave it is deemed sufficient for the analysis of diffraction in this thesis as
experimental results matched simulations, taking this flaw into consideration, quite
well.
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3. Measuring diffraction

3.1.2 Producing and imaging the diffraction
When studying the simple lens system of section 2.1 a thin screen with a hole and
central obscuration, forming an annular aperture, is placed right in front of the
tube lens according to setup A in figure 3.1. The field is then let to propagate
from the transmissive collimator, through the lens tube and up till the aperture
screen. After transmission through the aperture screen the PSF is readily obtained
at the focal plane of the tube lens where it is captured by a focal plane array of
a scientific monochromatic CCD camera. To clarify, the infinity corrected imaging
system under study here comprises the aperture screen and the tube lens.

When studying the Schwarzschild objective the optical field is transmitted through
the objective where it diffracts against the spider vane structure supporting the
secondary mirror, see setup B in figure 3.1. The PSF we wish to measure is readily
obtained in the focal plane of the objective, however, due to the short focal length
of the objective the focal plane PSF is too small to resolve adequately using the
available CCD camera. To enhance the resolution of the Schwarzschild PSF it is
magnified using an additional imaging system. A 40X or 50X transmissive objective
maps the PSF to infinity before it is refocused onto the FPA by the tube lens,
altogether accomplishing a magnification of roughly 40-60X. The secondary imaging
system was aligned manually to the Schwarzschild focal plane using translational
stages and for minimising vibrational fluctuations, the setup was mounted on an
optics table for both studied systems. The use of this secondary imaging system
will alter the Schwarzschild PSF by its transfer function and produce a modified
(and magnified) PSF* but for the purpose of this work this effect is considered
insignificant since the magnifying objective’s numerical aperture is larger than the
Schwarzschild objective’s which implies that it does not impose any additional major
diffractive effects.

3.1.3 Registering the intensity
The intensity on the FPA is captured manually using an accompanying software
tool to the scientific CCD camera. The tool allows for different exposure times and
gain of the semiconductor PiN array elements. The dynamic range of the detector
elements is limited by noise and saturation. To avoid saturation and blooming effects
the power needs to be controlled. To change the input power to the system, the
alignment of the reflective collimator is adjusted. Light outside the numeric aperture
is thus lost if the angle is increased.

At the beginning of each measurement the exposure time and gain was set to
minimum values and the angle of the collimator was altered until the peak inten-
sity was not saturated. Then a series of images was captured when increasing the
exposure time [1-100] ms. Larger exposure times risk smearing the intensity due to
vibrations which caused the image to fluctuate at a frequency of 2 Hz at worst case
over 1-2 neighbouring pixels. For increasing the measured signal further above the
noise floor the collimator alignment was adjusted to let through more power. Using
this series of images it was possible to artificially generate a larger dynamic range
by removing noise and background lighting from lower exposure time images and
removing saturated intensities from higher exposure time images. By stacking these
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3. Measuring diffraction

images on top of each other the PSF is reconstructed, compared to simulations and
evaluated with respect to image quality criteria.

3.2 Image analysis
As already mentioned, noise and saturation in the photo detector elements of the
CCD camera limit the intensity range available for accurate measurements. In order
to capture a larger range of the PSF intensity values the image was scanned over the
dynamic range by measuring the intensity at different input powers and exposure
times. The individual measurements were filtered from noise and stacked on top
of each other using a calculated relative gain determined from the measurements
themselves. An example of a reconstruction of a PSF from raw data is presented in
figure 3.2.
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(a) Measurement of the
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(b) The merged intensity of the indi-
vidual measurements presented in fig-
ure 3.2a. The merging procedure used
to obtain the fused data is described
in section 3.2.

Figure 3.2: A visualisation of the merge of obtained intensity data. The data
presented here is obtained from a cross-section through the PSF peak of measured
2D-data. Here ”log” refers to the natural logarithm.

The complete algorithm employed for the merging of data is presented in appendix
B.3.
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4
Numerical field propagation

The ability of performing numerical simulations bring a great benefit to many design
problems where the entire system is too complex to evaluate analytically and the
possibilities of physically altering the device are limited. In addition, simulation
results also contribute valuable information that enhances our understanding of the
problem at hand. Regarding this work, as is common in optics, calculations become
extensively difficult to carry out if all device parameters are taken into consideration
[13, 18, 16]. The approach of manufacturing and testing a large number of different
spider vane designs experimentally would instead be time consuming and costly. The
benefit of utilising numerical simulations for this thesis’ purpose is thus evident.

This chapter presents the numerical field propagation method that was developed
and used for simulating diffraction for the optical systems studied in this project. For
practical use of the presented method, additional material concerning the numerical
implementation is presented in appendix A.1.

4.1 Choice of method

Figure 4.1: The geometry and coordi-
nates used to describe propagation be-
tween the object and image planes.
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There are a number of well estab-
lished propagation methods concern-
ing propagation of scalar optic fields
based on the Fresnel or Fraunhofer
approximations[16, 13, 18], however,
many of these approximations rely on
the light rays being close to parallel. In
the case of systems of large lateral ex-
tent compared to the propagation dis-
tance, such as the Schwarzschild objec-
tive, this is not the case and it has been
verified in this work that the performed
approximations do not hold and that the
methods employing them produce erro-
neous results, see e.g appendix A.1.1.1.
Using the exact expression of the free-
space transfer function in the method of

angular spectrum propagation, see section 2.3, instead requires an immense number
of sampling points to satisfy the large spatial frequency bandwidth of the system,
at the wavelength of interest. Using the two-step method, from [19], employing the
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4. Numerical field propagation

fresnel approximation requires the intermediate plane to be far away which imply a
scaling factor close to unity which result in too coarse sampling in the image plane.
These methods conventionally assume the object and image plane to be parallel and
separated by a distance along the optic axis, recall figure 2.3.

In this work we avoid the problem of ridiculous sampling requirements and parax-
ial approximations by choosing the object plane to be a spherical surface cap focused
in the focal plane where the PSF is evaluated, see figure 4.1. Just as for a plane
wave transmitted through a lens the spherical wavefronts inside the Schwarzschild
objective are concentric in the focal plane. It is thus convenient to choose this start-
ing surface since it coincides with the phase front of the field travelling through the
spider vane aperture. A straight forward way of calculating the output field from
the phase front of an input field is in accordance with the Huygen-Fresnel principle.

Starting from the integral in (2.9), doing some mathematical manipulations and
performing an approximation we arrive at the following expression (4.1) for the field
in the image plane:

g(u, v) = −iReikReik
u2+v2

2R F

 f(νx, νy)√
1
λ2 − ν2

x − ν2
y

(u, v) (4.1)

The complete derivation of the result in (4.1) is given in appendix A.1.1. The ap-
proximation made in the derivation (further analysed in appendix A.1.1.1) assumes
that the image plane’s lateral extent is small, that the lateral extent of the object
plane is not too large and that the propagation distance is not too small. Some
propagation geometries are thus not supported by this method, however, for the
purpose of evaluating the PSF for focused optical systems it performs quite well.

The variables νx = x/Rλ, νy = y/Rλ bear a strong resemblance to the spatial fre-
quencies discussed in section 2.3 but keep in mind that f has not undergone a fourier
transform in this expression. Instead the spatial coordinates (x, y) have merely been
rewritten for the purpose of writing the solution in the form of a fourier transform.
The entire factor outside of the fourier transform describes a constant amplitude
but varying phase across the image plane. When evaluating the normalised PSF
this prefactor vanishes and the intensity assumes the shape of the absolute value
squared of the fourier transform. Moreover, when the field before the diffracting
aperture f1 equals a constant over the entire plane, recall section 2.3.2, the field
just after the aperture becomes proportional to the aperture function p. So in our
concentric system, if we assume the aperture function p to be the shadow cast onto
the spherical starting surface by the 3D-spider vane structure illuminated by a point
source in focus, then the resulting PSF of the Schwarzschild objective is given by
(4.2):

PSF(u, v) ∝

∣∣∣∣∣∣F
 p(νx, νy)√

1
λ2 − ν2

x − ν2
y

(u, v)

∣∣∣∣∣∣
2

(4.2)

The result in (4.2) is very similar to the case of far field diffraction described in
section 2.3.2 which states that the diffraction is the fourier transform of the aper-
ture function. The factor 1/

√
1
λ2 − ν2

x − ν2
y compensates the cartesian coordinate

mapping onto the sphere and is further explained in appendix A.1.1. It is a slowly
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4. Numerical field propagation

varying function over the object surface and its influence on the PSF is generally
small.

In terms of numerical evaluation, the fact that 4.2 comprises a fourier transform is
very advantageous. The fast fourier transform algorithm available in most modern
numerical softwares is extremely efficient and helps speed up simulations despite
large array sizes.

4.2 Simulation parameters and constraints

When evaluating the PSF numerically from (4.2) there are a number of practical
details to consider. If care is not taken when choosing the system parameters for
the given simulation the method may break down and produce erroneous results. In
relation to the physical dimensions of the optical system we wish to simulate, the
sampling distance a and window size Dw play an important role. Firstly, the input
field needs to be adequately sampled at the starting surface for the field at the image
plane to be correctly calculated. The window size Dw obviously needs to span the
entire aperture of the system but the choice of Dw further affects the presence of
parasitic higher order spatial frequencies. The specific sampling requirements on a
imposed by the choice of method are treated thoroughly in appendix A.1.2. The
effect of window size on the evaluated field is treated in appendix A.1.3 where, in
addition, the optimum choice of array size N , and sampling distance a is discussed.

When the sampling distance and window size have been set for a specific problem
the array size N is determined as N = Dw/a and represents the number of samples
along each column and row. Using the fast fourier transform (FFT), the sampling
distance b in the image plane can be computed as (4.3):

b = Rλ

Na
(4.3)

This relation shows the trade off between adequate sampling in the object plane
and high resolution in the image plane. This issue can be alleviated somewhat by
increasing the amount of samples N but the price comes as increased computational
time. Another parameter that is considered when choosing a and N is the window
of interest in the image plane Dimage. Points outside of this diameter risk being
erroneous due to higher order spatial frequencies and insufficient sampling.

4.3 Testing of method

In the interest of evaluating the developed propagation method and to ensure it
provides sufficient accuracy when simulating the Schwarzschild PSF it was tested
against both theory and experiment. A comparison between analytic and numerical
treatment of diffraction through a simple circular aperture is presented in section
4.3.1. In section 4.3.2 the simulation is compared to experimental results for diffrac-
tion through a thin screen annular aperture and in section 4.3.3 the PSF of the 15X
Schwarzschild objective is simulated and compared to the measured PSF.
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4. Numerical field propagation

4.3.1 PSF of a focused imaging system with circular aper-
ture

As mentioned in section 2.3.2 the resulting PSF from a circular aperture in a focused
imaging system is described by (2.13). Figure 4.2 shows a comparison between
evaluation of the diffraction problem using the analytic expression in (2.13) and the
method developed in this chapter (4.1). Note that the PSF is normalised to its
maximum value and presented as a cross-sectional plot for easier comparison. Used
parameters are: D = 1 mm, d = 200 mm, λ = 543 nm. For the numerical method,
the input field is assumed to be a plane wave, and other values are R = d, N = 7000,
a = 3.8396 µm, Dimage = 2 mm.
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Figure 4.2: A numeric comparison between the diffraction patterns evaluated using
the analytic expression in (2.13) (orange) and the numerical model in (4.1) (blue).
”log” indicates the natural logarithm.

It is clear from this comparison that the developed method and theory agree well
for x ≤ Dimage. The small visual difference is most likely due to different sampling
points for the two calculations.

4.3.2 Central obscuration diffraction
In this experiment the system under study comprises ”setup A” depicted in figure
3.1 where a central obscuration aperture element, see figure 4.3, was used as the
diffracting aperture. The aperture element was placed just in front of the tube lens
and the transmissive collimator was threaded onto the same tube system making
the entire setup quite vibration insensitive.
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4. Numerical field propagation

Figure 4.3: Annular aper-
ture used as diffraction el-
ement in the experimental
setup. The aperture is the
item R1DF50 available at
Thorlabs website with D =
1 mm mm and d = 50 µm.

d

D

In the simulation the input field is taken as the
spherical phase front exiting the tube lens, focused
in the FPA, thus the simulated intensity pattern co-
incides with the measured intensity on the FPA. A
comparison between measured intensity and simu-
lated intensity is visualised in the form of a cross
section plot given in figure 4.4. The input wave
was assumed perfectly gaussian with w0 = 3.7 mm
and other simulation parameters are as follows: d =
50 µm, D = 1 mm, R = 200 mm, λ = 543 nm, a =
3.8396 µm, N = 7000 and Dimage = 2 mm. The sim-
ulated intensity was translated in lateral coordinates
using Matlab’s image register to fit the experimental
data. The experimental data was merged from three
images taken at exposure times τ = [1, 10, 100] ms
and minimum gain.

The comparison of experiment and simulation
show a good agreement. The first seven orders of maxima match well whilst be-
yond, noise begin to disturb the measured data.
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Figure 4.4: A cross section comparison between the measured normalized intensity
(orange) and simulated normalized intensity (blue) using the numerical method in
(4.1). ”log” indicates the natural logarithm.

4.3.3 Diffraction of a Schwarzschild objective
In this experiment ”setup B” was used, see figure 3.1, with the 40X transmissive
magnifying objective. For a depiction of the physical dimensions of the objective
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4. Numerical field propagation

and its diffracting aperture see figures 4.5, 4.6a and 2.2. The Gaussian beam, with
beam width w0 = 3.7 mm, incident on the objective inlet is propagated through the
objective up to the object plane using a ray tracing method presented in appendix
A.2. Though the secondary mirror and confining structure of the barrel will act
as diffracting apertures their effect is neglected, mainly since the interior of the
objective is designed to absorb stray light.

Figure 4.5: The
diffracting spider
vane aperture of the
schwarzschild objective
seen along the optic axis.
The three, evenly dis-
tributed spokes support
the central mirror.
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From knowledge of the device parameters, here: t =
3 mm, ri = 3.8 mm, Ri = 9.4 mm, w = 0.9 mm, L =
24.3 mm, y1 = 4 mm, f = 13.3 mm, λ = 543 nm and us-
ing the relations in (4.4) the aperture projection p(νx, νy)
is readily determined. The use of a 2D aperture function
for an extended aperture such as the support structure
is a simplification but we justify it using the same argu-
ment as for the interior diffraction of the objective. The
field present just after transmission through the aperture
is visualised in figure 4.6b.

tan θ1 = ri
L
, tan θ2 = Ri

L+ t
(4.4)

The choice of R is arbitrary, here R = 24.6 mm, since
the coordinates νx and νy depend only on θ and φ (recall
figure 4.1 and see appendix A.1.1). This implies that the
mathematics of the problem is independent of absolute
dimensions, however, physically one should take care, es-

pecially if the system is shrunk to wavelength scale.
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(a) A schematic of the aperture diffrac-
tion within the Schwarzschild objective.
The starting surface, or object plane, is
a spherical surface focused in the image
(focal) plane. The aperture function p is
the radial projection of the 3D spider vane
structure onto the starting surface.
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(b) Plotted here is the normalised
aperture output field f2 = pf1,
where p is the projected aperture
function and f1 the Gaussian field
incident on the spherical surface
aperture.

Figure 4.6

From the calculated aperture projection p the PSF is evaluated using (4.2) and
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4. Numerical field propagation

the simulated PSF for this objective is presented in figure 4.7. The measured PSF
(PSF*) of the objective is presented in figure 4.8.
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Figure 4.7: The simulated normalised PSF of the Schwarzschild objective. The
odd edge effects observed are due to the image being rotated as to align with the
measured PSF.
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Figure 4.8: The measured normalised PSF* of setup B in figure 3.1 for a 15X
Schwarzschild objective prototype.

The measured PSF* was merged from images obtained for exposure times τ =
[1, 10, 100; 10∗, 100∗] ms. The *-marked times indicate a different tilt of the reflective
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4. Numerical field propagation

collimator as to allow more light into the fiber. The sampling distance is a =
4.714 µm and the rest of the simulation parameters are found in table B.1 in appendix
B.2.

Looking at figure 4.7 and 4.8 we do see a strong resemblance between them, though
the measured pattern is more noisy and slightly distorted. If one were to observe a
cross sectional comparison of the two images the correspondence between simulation
and experiment would not be as satisfying as for the annular aperture test. There
are several reasons. In this setup the Schwarzschild and magnifying objectives are
not connected which requires the magnifying objective to be aligned and focused to
minimise the spot size of the PSF of the system. The focusing was done manually
using a translation stage with sub mm increments. When out of focus, the three
diffraction spikes do not pass through the centre of the focused spot, this was used
for manual alignment and there is thus an inherent source of error. Furthermore,
the peak intensities of measurement and simulation do not coincide. This due to
the τ = 1 ms image being captured at saturated peak intensity, but the possible
defocusing is also a reason for decreased peak intensity. A manual scaling was used
to fit the data to simulation. Moreover, to fit the data in the lateral dimensions
a magnifying factor of the imaging system plus magnification objective had to be
chosen as M = 43.9 (not M = 40). The simulated intensity also had to be rotated
manually to fit the measured intensity. Matlab’s image register would not converge
on a correct rotation due to the noisy data. There are thus many sources of errors
when considering the point to point correspondence in intensity. Due to the short
wavelength of the light the interference changes rapidly over short distances and
may vary immensely to small fluctuations and errors. Though the measured PSF*
and the simulated PSF do not coincide perfectly, the general similarity is evident
and it is clear that for the purpose of measuring and mitigating the six observed
diffraction spikes, the method will suffice.

As an additional note, the relative intensity error of the scalar approximation can
in this system be calculated as ∆Iscalar = sin2(θ2) = 0.106. This is a quite small
error. Moreover, the imaged field on the FPA is further aligned due to the long focal
length of the tube lens. This will yield better agreement with the numerical method
than if the PSF had been measured directly in the focal plane.
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5
Spider vane design

In order to minimise unwanted diffraction in the Schwarzschild objective, which is
the aim of this project, the PSF dependence on spider vane design needs to be
investigated.

This chapter outlines the search for a spider vane design that reduces the intensity
spikes seen in the diffraction pattern for the conventional straight support structure,
see figure 4.5 for reference. Based on the theory from Chapter 2 and simulations
using the method from Chapter 4, a number of different designs are considered.
From this selection of spider designs one is recognised as most suited for the appli-
cation and further optimised with respect to a set of different image quality criteria.
Optional designs that compensate Gaussian input fields are also covered briefly.

5.1 Initial approach

While the spider vane design obviously needs to be altered from the original design
in the purpose of reducing the intensity spikes, the other qualities of the objective
need to remain. Clearly, the objective’s operational aspects should not be altered,
meaning that all device parameters, except for the supports connecting the barrel
and the secondary mirror, are locked. The freedom of design thus only covers the
shape of the vanes in the area bounded by the barrel (see Ri in figure 4.5) and the
secondary mirror (see ri in figure 4.5). Furthermore, it is required that the vane
design is able to provide proper support to the mirror, hence a minimum vane width
w and thickness t is required. With these aspects considered the goal is to find a
design that optimises the PSF with regard to spike intensity and other image quality
criteria.
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5. Spider vane design

Normalised Intensity, straight vane
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Figure 5.1: The intensity pattern obtained in the focal plane from the starting
aperture in figure 4.5. Simulation parameters are found in table B.1 in appendix
B.2.

To understand the origin of the intensity spikes, consider figure 5.1. It shows the
simulated diffraction pattern from a straight spider vane aperture as shown in figure
4.5. From section 4.1 we recall that the PSF of the objective was approximately
proportional to the fourier transform of the aperture function. With this in mind we
recognise the PSF in figure 5.1 as the diffraction pattern from the superposition of
rectangular and circular apertures that constitute the straight vane, see figure 5.2.

= + + + +

p A
B C D E

Figure 5.2: A decomposition of the aperture function into its elementary parts.

Thanks to the linear property of the fourier transform we can decompose the
aperture function into its elementary components as is visualised in figure 5.2 and
take the fourier transform of each component separately. The output field is then
proportional to the sum of the fourier transforms of the individual components A,
B, C, D, E.

The fourier transforms of these elementary aperture functions were described in
section 2.3.2. In the case of a blocking aperture, as for B-E, the aperture function
becomes pblock = 1 − ptransmit. However when a blocking aperture is added to an
already transmitting area the 1 is omitted. From this it is clear that the diffracted
field of the aperture and its complement relate as in (5.1) which is known as Babinet’s
principle[16].
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5. Spider vane design

Etransmit = −Eblock (5.1)

Looking at figure 5.1 we recognise the six diffraction spikes as the diffraction
against the arm width w for the three arms, see (2.11), and the circular pattern is
described by the magnitude squared E-field in (2.13) (recall figure 2.5). The slightly
darker bands between the high intensity spikes are likely caused by destructive
interference between the arm length diffraction l = Ri− ri and the circular aperture
diffraction. One could imagine the diffraction against the arm and complement of
the arm, located on the opposite side of B, to cancel out according to (5.1). A further
thought would be to utilise the field canceling between transmitting and blocking
apertures to remove the intensity spikes that impair the PSF. A quick analysis will
however show that such a geometry is impossible, see derivation in appendix A.4.

Other approaches to field cancellation, such as wavelength scaled metasurface
structures are feasible for certain types of applications[20] but would in the context
of this work not only break the achromatic quality of the objective but also infer
an immense increase of manufacture complexity. An approach that instead focuses
on spreading the intensity spikes, that does not depend on wavelength scaled inter-
ference effects, is the idea of curved spider vanes[1]. The idea of curved vanes has
already been investigated[1, 2], and its implementation is common among amateur
telescope hobbyists [10]. Seemingly inspired by their use in reflective telescopes they
have also seen an implementation in reflective microscope objectives, see [21]. The
implementation in [21] does, however, not consider a number of effects that are in-
vestigated in this work and the consequence is further briefly discussed in section
6.2.

The reasoning behind the advantage of curved vanes on diffraction is simple,
consider figure 5.3.

dl
dl

Figure 5.3: Diffraction against single differential lengths of the spider arms
(diffracted light illustrated by red lines). Usage of straight arms accumulates all
diffracted light in the same direction and position whilst a curved arm spread the
light over a larger angle.

Theoretically one can view each differential length of the spider arm as a diffract-
ing element. Using curved arms one can thus spread the diffracted light across a
larger set of angles which will reduce the high intensity spikes, though whilst also
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5. Spider vane design

decreasing overall contrast. To achieve a complete homogeneous spread the arc an-
gle total, subtended by the arms, should sum to π radians (a semicircle) or mπ
radians where m ∈ N, m > 0. In the case of three arms, each arm would subtend
an arc angle of π/3 radians with each ”cross-arm” direction unique. Such a spider
geometry is shown in figure 5.4. Still, with these constraints there are a number
of possibilities in the form of the number of spider arms and the integer m that
determines the arc angle of each vane.

Figure 5.4: A spider
mount structure using
three π/3 radian curved
arms.

We are already at this point able to draw a couple of
conclusions. First, an increased number of arms will add
stability to the structure but at the same time increase
the total obscuration of the objective, that is, the block-
ing area will grow. It is therefore of interest to use few
arms, however, 2 arms at opposite sides are unable to
uniquely span π radians for m = 1 meaning one would
need minimum m = 2. Since a larger m would imply a
larger arc angle and thus also a larger obscuration it is
of interest to keep to small m if possible. It is therefore
a convenient choice to stick with 3 arms and an integer
m = 1 for reducing the spikes at a low cost in obscuration
and for maintaining stability.

For an optical system with close to parallel ray trajectories it is sufficient to employ
the curved vanes aperture as visualised in figure 5.4 seen along the optic axis. For
the Schwarzschild system, where the starting surface is taken as a spherical cap in
the method of propagation, this aperture need to be remapped to fit the focused
rays. By doing so we obtain the aperture plotted in figure 5.5. Simulating the PSF
for the Schwarzschild system, using this apeture, produces the result in figure 5.6.
The dimensions for the planar curved aperture as well as for the spherical curved
aperture are presented in appendix A.3.

Figure 5.5: A spherical curved vane using three π/3 radian curved arms.
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5. Spider vane design

Normalised Intensity, 60° curved vane
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Figure 5.6: Calculated intensity pattern for the aperture shown in figure 5.5. The
input field is taken as a constant, as should be for evaluating the PSF. Simulation
parameters are found in table B.1 in appendix B.2 except for θarc = π/3.

A quick comparison between figures 5.1 and 5.6 suggests that curved vanes indeed
help reducing the observed intensity spikes, although it appears that the intensity
distribution obtained for arc angle θarc = π/3 is not completely isotropic in direction.
Six darker bands are seen stretching out from the center. Despite this effect the idea
of using curved vanes appears promising for the aim of this work and it will be further
studied and optimised in section 5.2.

But before that, returning to the principle, the reasoning visualised in figure 5.3
and the predictions on optimum arc angle rely on the fact that equal amount of
optical intensity is incident on each differential arm element dl pointing in a unique
direction. If it was not, more light would be diffracted against segments of the arms
where the intensity is higher and for a constant curvature arm it would result in an
inhomogeneous spread of intensity on the different angles. For achieving isotropic
spread for a specific input field a specific arm geometry is required. For the special
but common case of Gaussian amplitude distributed fields the requirements on arm
geometry are studied in section 5.3.

In the light of this, the ultimate reason for the remapping of the planar aperture
onto the spherical cap is the factor 1/

√
1
λ2 − ν2

x − ν2
y from section 4.1. This factor

causes the otherwise constant input field to grow outward, demanding that the
aperture curvature increase further from the centre to compensate.

5.2 Constant curvature vanes
As mentioned above, for an infinity corrected system like the Schwarzschild objective,
which assumes constant amplitude input fields the principle of constant curvature
vanes should enable a complete isotropic spread of the intensity in the PSF. An arc
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5. Spider vane design

angle of π/3 radians was already simulated in figure 5.6 and did not show perfect
isotropic spread despite the reasoning presented in the above section. To understand
why this is, a series of simulations over different arc angles was performed. The result
is visualised in the format of the video below.

The video shows the aperture function, the azimuthal intensity variation of half
the PSF φ: 0 → π and the PSF, for both the complete spider vane aperture but
also the curved arms only. The mentioned azimuthal intensity variation is in fact
the directional power Pθ presented in the coming section 5.2.1 and normalised as
Pθ(n, θarc)/Max{Pθ(n, 0)}|n. The active θarc is stated in the label of the directional
power plot.
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Simulation parameters are found in table B.1 in appendix B.2 except θarc = [0, π],
and N = 5000.

The series of simulations shows an initial rapid decay of the intensity spikes with
respect to θarc for both apertures. The complete aperture appears more noisy which
is an effect of the rapid interference between annular and rectangular diffraction.
The case for only arms is smoother and as the peaks decay they seem to fringe out
and create small bumps at the edges of the broadened peak. This is also visible
in the PSF for both apertures and is likely due to the following: While diffraction
against neighbouring differential arm elements is identical along the arm the case
differs when we reach the edges. Here, there edge element dlk of inclination kdθ has
no consecutive neighbour. The next element dlk+1 of inclination (k+ 1)dθ is located
at the edge of another arm and since they are separated in space the light diffracted
against them will not compose the same interference as for neighbouring elements.
For this reason the spikes do not completely smear out at π/3 radians and it is not
before θarc ≈ 70° that the pattern appears fully averaged out.

Another interesting observation is the difference between azimuthal intensity vari-
ations at θarc = 0 between the both apertures. Between the peaks the only arms-
aperture exhibit small bumps while the complete aperture case has valleys. The
bumps are easily explained from the rectangular diffraction pattern discussed in
2.3.2 while the valleys confirm our previous suspicion of the rectangular and annu-
lar diffraction patterns to locally cancel out. This might as well affect the optimum

30


var ocgs=host.getOCGs(host.pageNum);for(var i=0;i<ocgs.length;i++){if(ocgs[i].name=='MediaPlayButton0'){ocgs[i].state=false;}}





5. Spider vane design

arc angle for homogeneous intensity spread.
With this brief analysis on the PSF’s θarc dependence to enhance our understand-

ing we proceed with concretisising the intensity spread numerically in the following
section, 5.2.1.

5.2.1 Angular intensity distribution
To determine the exact arc angle θarc that produces the most isotropic PSF and for
the purpose of later optimisation against image quality criteria, a measure of the
spread needs to be developed. To help describe the azimuthal intensity variation we
define a directional power as in (5.2).

Pθ(n, θarc) =
∫ n∆θ

(n−1)∆θ

∫ rM

rm
In(r, n, θarc)Θ(In)W (r)rdθdr (5.2)

Figure 5.7: A geomet-
ric visualisation of the
boundaries of the direc-
tional integrated power
Pθ. The centre ”O” is
located at the peak in-
tensity. Note that ∆θ =
2π/N .

rm
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θ
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2

Here In = PSF/max{PSF} is the normalised intensity
distribution evaluated in the focal plane, θarc is the arm
arc angle for which the PSF is calculated, Θ(In) = 1
if In ≥ Imin, else 0 and the other parameters are visu-
alised in figure 5.7. To emphasise the diffractive effects
caused by the arms and to compensate for the radial
dependence of the ideal annular pattern (the obtained
case if the arms were removed) we will apply a weight-
ing function W (r) to the calculated intensity in the focal
plane. The envelope to the function J1(t) is roughly pro-
portional to 1/

√
r, see section 2.3.2, and so the envelope

to the annular diffraction intensity can be approximated
to be Iea ≈ I0/r

3 where I0 is a constant. To evaluate the
intensity relative the ideal intensity at each position r
away from the centre we thus choose the weighting func-
tion as W (r) = Wr3 where W [m−3] is a constant. The
use of Imin ensures that intensity values below a certain
threshold intensity are neglected in the calculation. Due
to a limited intensity resolution and dynamic range in
most light sensing systems it is reasonable to make this
omission since this light would not be imaged in a prac-
tical system regardless. It is also valuable to carry through this omission since the
diffraction from a straight spider arm is given by sinc2r ∝ r−2 which decreases at a
much slower rate than r−3. Spike values located further out from the centre (large
r) will thus be weighted heavier (∝ r) which is not necessarily the intention when a
sensing system may not detect them. The use of Imin thus alleviates this issue.

Furthermore, the use of rM makes sure we consider intensities within the correctly
imaged circle only (rM ≤ Dimage/2), as given by the window size requirement. rm is
used in cases where the large central peak needs to be omitted.

It is now straight forward to calculate the mean directional power, (5.3):

P̄θ(θarc) =
∑N
n=1 Pθ(n, θarc)

N
(5.3)
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5. Spider vane design

The difference from the mean for each sector is then, (5.4):

∆P (n, θarc) = Pθ(n, θarc)− P̄θ(θarc) (5.4)

We can now define the normalised spike magnitude, (5.5):

SM(θarc) = max{∆P (n, θarc)}|n/P̄θ(θarc) (5.5)

as well as the normalised azimuthal standard deviation, (5.6):

σθ(θarc) =

√
1
N

∑N
n=1 |∆P (n, θarc)|2

P̄θ(θarc)
(5.6)

Here, SM is a measure of the largest intensity in any given direction and thus
effectively describes the magnitude of the intensity spike. σθ on the other hand
describes the general power deviation from the azimuthal mean and thus effectively
becomes a measure of isotropic spread. The most homogeneous intensity spread is
obtained when σθ reaches a minimum, ideally zero. The reason for the normalisation
against the mean is for considering the current amount of power present in the PSF
since it may vary with respect to input parameters such as θarc.

In figure 5.8 σθ is plotted against θarc for the only arm-aperture and full aperture
simulation. For the only arm-case we note that a first minimum is reached for
an arc angle around 67°, slightly larger than π/3 which was originally anticipated.
Meanwhile the full aperture-case shows an extended minimum between 65°− 95°.
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Figure 5.8: Plotted here is the normalised azimuthal standard deviation σθ as
function of arc for the only arm-simulation (blue) and full aperture simulation (or-
ange) for both objectives. The input field is taken as a constant, as should be for
evaluating the PSF. For both 15X and 40X simulation parameters are found in ta-
ble B.1 in appendix B.2 except N = 5000, θarc = [0, π], rm = 0, rM = Dimage/2,
Imin = 1 · 10−6 for full aperture simulation and Imin = 0 for only arms.
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Figure 5.9: Plotted here is the noise filtered normalised azimuthal standard devia-
tion σθ and normalised spike magnitude SM as function of arc angle θarc for the full
aperture 15X objective. The simulation parameters used for obtaining these results
are found in table B.1 in appendix B.2 except N = 5000, w = p(1), θarc = [0, π],
r = p(2), λ = p(3), rm = 0, rM = dimage/2, Imin = 1 · 10−6. The sweep parameters
p(1), p(2) and p(3) are given in table A.1 in appendix A.5. For sweep over λ different
values of a and Dimage were used for each wavelength.

As in the video of section 5.2, the contrast between smoothness of the only arm-
simulation and the full aperture-simulation manifests itself also here considering σθ
as a result of interference. The fluctuations in σθ for the full aperture-case are a
problem when one tries to determine the global minimum. Since the interference
changes rapidly with small scale variations in aperture, such caused by e.g. man-
ufacturing errors in a practical case, simulation sweeps over the affecting system
parameters was done to filter out this interference noise. Simulation data from
sweeps of parameters: inner circular aperture radii ri, arm width w and wavelength
λ was used to calculate interference filtered versions of SM and σθ which are plotted
in figure 5.9. The exact procedure describing how these filtered values are obtained
is presented in appendix A.5.

According to figure 5.9 the optimum arc angle for achieving isotropic intensity lies
in the range of 70°− 90° which corresponds nicely to the smallest intensity spikes as
well from observing SM . Generally, as can also be seen in the video of the previous
section 5.2, the intensity spikes diminish quickly initially with increasing θarc and
eventually relax to minimum values at θarc = 70° − 90° before subtly increasing
again.

Interesting to note is the difference in the shape of σθ between the full aperture
and only arm-cases in that the first exhibits a broad range of θarc for where it is
minimum whilst for the second this only occurs at two distinct points in θarc. The
reason for the extended minimum for the full aperture, from watching the previous
video, is the continuous compensation for the valleys that had been present from
the start. Judging from these figures, 5.8 and 5.9, we can draw two important
conclusions (for the given system parameters): that an arc angle of ≈ 67° produces
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5. Spider vane design

a homogeneous spread of the original intensity spikes due to multi-arm interference
as discussed previously, and that it requires an inhomogeneous spread of the initial
intensity spikes to compensate for the otherwise inhomogeneous azimuthal intensity
variation in order to achieve a total isotropic pattern. In this case θarc = 70° −
90° is required to compensate for the intensity valleys originating from destructive
interference between arm length and circular diffraction patterns.

This observation also explains why there is no minimum in σθ present at arc angles
slightly above 120° for the full aperture simulation while we see a minimum in σθ
at an angle θarc = 2 · 67° = 134° for the only arm simulation in figure 5.8 which
would correspond to an integer m = 2 from the theory presented in the beginning of
this chapter. Effectively, the azimuthally propagating intensity bumps at the spike’s
ends seen in the video are used to fill in the valleys. If the arms are made to arc
another 70° these bumps are further diminished and will not fully compensate the
valleys, hence m > 1 will produce worse results in this regard.

To gain an understanding for the effect of variation in ri, w and λ on the PSF
and the azimuthal intensity spread consider the parameter sweeps in figures 5.10a,
5.10b and 5.11.
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(a) Simulated σθ for parameter sweep
in arm width w ∈ [0.05, 2] mm.
Curves of increasing red colour cor-
respond to increasing value of w.
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red colour correspond to increasing
value of r.

Figure 5.10
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Figure 5.11: Simulated σθ for parameter sweep in wavelength λ ∈ [0.2, 5] µm.
Curves of increasing red colour correspond to increasing value of λ.

Figure 5.10a shows that the same flat minimum in σθ is present for what would
seem all simulated widths w, although at different offsets in σθ. The increasing
minimum value with arm width w compares nicely to the discussion in [1]. If the
central intensity peak decreases proportionally to the arm area squared and the
mean directional power decreases only proportionally to the area then the normalised
mean power will increase proportionally to the area. From section 2.3.2 we recall
that the intensity spike is proportional to the arm area squared which leads to σθ
being proportional to the area ∝ w. Why the trend persists for increasing arc angle
may be due to a more pronounced interference effect from the wider arms effectively
increasing the spread measure.

Although difficult to observe in the plot one may note that the flat minimum is
reached for smaller θarc approaching π/3 for smaller widths. To return to the preced-
ing theoretical optimum arc angle anticipation, a thinner arm make the differential
rectangular element-approximation more correct in the sense that too wide arms
compared to tight arc angles shape the arm closer to a circle sector than a rod. The
fact that the flat minimum range is preserved shows that the intensity spikes and
valleys of the azimuthal intensity variation plots in the video scale proportionally,
which they should considering they originate from the same geometry now varying
in w.

Figure 5.10b in contrast show an initial decrease in σθ with increasing inner ob-
scuration radii ri. This does however make sense since now the arm area decreases
implying the spike intensity decreases proportional to the arm area squared. The
mean power will however increase with increasing ri like what was described for the
previous case in w. Furthermore, we still find a flat minimum though it appears
that its width in θarc has shrunk slightly.

The sweep in λ, plotted in figure 5.11 σθ show to be close to independent to
wavelength other than small scale fluctuations. This is an interesting result since
it does not only show that it suits an achromatic system well but also because the
physical system parameters, while keeping their mutual proportions, can be scaled
up or down in dimensions without affecting the performance, at least for the tested
range of wavelengths.
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5.2.2 Effects on the imaging system

The previous section’s investigation on the angular intensity distribution established
a deeper understanding on the isotropic spread versus arc angle, however, there are
other effects the curved vanes impose on the Schwarzschild imaging system. Here
we introduce a couple of image quality criteria and investigate their relation to arc
angle θarc for use in later optimisation.

First, one evident effect caused by the arcing arms is the increased arm area,
assuming constant width w, which will increase the obscuration of light travelling
through the system. A direct consequence is that the amount of light transmitted
will decrease. Obscuration will therefore be used as an image quality criteria and is
defined as the area of the non-transmissive part of the aperture, normalised to the
case of straight vanes, (5.7):

Qo =
∫∫
|1− p(x, y, θarc)|dxdy∫∫
|1− p(x, y, 0)|dxdy (5.7)

Secondly, we shall define the Strehl ratio as the peak intensity of the PSF nor-
malised to the peak intensity of the PSF produced by a straight vane aperture,
(5.8):

Qs = Max{PSF(θarc)}
Max{PSF(θarc = 0)} (5.8)

The Strehl ratio is a direct measure of the amount of power that hits the focused
spot, which should be all of it for an ideal system. Moreover we can qualify the
system from its spot size, that is, the blur size radius ρs of a focused spot, (5.9):

Qρs =
1

2π
∫
θMin{r(In(θ, θarc) = 1 · 10−3)}dθ

1
2π
∫
θMin{r(In(θ, θarc = 0) = 1 · 10−3)}dθ (5.9)

What (5.9) essentially states is the average radius in direction for which the PSF
has dropped to 1 · 10−3 of its peak value. Conventionally ρs is the distance from the
peak intensity to the first minimum and the reason for an altered definition here is
for simpler numerical evaluation of the spot size. Finally we define the contrast as,
(5.10):

Qc =
∫∫
r≤ρs(θarc) PSF(θarc)dxdy∫∫
r>ρs(θarc) PSF(θarc)dxdy

/∫∫
r≤ρs(θarc=0) PSF(θarc = 0)dxdy∫∫
r>ρs(θarc=0) PSF(θarc = 0)dxdy (5.10)

In words, the contrast is the average intensity found within the spot size relative
to the average intensity found outside, normalised to the straight vane case. For
all image quality values, the normalisation against the straight vane case provides a
direct measure of improvement or degradation relative to the original design. Per-
forming calculations of these image quality values for a simulation over θarc produced
the result of figure 5.12.
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Figure 5.12: The plot shows the image quality values presented in section 5.2.2
as a function of arc angle θarc.For the left y-axis the obscuration (blue), Strehl ratio
(orange) and contrast (yellow) are given. The spot size is plotted toward the right
y-axis in purple. Simulation parameters are found in table B.1 in appendix B.2
except N = 5000, θarc = [0, π], rm = 0, rM = dimage/2, Imin = 1 · 10−6.

What figure 5.12 shows is that all of the concerned image quality values are
degraded with increasing arc angle. However, the degradation appears small and
for the spot size negligible, over the range of θarc which produced a minimum in
σθ according to the previous section. For θarc = 80° the increase in obscuration
is approximately 2%, the decrease in Strehl ratio 1% and in contrast about 3%,
magnitudes that may be affordable in a trade-off against an isotropic PSF.

5.2.2.1 The Modulation transfer function

The effect the curved vanes has on the modulation transfer function of the system is
also of interest to investigate. The MTF for the curved vanes of θarc = 70° is plotted
in figure 5.13a.
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(a) The MTF of the curved vane aper-
ture for θarc = 70° normalised to the
maximum value of the MTF evaluated
for straight vanes, θarc = 0°. The
normalisation in spatial frequency is
made against the largest spatial fre-
quency possible: νmax = 1/λ. Simu-
lation parameters are found in table
B.1 in appendix B.2.
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Figure 5.13

The change in MTF from the straight vane case is visualised in figure 5.13b where
the difference in MTF between the curved and straight vane apertures is plotted,
∆MTF = MTFcurved −MTFstraight.

Note the small values of the difference magnitude which compares to the peak
value as 10−6 implying that the effective change between the two MTFs is in principle
negligible. The plot does show however that the transmittance between spatial
frequencies is shifted between one another due to the curving arms. A general
decrease in MTF value may also be perceived and is further evident in the radially
averaged MTF plot in figure 5.14. Here, the result is obtained as the average MTF
value at each distance ν from the centre and each curve is normalised to its maximum
value. The decrease between straight and curved vane MTF is very small and due to
the increasing arm area with arc angle, causing a smaller throughput of all spatial
frequencies.
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Figure 5.14: Here the azimuthally averaged MTFs are plotted for the curved
vane aperture at θarc = 70° and the straight vane aperture, each normalised to
their respective maximum values. The normalisation in spatial frequency is made in
respect to the largest spatial frequency possible: νmax = 1/λ. Simulation parameters
are found in table B.1 in appendix B.2.

To summarise the investigation on the MTF it can be concluded that the effect of
the curved vanes on the MTF is negligible. The small general degradation is due to
increasing obscuration area, an effect already accounted for in the quality measures
derived in section 5.2.2.

5.2.3 Optimisation
It has already been established what arc angles θarc produce the most isotropic PSF
but the question remains whether this θarc optimises the total device performance,
considering also other image quality values. To answer this the problem was opti-
mised in θarc using a total cost function structured from the individual image quality
values. To account for the benefit of isotropic PSF two additional quality values are
introduced as, (5.11) and (5.12):

Qσθ = σθ(θarc)
σθ(θarc = 0) (5.11)

QSM = SM(θarc)
SM(θarc = 0) (5.12)

Emphasised again, the normalisation against the straight vane case provides a
direct measure of improvement or degradation relative to the original design. This
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normalisation thus effectively equalises the relative improvement or degradation be-
tween quality values and will further determine the expectancy-value of the coming
statistical optimisation study. The total cost is written as, (5.13):

TC(θarc) = woQo − wsQs + wρsQρs − wcQc + wσθQσθ + wSMQSM (5.13)

where the parameters wx are weights for the individual quality values (∑k wk = 1).
A specific set of weights w1,2.. represents a potential user preference. Depending on
what use the Schwarzschild objective will have the different quality measures will
matter differently. If one assigns random weights wx to each of the quality values
and minimises the total cost TC in arc angle θarc a total of 105 times the result in
figure 5.15 is obtained. The randomisation is used to crudely model the realistic
distribution of user preferences.
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Figure 5.15: The distribution of optimal arc angles θarc for linear scale in blue
and logarithmic in orange. Fraction states the number of times a specific θarc was
evaluated optimal relative to the total number of cases Nc = 105. The sampled
points in θarc are spaced as ∆θarc = 1.8°.

If all weights are set equal then TC returns an optimal θarc = 70° which matches
the result in figure 5.15. Moreover, the number of optimal arc angles in the interval
60° < θarc < 80° counts to ≈ 98.8% of the total number of cases. This shows that,
for the normalisation performed here, an arc angle of θarc = 70° optimises the entire
system, which also matches that for obtaining isotropic PSF. It was already evident
from figure 5.12 that the degradation of other quality values was small so the result
comes as no surprise. If we reduce the total cost function to only contain Qo and
Qσθ , two opposing quality values, then the ratio of weights wo/wσθ required for there
to be a larger number of optimal arc angles below 60° is given by figure 5.16.
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Figure 5.16: The relative number of optimal θarc less than 60° (blue) and greater
than 60° (orange) for TC = woQo + wσθQσθ as function of wo/wσθ .

If a user preference considers only obscuration and PSF isotropy as interesting
quality measures they need to evaluate Q0 about 30 times more important than Qσθ

for it to be more beneficial to have an arc angle θarc < 60° according to this result.
There are of course situations where the intensity spikes in the PSF of the original
design do not matter and in such case the use of curved vanes would only degrade the
system performance. However, as is indicated by the optimisation study performed,
it would appear that a majority of user preferences would benefit the most for an
arc angle θarc ≈ 70° taking all quality measures into aspect. Although the power
cost and effect on environmental sustainability has not been explicitly evaluated it
is accounted for in the obscuration and Strehl ratio values, though one can argue
they should be weighted heavier. Even with that considered, the degradation appear
marginal and does not alter our conclusion.

5.3 Gaussian vanes
The idea behind curved support structures originate from the idea of equally dis-
tributing the diffracted intensity per azimuthal angle as was mentioned previously.
Intuitively we can state the following condition for this to occur, (5.14):

const = w
dl

dθ
I(r) (5.14)

(5.14) states that the differential arm element area per subtended azimuthal an-
gle dθ times the incident intensity needs to be constant. For this condition to be
satisfied for a spatially varying intensity we must either allow a spatially varying

41



5. Spider vane design

arm width w = w(r) or a spatially varying arm curvature dl
dθ

= dl
dθ

(r) or both. A
varying arm width in regard to a minimum width for supporting the structure may
result in impractical apertures, especially if the intensity changes over a large range.
Moreover, a varying width causes a change in diffraction pattern, see (2.10), which
contributes to a radial redistribution and thus an azimuthal dependence. With these
things considered this solution appear less attractive. Varying the arm curvature
may also seem impossible for certain intensities, however, if the intensity distribu-
tion is smooth and exhibits only a radial dependence, such as a Gaussian, then the
use of spatially dependent arm curvature may suffice.

The Gaussian beam intensity is described as, (5.15):

I(ρ) = I0 exp
[
− 2ρ2

w2
ρ

]
(5.15)

In (5.15) we note an important parameter being the 1/e2-radius wρ which ren-
ders each Gaussian distribution unique. This implies that there will only be one
vane structure that perfectly matches a given Gaussian distribution. In the case
of the Schwarzschild objective, what we would ideally want is an aperture that ac-
complishes isotropic PSFs for a range of different input intensity distributions. It
is clear that this will not be provided by the Gaussian aperture investigated here.
For the purpose of verifying the truth behind (5.14) and for possible applications
concerning Gaussian beams it is still of interest to study this matter.

Figure 5.17: A
Gaussian aper-
ture for wρ =
r+R

2 .

Because of mathematical complications a close to flat starting
field was considered instead of a spherical cap. System parameters
are: a = 1.28 µm, ri = r = 1.1 mm, Ri = R = 2.8 mm, λ =
543 nm, N = 7000, Dimage = 6 mm, R0 = 200 mm, rm = 0,
rM = Dimage/2, w = 0.212 mm, Imin = 0, θarc = 70°. The choice
of arc angle θarc = 70° is based on the assumption that it will
generate an isotropic PSF like it had in the case for constant
curvature vanes. For a rigorous study one should perform an
additional analysis on optimal arc angle for gaussian vanes.

By setting wρ = r+R
2 and solving for l(r) using (5.14) and

(5.15) the aperture shape shown in figure 5.17 was generated.
The procedure for calculating the arm shape l(r) given a specific
wρ is described in appendix A.6.

Using this aperture (calculated for compensating wρ = 1.99 mm) a series of simu-
lations where the beam radius wρ is altered was performed. The result is visualised
in the form of the video below, see the top row, where the normalised starting field
f2 = f1p(r), the azimuthal intensity variation as well as the PSF is plotted. The
current simulated wρ is stated in the legend of the azimuthal intensity variation
plot. Along the simulation results provided by the video the normalised azimuthal
standard deviation σθ was evaluated for the different input fields. The result is
presented in figure 5.18.
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Figure 5.18: σθ as function of wρ for each input Gaussian distributed intensity.

Both from watching the video and from viewing the figure it is clear that an input
beam radius of wρ ≈ 2 mm yields the most isotropic spread which is very close to
the radius wρ = 1.99 mm the aperture was designed for. The possible reasons why
the simulated optimum does not exactly coincide with the anticipated value may be
due to the simplification made in the method of obtaining the aperture shape, see
appendix A.6, that θarc = 70° is not optimal for gaussian vanes or most likely, the
small reduction of arc angle due to the width w that is inherent to how the aperture
was generated. Nevertheless, the difference is small and it seem safe to say that
the condition in (5.14) holds and may be used to generate vanes for the purpose of
achieving isotropic PSF for a Gaussian beam of certain wρ.
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5.3.1 Snake vanes
One idea of aperture shape that might accommodate both constant input fields and
more spatially varying fields, such as Gaussian beams, is simulated in the bottom
row in the video above. The aperture consists of a number of constant curvature
vanes stacked along each arm, each curve of an arc angle of θarc = 70°, as was
optimal according to the previous sections. Theoretically, for a constant input field,
each curve on each of the arms should diffract the intensity isotropically, hence the
requirement for constant amplitude input fields should be satisfied. Moreover, since
with more curves per arm, the intensity of a spatially dependent field should not
change as rapidly per change in arc angle because the curvature is more intense. This
would imply that even though the condition in (5.14) is not satisfied, the intensity
would be more isotropically diffracted than for a single arm curve of θarc = 70°.
This, so called snake vane aperture is thus anticipated to account for a wider range
of input fields, given that the number of arcs per arm is an integer.

However, as can be seen in the video, and the plot of σθ in figure 5.19 the optimum
number of arcs lands on 1. The reason why this idea breaks down is the requirement
on a constant arm width w which causes arms with many arcs to assume the shape of
circle sectors in contrast to thin rods which the principle of curved vanes required,
hence we acquire the speckled pattern for the largest number of arms which is
far from what we desire. If instead we assume w dl

dθ
= const such that the arm

gets thinner with increasing number of arcs then this aperture type should perform
better. In a practical system we do require a minimum w which effectively ruins
this approach and although a Schwarzschild system may not benefit from a snake
vane aperture they may find use in other applications. A further analysis should be
employed if such is considered.
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Snake vane

Figure 5.19: σθ as function of the number of arcs per arm, given in the video as
”# of arms”. The input field was in this case a Gaussian beam of radius wρ = 1.99
mm.

The simulation parameters for the snake vane simulations are the same as for
the Gaussian vane, except varying number of arcs, constant curvature and constant
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input field.
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6
Physical implementation

In chapter 5 the aperture function p(x, y) was optimised in respect to various image
quality criteria and for the implementation in the Schwarzschild objective a constant
curvature spider vane of arc angle θarc = 70° was considered to yield the best perfor-
mance. The aperture function p is however just a 2-dimensional surface representing
the radial projection from the support structure onto the starting surface, remem-
ber section 4.3.3. This chapter deals with the relation between the 3D spider vane
structure and the aperture function p as well as the constraints on the geometry
with regard to manufacture capabilities and stability requirements.

6.1 From 2D to 3D

The supports for the secondary mirror of the objective lie in a plane perpendicular
to the optic axis where they connect to the barrel of the device, see figure 4.6a. This
setup minimises the size of the support structure and effectively provides the most
stability. The intention is thus to keep the new design under the same requirements,
that it should be bound by two parallel planes separated by a thickness t which
measures 3 mm for 15X and 1.3 mm for 40X. The exact geometry required for
obtaining the desired aperture function p is easily found by projecting the aperture
p along the radial lines converging in the focal point, from the spherical surface onto
the two parallel planes, see figure 6.1.
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d
d

dt

b

t

Figure 6.1: An illustration of the radial projection of p from the spherical sur-
face onto the parallel planes bounding the 3D spider vane structure. The spherical
aperture is given in yellow, the top plane aperture projection in light blue and the
bottom plane aperture projection in blue. The thickness of the structure is t, the
difference between physical inner and outer circular structures d = Ri − ri, the dif-
ference between top plane aperture projection inner and outer circular obscurations
dt and for the bottom plane db. The thin black dashed lines represent radial lines.

The 3-dimensional solid structure that contributes the aperture function p on the
spherical surface is thus the aperture projections on the parallel planes attached
together by the radial lines as visualised in the figure. One implication this bears is
the different sizes of arms on the two planes. Not only will the arm length shrink
but so also the width when the projection approaches the focal point. This is seen
in figure 6.1 and is further emphasised in figure 6.2 and 6.3.
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Figure 6.2: A side view of the Schwarzschild aperture. The secondary mirror is
mounted on a cylindric island which is connected via arms to the annular barrel.
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Figure 6.3:
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As is clear from figure 6.2 the arm lengths dt and db for either
projection does not span the entire distance between the mirror
mount and the barrel. It is over these lengths the arc angle θarc
need to be subtended since the rest of the arm is outside the ray
path. The arms still need to connect both sides anyhow and how
one wishes to shape the rest of the arm is unimportant to the
diffraction problem. As an example one could continue the arc-
ing or use a straight finish. If the structure is small to begin with
and the projection lengths become very small it may be challeng-
ing to realise the desired structure depending on the method of
manufacture. In this project, the prototype spider vane struc-
ture design was aimed for fabrication using a cutting wire. The
wire, usually with radii in tenth of millimeters, is unable to cre-
ate sharp edges as it cuts out the material, which implies that
close to the connects the curves will be more rounded, effectively
reducing the available space for the necessary θarc arc. This issue
is more apparent for smaller objectives and objectives with larger
NA, both conditions met by the 40X objective investigated here.

The arm width w is also subject to decrease relative the spher-
ical surface and more importantly, as the distance between dif-
ferent points P on the spherical surface and corresponding pro-
jection points p on the planar surfaces is not constant (see figure 6.2), w will be
non-constant on the projected apertures. Projection scales with distance, see fig-
ure 6.3, thus the projected aperture arm will be widest by the central mirror and
smallest at the barrel. As there is a minimum width w = wmin required for the
arm to stay sufficiently rigid it must therefore be located by the barrel. Note that
a thickness t > 0 will cause the bottom projection to have an even smaller width
w and the minimum required width therefore refers to one of the two projections.
For the spherical aperture to be constant in width the arm width needs to increase
toward the central mirror, causing more obscuration than what would be the case if
w = wmin along the entire arm. If w = wmin along the whole arm is employed, then
the width w = w(θ) at the spherical surface would read, (6.1):

w(θ) ≈ R

Z
cos θ (6.1)

Here, R is the radial distance to the spherical surface, Z = L+ t if w is referenced
to the top planar projection and θ is the same coordinate providing θ1 & θ2 in figure
6.2. For the principle of curved vanes to not break down because of this varying arm
width the arm curvature needs to change such that (5.14) is not violated, considering
a constant intensity. Effectively, this requires the curvature per length to increase
toward the central mirror such that the width variation in (6.1) is compensated
everywhere.

If this is accounted for then one would find the optimal geometry for the system
of interest, however, the complexity of the mathematics describing this geometry
is in itself inconvenient and for the manufacturing cumbersome or even impossible.
A simple description of the system is thus appreciated on many levels and if the
reduction in quality is negligible it would serve as the best solution.
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6.2 Planar approximation
One simplification, which was already mentioned in section 5.2, is to use a constant
curvature vane in a planar surface instead of a spherical, that is, to use figure 5.4
instead of figure 5.5. If the numerical aperture is not too large and thickness t
not too thick then one can safely apply this planar aperture to one of the planes
bounding the structure and the other as the radial projection, without inferring
large errors on the spherical surface projection. Note that not only the arm width
w will be varying on the sphere but also the curvature of the spherical arm as a
consequence of this choice. If the curvature in the planar surface is taken constant
then the curvature projected onto the sphere will increase in intensity towards the
barrel which will add to the violation of (5.14) as w(θ) dl

dθ′ ∝ cos3 θ.
Sticking with the constant curvature planar approach, it is of interest to verify if

an arc angle of θarc = 70° is still optimal for isotropic spread. A simulation over θarc
for the planar arm aperture was made and the resulting σθ is plotted versus θarc in
figure 6.4.
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Figure 6.4: The normalised azimuthal standard deviation as function of arc angle
for the 15X (blue) and 40X (orange) Schwarzschild objectives. Simulation parame-
ters are found in table B.1 in appendix B.2 except N = 5000 (15X only), θarc = [0, π],
rm = 0, rM = Dimage/2, Imin = 1 · 10−6.

The result of figure 6.4 shows once again that an arc angle around θarc = 70°
produces the most isotropic spread, in this case also when employing the planar
constant curvature vane. As this simplified approach also allows us to keep the arm
width w constant such that w = wmin over the entire arm we also gain in other
quality measures such as obscuration, Strehl ratio and contrast since all of them are
directly related to the obscuration area. The value of σθ also seems on par with
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what was simulated for the spherical case.
For the exact intensity distribution caused by the planar aperture case consider

figure 6.5 which shows the simulated PSF for the 40X.

PSF, 40X planar const. curvature
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Figure 6.5: The PSF generated for the 40X objective employing the planar ap-
proximation. Simulation parameters are found in table B.1 in appendix B.2 except
θarc = 70°, rm = 0, rM = dimage/2, Imin = 1 · 10−6.

Figure 6.6: The composite im-
age of a planar approximated
aperture arm on the top pla-
nar surface (green + black) and
the spherical constant curvature
aperture arm radially projected
onto the top planar surface (red +
black), this time with same width
w on their corresponding surfaces
which meet at the barrel, hence
same width there.

The plot conveys a PSF which looks almost
perfectly isotropic. The subtle change in az-
imuth is probably a combination of minor de-
viation in optimum arc angle and the non ideal
aperture shape. The nonideal aperture shape is
moreover compared to that of a spherical pro-
jection onto the same top planar surface, see fig-
ure 6.6. Here one can see the exact difference
between the two apertures and from this depic-
tion, concerning the most sensitive case being
the 40X objective, it is clear that the shapes are
quite similar. The order of difference might even
be of the same magnitude as eventual fabrica-
tion errors. Thus, considering the two objectives
investigated in this work, the planar approxi-
mation may very well suffice. For objectives of
larger NA, thickness and where even better per-
formance is desired, one should stick with the
spherical constant curvature vanes.

As a throwback to the previously mentioned
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6. Physical implementation

implementation of curved vanes in [21] we will discuss how this design compares
to the design that has been developed in this work. First, in [21] the 2D aperture
employs a constant curvature vane in the planar approximation of arc angle θarc =
60°. Based on the investigation in chapter 5 we know that an arc angle of θarc =
70° provide further reduction of intensity spikes. Furthermore, to obtain the 3D
structure in [21] the 2D aperture is simply expanded along the optic axis until
it measures the desired thickness. It thus exhibit a cylindrical symmetry instead
of being radially projected to compensate for the focused ray trajectories inside
the microscope objective. The cylindrical symmetry of spider vanes is common in
reflective telescopes since there, the obscured ray trajectories are instead parallel
which is the main difference compared to a focused system. In the case of reflective
microscope objectives, the consequence of not performing the radial projection is a
larger obtained obscuration. This in turn results in degraded image quality measures
despite that the aperture provides the same support as the width and thickness are
the same. Also, the PSF will end up not being fully isotropic due to the effective
varying arm width of the aperture shadow.

6.3 Implementation cost
Compared to the original design it is clear that the new proposed geometry con-
tributes in complexity for conventional fabrication techniques. This will most cer-
tainly imply an increased production time and cost which will result in larger ex-
penses considering both economically and with respect to environmental sustain-
ability. These effects may already be considered at the optimisation stage for a
broader evaluation to be performed. The exact implications on manufacture for
the new type of design have not been investigated however and therefore no such
analysis has been made. Nevertheless, since the optimisation was quite supportive
of the proposed design which furthermore was possible to employ using wire cut-
ting, a conventional fabrication technique, one should feel relatively secure in the
implementation, given that the prototype testing verifies the anticipated results.
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7
Prototype testing

Now that the spider vane design has undergone a thorough theoretical and numerical
investigation it is of major interest to experimentally verify its anticipated qualities.
This chapter outlines the experimental testing of a 15X prototype objective employ-
ing the planar constant curvature spider vane with an arc angle of θarc = 60°, see
figure 7.1b. Measurements on the original straight vane design, in figure 7.1a, are
also covered for comparison. Again, the equipment used for obtaining the measured
data is presented in appendix B.1 along with photos of the setup.

(a) A photo of the straight vane ob-
jective.

(b) A photo of the curved vane objec-
tive.

Figure 7.1

7.1 Measurement
For extracting the various image quality measures of interest and for comparison to
the original design the PSF for both 15X objectives, straight vane design and curved
vane design, was captured using ”setup B” shown in figure 3.1 and by following the
methodology described in chapter 3 and section 4.3.3. Note that the choice of
θarc = 60° was based on the original curved vane principle predicting an angle of
π/3 radians to give most spread of the intensity spikes and was done prior to the
discovery of anticipated optimal arc angle θarc = 70°.

The measured PSF for the original straight vane design is given in figure 7.2a next
to figure 7.2b which shows the simulated PSF for the same system. In figure 7.2c and
7.2d the measured and simulated PSF for the new curved vane design are plotted
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7. Prototype testing

respectively. The PSFs are normalised to their peak intensity. The simulated PSF
was multiplied by a magnification factor of M = 60 for obtaining the PSF* used for
comparison to measurements.

PSF, straight vanes, measured
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(a) The measured PSF for the straight
vane 15X Schwarzschild objective.

PSF, straight vanes, simulation
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(b) The simulated PSF for the straight
vane 15X Schwarzschild objective.

PSF, curved vanes, measured
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(c) The measured PSF for the curved vane
15X Schwarzschild objective.

PSF, curved vanes, simulation
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(d) The simulated PSF for the curved
vane 15X Schwarzschild objective.

Figure 7.2: Simulation parameters are found in table B.1 in appendix B.2 except
θarc = 0° and w = 0.9 mm for figures 7.2a and 7.2b, θarc = 60° for figures 7.2c and
7.2d, beam width wρ = 3.7 mm and a = 4.7138 µm.

To further visualise the azimuhal PSF variation the azimuthal intensity distribu-
tion is plotted in figure 7.3 for the measured and simulated straight vane PSF and
in 7.4 for the measured and simulated curved vane PSF. The directional power is
given by (5.2) using Imin = 1 · 10−6, rm = 0 and rM =the distance to the closest
window edge for each measurement.
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Figure 7.3: The azimuthal intensity variation of the measured straight vane PSF
(blue) and the simulated straight vane PSF (orange). The directional powers have
been normalised to the maximum value on the graph for each plot respectively.
Simulation has been offset somewhat in azimuth angle to better coincide with the
measured data.
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Figure 7.4: The azimuthal intensity variation of the measured curved vane PSF
(blue) and the simulated curved vane PSF (orange). The directional powers have
been normalised to the maximum value on the graph for each plot respectively.
Simulation has been offset somewhat in azimuth angle to better coincide with the
measured data.
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By comparing the measured PSFs, figure 7.2a vs 7.2c and 7.3 vs 7.4, it is clear
that the effect of the curved vane helps reduce the peak intensities present for the
original design. Azimuthal variation is still observed for the curved vane PSF but
its presence is anticipated since the arc angle employed is θarc = 60° and not 70°
which was shown to yield isotropic spread (compare with the first video presented
in section 5.2). Furthermore, the input field used in the experiment is not constant
but a Gaussian beam which will contribute slightly to azimuthal anisotropy. The
fact that it should produce a non-isotropic diffraction pattern is also supported by
the simulated PSF in figure 7.2d.

Comparing each measured PSF to its associate simulated PSF show that the off-
center intensity relative to the peak intensity is larger for each of the measured
PSFs than what is numerically predicted. Note that no intensity scaling has been
applied to these simulated PSFs, contrary to what was done in the comparison
between experiment and simulation presented in section 4.3.3 for figures 4.7 and
4.8. One reasoning behind this scaling presented then is the same as why we obtain
similar results now: the difficulty of manually aligning the secondary imaging system
to the focal point along the optic axis. Using a live PSF cross-section plot in the
camera software the distance to the secondary imaging system could be altered until
peak intensity was achieved, though, due to vibrations large intensity fluctuations
disturbed the alignment process. The power delivered by the laser source was also
varying with time which added to the challenge. If the PSF is captured off-focus the
peak power will decrease while the total throughput will remain the same, thus the
surrounding intensity appear larger due to the choice of peak normalisation. This
uncertainty in focusing will further infer large uncertainty in the measured quality
values evaluated from the peak intensity.

Another unanticipated observation is the long scale azimuthal intensity variation
present in the measured PSFs shown in figures 7.3 and 7.4. From previous obser-
vations it is established that an aperture of 2π/3-rotational symmetry produces a
PSF of π/3-rotational symmetry and therefore we expect the diffraction pattern to
be periodic with angle of periodicity θ = 60°. Though there is some π/3-periodicity
present, it is far from perfect, which most likely is a cause of angular misalignment
between the Schwarzschild objective and the secondary imaging system. This effect
poses as a problem for the evaluation of the spike magnitude and azimuthal stan-
dard deviation, therefore, to compensate for the large angle intensity inhomogeneity
these values were evaluated for each 60°-sector separately before being averaged into
the final measured σθ and SM . This method is presumed to give a better measure of
these values despite the uneven intensity since we from theory know each 60°-sector
should look the same. These measures along with the other measured quality values
are presented in table 7.1 for the straight and curved vane objectives. The Strehl
ratio was calculated as Qs = Tc

Ts
Ps
Pc
, the subscript ”s” indicate straight vane case and

”c” curved vane case, the power transmittance is T and the total captured power by
the CCD camera P . The transmittance was measured using an optical power meter
by taking the ratio of the power transmitted through the objective to the power
incident. The total power P was the sum of the normalised intensity captured by
the camera. The measured obscuration is here estimated as Q′o = Tc

Ts
.

One important note when comparing between the two objectives is the fact that
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7. Prototype testing

the curved vane system used a thinner arm width of w = 0.7 mm compared to the
straight vane case using w = 0.9 mm. This has effect on most Q-values in that the
obscuration area is in fact smaller for the curved vanes, opposite of what we would
have if the arm width is the same for both systems.

Table 7.1: Measured quantities (M) and simulated (S) for the prototype testing
performed. Quality values (Q) are always normalised to the respective straight vane
case M or S. The value Q′o is similar to Qo but with |1 − p| replaced by p in the
integrands of (5.7).

Straight vanes, M Curved vanes, M Straight vanes, S Curved vanes, S
σθ 0.3786 0.1951 0.5906 0.1597
SM 1.0412 0.4589 1.7346 0.2757
Qs 1 1.0352 1 1.0507
Qc 1 1.0614 1 1.0323
Qρs 1 1.0008 1 0.998
Q′o 1 1.0152 1 1.0075

The table confirms the already observed improvement in σθ and SM from straight
to curved vanes. There is however a noticeable deviation between measurements
and simulations. Possible reasons include the already mentioned sources of error in
the measurement setup but also, the choice of low Imin = 1 ·10−6. Despite extending
the intensity range by stacking images the noise floor was not suppressed below this
minimum intensity and further filtered away from the measurements, meaning that
a smaller part of the PSF was considered compared to simulations. Also, if unlucky,
stray light being reflected against poorly colour coated elements inside the objective
may have ended up in the PSF, causing issues that are not taken into account in
simulations. The same goes for possible phase variations across the input beam and
other potential diffractive effects inside the objective.

The rest of the measured quantities do compare reasonably well to the simulated
values, though, since they depend on the captured peak intensity, due to the nor-
malisation, they are accompanied by a large uncertainty. We can thus not conclude
more than that they hint toward the simulation being correct in terms of the small
change in these quality values with respect to the investigated change in spider vane
design.

Due to the sensitive alignment of the experiment sufficient precision and accu-
racy was not achieved for, with high certainty, verify the anticipated behaviour of
the quality values Qs, Qc, Qρs and Q′o. However, the results clearly shows an im-
provement in σθ and SM indicating a more isotropic intensity distribution. The
measurement uncertainties could have been minimised by performing further mea-
surements to assure that the peak intensity is captured, for both objectives. With
the current setup this would have taken long time and a possible improvement for
alleviating this issue would be to incorporate a live peak intensity tracker and pos-
sibly an automatic focusing system. For a better comparison between measurement
and simulation in terms of σθ and SM the setup could have been further refined to
eliminate stray light through the objective and the characteristic of the input beam
could have been measured for a more robust simulation to be performed.
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8
Conclusion

In this work, the diffractive effects of the secondary mirror support structure in re-
flective microscope objectives have been theoretically, numerically and experimen-
tally investigated. A sufficiently precise simulation method was developed for use in
large numerical aperture systems, i.e for focusing systems with strongly non-parallel
light propagation, and proved applicable for diffraction modelling of the investigated
15X and 40X Schwarzschild objectives. Based on theory and practical considerations
regarding feasible manufacturing methods it was concluded that the use of curved
spider vanes is the most suitable approach for mitigating the undesired intensity
spikes caused by straight support structures. In terms of both structure stability
and how well a circularly symmetric PSF is obtained the spider vane design of three
arms, each employing a constant curvature of total subtended angle θarc = 70− 90°
was found to outperform other investigated designs. Additionally, with respect to
various potential user preferences a numerical optimisation against other image qual-
ity criteria of interest was carried out and resulted in an optimal constant curvature
spider vane design employing θarc ≈ 70°. Effects on environmental sustainability
were not sufficiently analysed but are anticipated to be negligible.

A more general principle of curved vanes, which also accounts for spatially varying
field amplitudes was developed. Based on the analysis on constant curvature vanes
the developed principle was verified by simulation to produce close to optimal results
in the case of diffraction of Gaussian amplitude distributed optical fields. This by
using a curved structure designed to compensate a specific input field.

The practical implementations of the optimal aperture function were investigated
for objectives with curved spider vanes and the 3D support structure is simply
generated by taking the light ray-projection of the desired aperture. This was shown
to make the fabrication of large NA objectives challenging.

In aim of experimentally verifying the proposed qualities of the curved vane de-
sign and for comparison to the original design an experimental setup for measuring
the PSF was constructed. The 15X Schwarzschild objective using a curved vane
support structure with θarc = 60° was experimentally verified to provide consider-
able improvement in circular symmetry of the PSF compared to the objective with
straight support structure. Other measured image quality values indicated that the
new design maintains the desired properties of the original design but the mea-
surements are accompanied by considerable uncertainty. Additional measurements
and possible improvements in the experiment setup are needed to provide definite
verification of overall improved performance regarding the new design.

Although not considered in this study, future work may investigate more thor-
oughly what effect curved vanes have on non-central imaging. Tilting the aperture
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8. Conclusion

slightly would remove the constant curvature seen by the transmitted light and cause
anisotropies in the PSF. However, the image size is quite small and such effects are
anticipated to be small. A PSF sweep through the field of focus might also be of
interest to observe the effect curved vanes have on unfocused images. Investigat-
ing stray light propagating through the objective can also be of interest to explain
difference between measurement and simulation.
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A
Appendix 1

A.1 Details on the numerical propagation method
This section provides additional material on the numerical method employed in the
project work. The derivation of the propagation method is presented in section
A.1.1, the constraints on sampling are described in section A.1.2, the treatment of
numerical window size is outlined in section A.1.3

A.1.1 Derivation of the output field for the spherical to pla-
nar Huygen-Fresnel principle

The geometry that is used and the respective coordinates are shown in figure 4.1. We
start from the Huygen-Fresnel integral, presented in section 2.3.1, which is repeated
here for convenience (A.1):

g(pi) = −i2λ

∫
S
f(po)

eikr
′

r′
(1 + cosχ)dS (A.1)

Here, g is the field in pi and f is the field in po. S is the surface of integration
(object plane) defined as r = constant, θ ≤ θmax in spherical coordinates centered in
focus and dS = r2 sin θdθdφ is the corresponding differential area element. In (A.1)
it is assumed the phase front of f coincides with S (see χ in figure 4.1). We will use
the coordinates u, v to describe points pi in the image plane and coordinates x, y, z
to describe points po in the object plane:

po =


z = r cos θ
y = r sin θ sinφ
x = r sin θ cosφ

, pi =


u(= x)
v(= y)
ρ =

√
(u2 + v2)

(A.2)

Using the law of cosines we have:

ρ2 = R2 + r′2 − 2Rr′ cosχ (A.3)

⇒ cosχ = R2 + r′2 − ρ2

2Rr′ (A.4)

The distance between po and pi can be written as in (A.5):

r′ =
√

(r sin θ cosφ− u)2 + (r sin θ sinφ− v)2 + r2 cos2 θ (A.5)

I



A. Appendix 1

which, using r = R, ∀p0 ∈ S, can be rewritten into (A.6)

r′ =
√
R2 + ρ2 − 2R(u sin θ cosφ+ v sin θ sinφ)

= R

√
1 + ρ2

R2 −
2
R

(u sin θ cosφ+ v sin θ sinφ) (A.6)

We expand (A.6) in a taylor series and take the first two terms
√

1 + x = 1 +
x/2− x2/8 + .., arriving at (A.7).

r′ = R + ρ2

2R − (u sin θ cosφ+ v sin θ sinφ) (A.7)

As ρmax << R is likely in our geometry we can approximate r′ ≈ R except for in
the phase factor eikr′ which we can now rewrite as in (A.8)

eikr
′ = eikReik

ρ2
2R e−i2π(uνx+vνy) (A.8)

Figure A.1: The square sampling grid
projected along ẑ onto the spherical start-
ing surface S. Since the samples on the
surface S are not equidistant from each
other it is required to consider the rela-
tion between dS and dS ′.

y
x

dS
S

S'

R

dS'

� �

dS

dS'

z

Only the last factor in (A.8) is inte-
grated, which we recognise as a fourier
transform in the coordinates νx =
sin θ cosφ

λ
= x

Rλ
and νy = sin θ sinφ

λ
= y

Rλ
.

To obtain the fourier transform we need
to rewrite the area element dS in terms
of the differential elements dνz and dνx.
Rewriting dS in cartesian coordinates
dνx and dνy is also convenient consider-
ing the accommodation of matrix sam-
pling used in the numerical software.
Assuming sufficient sampling we note
from figure A.1 the following relation-
ship:

dS cos θ = dS ′, where:

dS ′ = dxdy

cos θ = z
R

(A.9)
and using the following relations:

x = Rλνx

dx = Rλdνx

y = Rλνy

dy = Rλdνy

(A.10)

we arrive at the expression for dS
(A.11):

dS = dνxdνyR
2λ√

1
λ2 − ν2

x − ν2
y

(A.11)
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From (A.11) and figure A.1 we note that a compensation in magnitude is applied
as a consequence of the spherical to planar mapping.

The integral in (A.1) can now be written as in (A.12):

g(u, v) = −iR
2

2 eikReik
u2+v2

2R

∫
S

f(νx, νy)√
1
λ2 − ν2

x − ν2
y

(1 + cosχ)
r′

e−i2π(uνx+vνy)dνxdνy

(A.12)
Using the approximations: r′ ≈ R and cosχ ≈ 1 which require ρmax << R the

integral is further simplified to (4.1):

g(u, v) = −iReikReik
u2+v2

2R F

 f(νx, νy)√
1
λ2 − ν2

x − ν2
y

(u, v) (A.13)

The integral in (A.12) adopts the shape of the fourier transform if the field f is
zero outside the surface of integration S.

The backward relation is given by (A.14):

f(νx, νy) =
ie−ikR

√
1
λ2 − ν2

x − ν2
y

R
F−1

g(u, v)e−ik
u2+v2

2R

(νx, νy) (A.14)

A.1.1.1 Test of validity

In order to neglect higher order terms in the expansion of (A.5) we require that
they are sufficiently small. We will here investigate whether the third term in the
expansion can be neglected considering the geometry and wavelength of interest.
The third term in the expansion of r′ is given in (A.15)

r′3 = −R8

[
ρ4

R4 + 4
R2 (u sin θ cosφ+ v sin θ sinφ)2 − 4ρ2

R3 (u sin θ cosφ+ v sin θ sinφ)
]

(A.15)
Assuming worst case scenario, taking v = 0, ρ = ρmax and θ = θmax and the

following parameter values to form an example: λ = 543 nm, R = 25 mm, ρmax =
100 µm and sin θmax = 1/2. The phase contribution from the three terms is thus:

kr′3
π

=


ρ4

max
4λR3 = 2.95 · 10−6 << 1
ρ2

max sin2 θmax
λR

= 0.1842 < 1
ρ3

max sin θmax
λR2 = 1.4733 · 10−3 << 1

(A.16)

Ideally each of the terms in (A.16) should be much smaller than one. The above
example might lie in the limit of what one can allow. We now proceed with com-
paring to the fresnel approximation in the planar geometry, the third term in the
expansion is:

r′p3 = −1
8L3

[
(x− u)4 + (y − v)4 − 2(x− u)2(y − v)2

]
(A.17)
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For worst case we can assume y = v = 0 and using R = L, (x − u)max =
R sin θmax cosφ− ρmax we get kr′p3 /π = (L sin θmax cosφ− ρmax)4/4λL3 ≈ 670 >> 1.

For the same geometry and wavelength in this example it appears that the spher-
ical to planar propagation method seem relatively safe to use in contrary to the
ordinary Fresnel approximation.

A.1.2 Sampling requirement on the numerical method
Enough samples are required as to sufficiently replicate the contribution from all
spherical waves emitted by the object plane. Thus we sample such that the phase
difference between two waves from any neighbouring points on the object plane is
less than απ when they interfere in any point in the image plane. Consider figure
A.2.

r'

x,u

z

y,v

p
m

p
i

m

r'm+1

p
m+1

Figure A.2: Two neighbouring sample points. Their waves interfere in a point pi.

We require that k|r′m+1 − r′m| < απ. This is true for a phase front coinciding
with the object plane, any other phase front will require another analysis, and most
likely more samples. Seeing as the object plane is focused in the center of the image
plane the largest phase difference between neighbouring points will be obtained for
ρ = ρmax. Using this we can express the worst case phase difference as in (A.18)
(taking y = v = 0):

∆Φ = k

∣∣∣∣√R2 + ρ2
max − 2xm+1ρmax −

√
R2 + ρ2

max − 2xmρmax

∣∣∣∣ (A.18)

Let δ be the sampling distance, then xn = nδ where n ∈ Z. We find the worst
case when ∂∆Φ/∂n = 0. Carrying out the calculation show that there is no local
maximum or minimum, that is, ∂∆Φ/∂n 6= 0,∀n. Instead we have to examine the
edge cases:

απ > ∆Φ = k
∣∣∣∣√R2 + ρ2

max − 2(M − 1)δρmax −
√
R2 + ρ2

max − 2Mδρmax

∣∣∣∣ (A.19)

We can substitute M using the maximum aperture diameter in the object plane
D, M = D

2δ . We get
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απ > k

∣∣∣∣√R2 + ρ2
max − 2(D/2− δ)ρmax −

√
R2 + ρ2

max −Dρmax

∣∣∣∣ (A.20)

Solving for δ gives (A.21)

δ ≤
∣∣∣∣ 1
2ρmax

[
Dρmax +

(
αλ/2 +

√
R2 + ρ2

max −Dρmax

)2

−R2 − ρ2
max

]∣∣∣∣ (A.21)

Note that in (A.21) ρmax can be negative which is the case shown in figure A.2. As
an example, for a system of the following parameter values: α = 0.1, D = 20 mm,
λ = 543 nm, R = 25 mm, ρmax = 100 µm and sin θmax = 1/2 we have δ = 6.78 µm
for 0 < ρmax and δ = 6.80 µm for ρmax < 0. The farthest distance between two
neighbouring samples must not exceed δ ≤ 6.78 µm. For a square grid of samples this
distance corresponds to the diagonal between neighbouring elements. The distance
a between each sample along the columns and rows of the array must thus satisfy
(A.22):

a ≤ δ√
2

(A.22)

We now compare with the required sampling distance for a planar wave in a
planar objection plane. The worst case is obtained for propagation between points
on opposite sides of the planes. The phase difference is (here 0 < ρmax):

∆Φ = k
∣∣∣∣√L2 + (ρmax + (D/2− δ))2 −

√
L2 + (ρmax +D/2)2

∣∣∣∣ (A.23)

Solving for δ gives

δ ≤ D

2 −
[√

(
√
L2 + (ρmax +D/2)2 − αλ/2)2 − L2 − ρmax

]
(A.24)

which, using the same parameter values as above, give δ = 72.5 nm. This is the
situation you end up in when attempting the angular spectrum propagation method
for the given system parameters. The array size required to cover the aperture
D = 2 cm is (

√
2D
δ

)2 = (≈ 390 · 103)2 vs (≈ 4200)2 for the spherical starting surface.

A.1.3 Numerical window size requirements
For evaluation of the fourier transform given in (4.1) N is taken as an even number
and the coordinate x = 0, y = 0 is sampled in position (r,c)=(N/2+1,N/2+1) in the
array.

To avoid aliasing due to larger spatial frequencies folding in at the edges of our
numerical window we need to analyse again the geometry. The samples constitute a
square grid with uniformly separated points in νx-νy-space which is a cartesian-like
system. This implicates that the samples are nonuniformly spaced on the spherical
object surface. The spacing will be closest on the spherical surface where it is tangent
to the u-v plane. The derived maximum sampling distance in the previous section
corresponds to the diagonal distance between sample points in a square grid. Thus
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the shortest distance between samples in the square grid is a = δ/
√

2. The Nyquist
criterion then gives the largest sampled spatial frequency as νmax = 1/2a.

In general, the largest sampled spatial frequency in each point is approximately
given by νmax(θ) = 1/2Rdθ if the number of samples is large and the distance R is
large (see figure 4.1). Note however that θ used in this derivation refers to figure A.3
and is not the same. Using the relations in (A.2) the expression can be rewritten as
νmax(θ) = sin θ/2a. The angle at which the maximum spatial frequency propagates
relative to the normal of the spherical surface the grid points interpolate, in each
point, is:

θ′max = arcsin(λνmax(θ)) (A.25)

We now aim to find the maximum distance l from the center of the image plane
to which a sampled spatial frequency can propagate. Consider figure A.3.

θ

R

θ'
max

l
θ'
max

θ'
max

a

Rdθ

Figure A.3: Representation of the window size problem.

It is sufficient to analyse the problem considering θ′max to one side only if solving
for all θ for π−Φ ≤ θ ≤ π+ Φ where Φ = arcsin(Daperture/2R). We can express the
maximum length as in (A.26):

l(θ) = |R sin θ tan(θ′max + π

2 − θ)−R cos θ| (A.26)

Evaluating (A.26) numerically for R = 25.6 mm, a = 4.9 µm and Daperture =
18.8 mm yields a maximum of lmax = 1.448 mm for the points on the object surface
edges (as depicted in figure A.3).

In the image plane, our diameter (area) of interest is Dimage. We wish not for
larger spatial frequencies that reenters the numerical window upon exit to reach this
area. To accommodate for this requirement it is sufficient to choose a grid size Dgrid

in the image plane that obeys:

Dillum +Dimage

2 ≤ Dgrid (A.27)

where Dillum = 2lmax. At equality, the reentered frequencies just reach the edge of
the area of interest. Using a numerical FFT for solving (4.1) will result in a field at
the image plane sampled at points separated with a distance b according to (A.28):
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b = Rλ

Na
(A.28)

where N is the number of samples along one side of the grid. The grid diameter
in the image plane can thus be written as Dgrid = Nb = Rλ/a. For our sampling
distance we thus have two requirements to fulfill:

a:

1 ≤ 2Rλ
a(Dillum(a)+Dimage) = A

1 ≤ δmax
a
√

2 = B for equality in (A.21)
(A.29)

Remember that Dillum depends on lmax which depends on sampling distance a.
We can evaluate these expressions for a range of sampling distances. The result is
visualised in figure A.4 (assuming Dimage = 200 µm).
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Figure A.4: Numerical evaluation of (A.29).

From figure A.4 we see that B is a stricter constraint and it is thus sufficient to
choose a as a = δmax/

√
2. For the number of samples N we require that Daperture ≤

Na where Daperture is the maximum aperture in the object plane. Of course, N
must also satisfy (A.27) (Dgrid = Nb). It is advantageous to choose as large sampling
distance a as possible, not just to minimise computational time but also with respect
to reducing reentering spatial frequencies as well as obtaining a higher resolution in
the image plane (see (A.28)). With respect to computational time we combine this
choice of a with the number of samples N that fulfills Daperture = Na as long as this
complies with (A.27). If, as an example, Daperture = 18.8 mm and the largest possible
sampling distance a = 4.9 µm we obtain N = 3832 which gives Dgrid = 2.8 mm
which is much larger than Dimage = 200 µm and approximately equal to 2lmax for
the above parameter values (R, λ). Thus (A.27) is fulfilled and we have found a
valid combination of N and a. If one desires finer resolution in the image plane it is
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possible to increase the number of samples N at a cost of computational time, Dgrid

will remain constant.
It should be noted that during simulation, aliasing has been observed within the

area of interest despite meeting the above stated conditions. Reasons might be
under-sampled signals that reach further out than expected.

A.2 Schwarzschild raytracing
The aim of this model is to calculate the field in plane P0 for any given input
ray as a function of y. See figure A.5. All incoming rays have a wave vector
k0 = [kx, ky] = 2π

λ
[1, 0] for any given starting y = y0. Starting at the input of the

objective each ray’s respective coordinate is r = [−l1, y]. From here they travel to
the corresponding point r0 = [−l1 + l2 +R1−

√
R2

1 − y2, y] = [f−
√
R2

1 − y2, y] along
k0.

P
0

x

y

r
0

r
1

r
2

k
0

k
1

k
2

o
n
0

n
1

Figure A.5: Schematic for the ray tracing model.

To calculate k1(y) we make use of n0(y) = ∇R1
|∇R1| = ∇([x+f ]2+y2)

|∇R1| = 2[x+f, y]/2([x+
f ]2 +y2) 1

2 = 1
R1

[
√
R2

1 − y2, y]. We need only consider y > 0, if so we have θk0,k1(y) =
2 arccos(n0(y) • k0(y)/|k0(y)|) = 2 arccos( 1

R1

√
R2

1 − y2). Here < • > is a scalar
product. We obtain k1(y) = R̂(θk0,k1(y))k0(y) where R̂ is the 2D rotational matrix.
Now that we have r0(y0) and k1(y0) we can use k1 to propagate the ray from the
corresponding r0 until we reach R2. We can express each point r1 = r1(y1) =
[f −

√
R2

2 − y2
1, y1]. We can now solve for the system of equations:

s1
k1

k1
+ r0 = r1

⇔

s1

(
cos θk0,k1 − sin θk0,k1

sin θk0,k1 cos θk0,k1

)(
1
0

)
+
(
f −

√
R2

1 − y2
0

y0

)
=
(
f −

√
R2

2 − y2
1

y1

)

VIII



A. Appendix 1

for the unknowns s1 and y1. As before we use the surface normal n1(y1) =
1
R2

[
√
R2

2 − y2
1, y1] and k1 to calculate θk1,k2(y0) = π+2 arccos(n1(y0)•k1(y0)/|k1(y0)|).

We then calculate k2 = R̂(θk1,k2)k1. Using r2(y2) = [−
√
R2 − y2

2, y2], where R is the
distance from x = 0, y = 0 to P0, we arrive at another system of equations:

s2
k2

k2
+ r1 = r2 (A.30)

which we solve for the unknowns s2 and y2. Define s0 = |r0(y0)− r(y0)| then we
calculate the electric field in each point r2 of P0 as:

E1(y2(y0)) = |E0(y0)|ei 2π
λ

[s0(y0)+s1(y0)+s2(y0)] (A.31)

where E1 is the field in P0 and E0 the input field. A numeric interpolation
generates 2D data.

A.3 Constant curvature aperture

This section aims to provide a quantitative description of the aperture geometry
used for constant curvature vanes. In the case of a large focal distance objective,
such that the transmitting rays are approximately parallel to the optic axis over the
entire aperture, the starting plane can be approximated as planar. The aperture
geometry is then relatively simple, see figure A.6.

Knowledge about the arm width w, arc angle θ as well as inner and outer radius
ra & rb is sufficient as to determine the remaining parameters, see (A.32).


r′ = (rb−ra)/2

sin(θ/2)

R′ =
√

(ra/2 + rb/2)2 + (r′ cos(θ/2))2

φ = arccos
(
R′2+r2

a−r′2

2R′ra

) (A.32)
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r w

R'

r'θ φ
 Φ

r

a

b

Figure A.6: The planar aperture geometry. The constant curvature of the vanes
are defined by the border of the dashed circle with radius r′ and a slightly smaller
concentric circle with radius r′ − w, where w is the arm width. θ is the angle
subtended by a single vane, Φ is the angle offset between vanes.

For microscope systems with shorter focal lengths the rays are no longer parallel
but rather convergent. Thus the starting plane is a spherical surface where the
definition of constant curvature vanes become more complex. A constant curvature
vane is in this case bounded by a small circle (Sc) crossing a great circle (Gab) which
intersects the aperture centre, see figure A.7 a). The small circle Sc makes angles θ′arc
with Gab and the inner and outer circular obscurations are bounded by small circles
Sa and Sb. Note that a small circle is a regular circle lying in a plane with a radius
smaller than the sphere radius upon which it is projected. The same goes for a great
circle with the difference being its radius equalising the sphere radius. Sc is centred
in point Pc, has radius rc and intersects points Pa, Pb and P2. The subtended angle
θarc by the curved vane is the integrated angular change of Sc with respect to the
plane of Gab between points Pa and Pb which we, using figure A.7 a) can relate
according to (A.33). Using figures A.7 a-g) and the corresponding relations given
in (A.33), (A.34) and (A.35) we can determine the unknown parameters from the
knowledge of R, ra, rb, θarc and w.
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Figure A.7: A schematic providing a visualisation of the different parameters used
for evaluating the spherical aperture geometry for constant curvature vanes.

a):


H2 = R2 − r2

c

θ′arc = θarc/2
α = π

2 + θ′arc, a) & e)
b):


L2 = (

√
R2 − r2

a −
√
R2 − r2

b )2 + (r2
b − r2

a)2

v = arcsin ra
R

θ̂ = 1
2(arcsin rb

R
− arcsin ra

R
)

(A.33)

c) & d):


l = L

2 tan(φab/2)

rc = L
2 sin(φab/2)

θp = arctanH
l

e):


cos θ0 = cos θc cos v + sin θc sin v cosα
sinβ
sin θc = sinα

sin θ0
sin γ
sin v = sinβ

sin θc

(A.34)
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f):


dθc = w/R

τ = R(cos(θc − dθc)− cos θc)
θc = arctan rc

H

g):



dc = dL
cos(φab/2)

dab = dL
cos θ̂

dl∗ = dL tan(φab/2)
dl = dL tan θ̂
L̃2 = dab2 + dc2 − 2dab · dc cos θ′arc
L̃2 = dl2 + dl∗2 − 2dl∗ · dl cos θp

(A.35)
Figure A.7 g) represents a corner of the intersection between Gab, Sc and the

straight line between points Pa and Pb. If we let dL→ 0 the relations given in (A.35)
g) become justified and by dividing with dL we arrive at the following expression:


0 = tan2 θ̂ + tan2(φab/2)− 2 tan θ̂ tan(φab/2) cos θp(φab)− 1

cos2 θ̂
− 1

cos2(φab/2) + 2 cos θ′
arc

cos θ̂ cos(φab/2)

θp(φab) = arctan
{√

R2−L2/(4 sin2(φab/2))
L/(2 tan(φab/2))

}
(A.36)

The first equation in (A.36) contains only one unknown (φab). Thus we can solve
it numerically for φab and together with (A.33), (A.34) and (A.35) the remaining
parameters are readily determined.

A.4 Field canceling analysis
Consider two aperture functions, (A.37) and (A.38):

p1(x, y) =

1, −l/2 ≤ x ≤ l/2, −w/2 ≤ y ≤ w/2
0, else

(A.37)

p2(x, y) =

−1, −l/2 ≤ x− x0 ≤ l/2, −w/2 ≤ y − y0 ≤ w/2
0, else

(A.38)

Their corresponding fourier transforms are, (A.39) and (A.40):

F1 ∝ wlsinc
(
lx

λd

)
sinc

(
wy

λd

)
(A.39)

F2 ∝ −wlsinc
(
lx

λd

)
sinc

(
wy

λd

)
exp

[
− j 2π(xx0 + yy0)

λd

]
(A.40)

It is now clear that the spatial separation (x0, y0) must vanish for the fields to
completely cancel out everywhere. However, it is interesting to see whether the
fields can be made to cancel out the high intensity spikes caused by the arm width
w along x = 0. For this to work we must set y0 = 0. Let’s redefine the aperture
functions as in (A.41) and (A.42):
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p1(x, y) =

1, −l/2 ≤ x− x0 ≤ l/2, −w/2 ≤ y ≤ w/2
0, else

(A.41)

p2(x, y) =

−1, −l/2 ≤ x+ x0 ≤ l/2, −w/2 ≤ y ≤ w/2
0, else

(A.42)

Their corresponding fourier transforms are, (A.43) and (A.44):

F1 ∝ wlsinc
(
lx

λd

)
sinc

(
wy

λd

)
exp

[
− j 2πxx0

λd

]
(A.43)

F2 ∝ −wlsinc
(
lx

λd

)
sinc

(
wy

λd

)
exp

[
j

2πxx0

λd

]
(A.44)

If we superpose these fields we end up with (A.45):

E ∝ 2wlsinc
(
lx

λd

)
sinc

(
wy

λd

)
sin

(2πxx0

λd

)
(A.45)

The sine term in this expression sets the intensity along x = 0 to zero, however,
to reduce the intensity in the entire first order diffraction spike we can require that
the sine function should oscillate slower along x than the sinc in x. This bears the
following implication, (A.46):

lx

λd
≥ 2πxx0

λd
⇒ l ≥ 2πx0 (A.46)

(A.46) states that the two apertures p1 and p2 must overlap which is an impossible
geometry. Thus it would seem that we cannot suppress the intensity spikes using
this approach.

A.5 Interference noise filtering
When determining an optimum θarc for the purposes of this thesis it is of interest to
find a measure’s general dependence on this parameter without influence of small
scale interference effects. By averaging over several parameter sweeps the influence
of interference noise can be suppressed. The performed data averaging is presented
in this section.

Consider a measure X = Xp(i)(θarc, p) which is a function of arc angle θarc and
a sweep parameter p ∈ p(i). First, an averaged version of X in p(i) is evaluated,
(A.47):

X̄p(i)(θarc) = 1
Np

Np∑
n

Xp(θarc, p(n)) (A.47)

where Np is the number of data points in p(i). Then a position dependent offset
in X from X̄p(i) is calculated as, (A.48):

∆Xp(θarc, p) = G(Xp(θarc, p)− X̄p(i)(θarc)) (A.48)
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Here G represents a moving gaussian averaging window of size = 20 data points.
This method of calculating the offset was used to accommodate the possible depen-
dence between θarc and p(i). The filtered measure X at each value in p(i) is then
calculated as, (A.49):

X̃p(θarc, p) = X̄p(i)(θarc) + ∆Xp(θarc, p) (A.49)

For use in the final averaging over all sweeps a measure of the fluctuations in X
for each parameter p(i) is calculated as, (A.50):

σp(i)(θarc) =

√√√√ 1
Np

Np∑
n

(
Xp(θarc, p(n))− X̃p(θarc, p(n))

)2
(A.50)

For calculating the total average measure X̄(θarc) at the device parameters of
interest: p(i)

0 ∈ p(i) a weighted average between parameter specific averages is done
using the fluctuations from (A.50):

X̄(θarc) =
M∑
k

σp(k)(θarc)∑M
k σp(k)(θarc)

X̃p(θarc, p(k)
0 ) (A.51)

where M is the number of sweep parameters i = 1, 2..M .
The filtered versions of σθ and SM was obtained using the above presented method

utilising parameter sweeps over w, ri, λ with exact values given in table A.1. The
device parameters p0 are λ = 543 nm, w = 0.7 mm, r = 4.4 mm. While sweeping
over one parameter the others were kept locked at p0 values. Additionally, for the
filtered version of the spike magnitude SM a gaussian averaging filter was applied
using a window width of 5 points for further smoothing.

Table A.1: Parameter values used for sweep averaging.

w [mm] 0.05 & [0.1, 0.2, 0.3, .. 2.0]
r [mm] [3.5→ 5.4] 20 points, linear spacing
λ [nm] [200, 300, .. 1000] & 1500, 2000, 3000, 5000, 543

A.6 Gaussian arm calculation
This section provides the method for estimating the Gaussian arm shape that was
used in this thesis work. The Gaussian arm shape coordinates can be written r(l)
where l is the length coordinate of the arm. Using equations (5.14) and (5.15), re-
peated here for convenience (A.52) and (A.53) respectively, and from the knowledge
of the initial condition r(l = 0) = rix̂ and the beam radius wρ the arm shape can
be determined. Here I is the Gaussian distributed intensity, w the arm width and
ρ the radial coordinate. For a depiction of the geometry and coordinates used here,
please refer to figure A.8 where also the coordinate θ is defined.

const = w
dl

dθ
I(r) (A.52)
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I(ρ) = I0 exp
[
− 2ρ2

w2
ρ

]
(A.53)

θ
θarc

θ'

θ'dx

dln
0

n
θ

l(r)

r(l=0)

r

Ri

i

2
θarc

2

x

Figure A.8: An illustration of the geometry and coordinates used for determining
the gaussian arm shape r(l).

The figure overviews the aperture section between the inner and outer obscuration
circles (ri and Ri) and furthermore presents the vector normal nθ(l) to the line r(l)
as well as visualising the arc angle θarc. From figure A.8 we realise the arm shape
can be determined as, (A.54):

r(l) = r(0) +
∫ l

0

(
dnθ
dl

)
∣∣∣dnθ
dl

∣∣∣ dl (A.54)

To evaluate (A.54) we need to find an expression for the integrand. We start
by inserting (A.53) into (A.52) and using the relations dx

dl
= cos θ′, θ′ = θarc/2 − θ

observed in figure A.8 we obtain (A.55):

dxe
− 2ρ2

w2
ρ

C
= dθ cos

(θarc
2 − θ

)
(A.55)

The constants w, I0 and const are embedded into the new constant C = const
wI0

. To
simplify the calculations in the pursuit of C the approximation x ≈ ρ⇒ dx ≈ dρ is
made. This is approximately true if ri is sufficiently large. Next we integrate (A.55)
and arrive in, (A.56):
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∫ ρ

ri

e
− 2ρ2

w2
ρ dρ

C
=
∫ θ

0
cos

(θarc
2 − θ

)
dθ

⇒
√
πwρ

2
√

2C

[
erf
(√2ρ
wρ

)
− erf

(√2ri
wρ

)]
= sin θarc2 − sin

(θarc
2 − θ

)
(A.56)

From here we obtain θ(ρ) according to, (A.57):

θ(ρ) = θarc
2 − arcsin

 sin θarc2 −
√
πwρ

2
√

2C

[
erf
(√2ρ
wρ

)
− erf

(√2ri
wρ

)] (A.57)

and by using θ(Ri) = θarc we find C, (A.58):

C =

√
πwρ

2
√

2

[
erf
(√

2ρ
wρ

)
− erf

(√
2ri
wρ

)]
2 sin θarc

2
(A.58)

The vector normal nθ to r(l) is easily determined as a function of θ, (A.59):

nθ = R̂(−θ)n0, n0 = R̂
(π + θarc

2
)(1

0

)
(A.59)

Here R̂ represents the 2D-rotation matrix. The derivative of nθ with respect to θ
read as, (A.60):(

dnx
dθ
dny
dθ

)
=
(

sin θarc
2 sin θ + cos θarc

2 cos θ
sin θarc

2 cos θ − cos θarc
2 sin θ

)
=
(
ny(θ)
−nx(θ)

)
(A.60)

From dnθ
dl

= dnθ
dθ

dθ
dρ

dρ
dl

we find the expression for the integrand in (A.54) as, (A.61):(
dnθ
dl

)
∣∣∣dnθ
dl

∣∣∣ dl =
dθ
dρ

dρ
dl

(
dnx
dθ
x̂+ dny

dθ
ŷ
)

∣∣∣dθ
dρ

dρ
dl

∣∣∣√(dnx
dθ

)2
+
(
dny
dθ

)2
dl = ny(θ)x̂− nx(θ)ŷ√

ny(θ)2 + nx(θ)2
dl (A.61)

where in the last step the assumption dθ
dρ

dρ
dl
> 0 was made. The differential length

element can be rewritten, using dl = dl
dθ
dθ
dρ
dρ with dl

dθ
from (A.52) and dθ

dρ
from (A.55)

where dx ≈ dρ we find, (A.62):

dl = const
wI(ρ)

wI(ρ)
const cos

(
θarc

2 − θ
)dρ = dρ

cos
(
θarc

2 − θ
) (A.62)

Finally we can rewrite the arm shape r(l) from (A.54) into, (A.63):

r(ρ) = rix̂+
∫ ρ

ri

ny(θ)x̂− nx(θ)ŷ√
ny(θ)2 + nx(θ)2

dρ

cos
(
θarc

2 − θ
) (A.63)
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where nθ(θ) is given by (A.60) and θ = θ(ρ) is given by (A.57) and (A.58). For
numeric evaluation the integral becomes a sum, (A.64):

r(ρm+1) = rix̂+
m∑
k=0

ny(θ(ρk))x̂− nx(θ(ρk))ŷ√
ny(θ(ρk))2 + nx(θ(ρk))2

∆ρ
cos

(
θarc

2 − θ(ρk)
) , ρp = ri + p∆ρ

(A.64)
When calculating r(ρ) using (A.64) the step ∆ρ should be sufficiently small. In

the project a common choice was to take ∆ρ = a where a is the sampling distance
in the object plane.
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B
Appendix 2

B.1 Equipment

Here the equipment utilised for the experimental setup is presented:

• He-Ne-laser, λ = 543 nm

• Reflective fiber collimator, Thorlabs RC12APC-F01

• SM-fiber, length 1.5 m

• Large beam fiber collimator, Thorlabs C40APC-A, providing near output
Gaussian beam with 2w0 = 7.4 mm

• Schwarzschild objective, Thorlabs LMM-15X-P01 prototype with arm width
w = 0.9 mm.

• Schwarzschild objective, Thorlabs LMM-15X-UVV prototype with arm width
w = 0.7 mm and employing constant curvature vanes of arc angle θarc = 60°.

• 40X achromatic microscope objective (used for experiment in section 4.3.3)

• 50X objective, Olympus MPLFCN 50/0.8 (used for experiment in section 7.1)

• SM1 lens tubes

• tube lens, f = 200 mm

• Scientific camera, Thorlabs 340M-USB, pixel size 7.4 µm

• Annular obscuration target, Thorlabs R1DF50

• Optics table, mechanical mounts and translational stages.

• Optical power meter

Pictures of the setup are presented in figure B.1.
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Transmissive

collimator

Reflective collimator

SM fiber

HeNe-Laser, �=543 nm

Lens tube

Scientific camera

FPA
Tube lens

40X

PSF

PSF*

Schwarzschild objective

Diffracting

aperture

Magnification of PSF

Figure B.1: A photo of the experimental setup. Some of the components are
emphasised in the schematic.

B.2 Simulation parameters

For most simulations similar parameter values were used and it is thus considered
convenient to gather this data here for reference. If not otherwise specified, the
following simulation parameters were used, see table B.1:

Table B.1: The general simulation parameters for the 15X and 40X Schwarzschild
objectives. R is the propagation distance, ri the inner physical circular obscuration,
Ri the outer physical circular obscuration, a the shortest distance between samples
in the object plane, N the number of samples along each row and column, α, the
minimum phase difference of half a cycle, Dimage the image plane size of interest, θarc
the arc angle subtended by a single spider arm, w the spider arm width, t the spider
arm thickness, λ wavelength, f focal length, L aperture distance and y1 entrance
pupil radius.

ri [mm] Ri [mm] R [cm] a [µm] N α Dimage [µm]
15X 3.8 9.4 2.89 5.5368 7000 0.1 200
40X 2.1 6.0 1.28 6.6459 2632 0.1 75

w [mm] t [mm] λ [nm] f [mm] L [mm] y1 [mm]
15X 0.7 3 543 13.3 24.3 4
40X 0.6 1.3 543 5 10 2.55
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B.3 Data merging algorithm
The algorithm employed for the merging of data is presented below:

(NF=Noise Factor, UL=Upper Limit, D=Data, M.i=measurement #i, N=Noise,
RN=Relative Noise, NT=Noise threshold, PV=Peak Value, ND=Normalised Data,
×=element-vise multiplication, imregister=a function used to translate the image
data as to match different measurements (essentially for suppressing effects of vi-
brations during measurement).)

ηl = NF . A safe limit, used to remove noise below a certain value
ηu = UL . A safe limit, used to remove saturated values above a certain value
for i = 1 : number of measurements do

D(i) = import(M.i) . Loading measurements with increasing exposure times (or power), measurements are
2D-arrays of doubles.

N(i) =
∑ D(i,window edges)

number of elements(window edges) . Calculate mean noise value from mean of data far from PSF
peak.

RN(i) = N(i)/Max(D(i)) . The relative noise value
NT(i) = ηlRN(i) . Calculate noise threshold
D(i) = D(i)−N(i) . Remove noise
PV(i) = Max(D(i)) . Determine peak value
ND(i) = D(i)/Max(D(i)) . Calculate normalised data
if i=1 then

Image = D(i)× (NT(i) < ND(i)) . Sets all data points below the threshold to zero and adds to the total
image.

else if i > 1 then
ND(i) = imregister(ND(i),ND(i− 1), ..) . Matching the two data sets in space
g(i) = findgain(RN(i− 1), ηu,D(i− 1),D(i)) . Calculates the gain between consecutive measurements

from their spatial overlap within the dynamic window
Image = g(i)× Image + D(i)× (NT(i) < ND(i))× (D(i) ≤ g(i)× PV(i− 1)×NT(i)) . Stack the data

into the final image
end if

end for

function gain=findgain(ll, ul, lm, um)
gm = (ll ×Max(lm)z < lm)× (um < Max(um)× ul)× um

lm
. Calculate the gain between two consecutive

measurements in each spatial point and within the overlap specified by the lower and upper limits: ll and ul.
gm(isnan(gm)) = 0 . Remove nan-values

gain=
∑

gm∑
(gm 6=0)

. Calculate mean gain
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