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Design and verification of a stabilizing control system for maritime searchlights
Jacob Andrén and Joakim Boodh
Department of Electrical Engineering
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Abstract
Maritime vessels are generally equipped with several outdoor lighting fixtures, one
being the searchlight. The searchlight play a key role during navigation at night and
during search and rescue operations in dark conditions. Most, if not all, searchlights
on the market today have the option to control the tilt and pan of the light. However,
the maneuvering of such a light becomes increasingly difficult when the conditions
of the sea becomes rough. Hence, a stabilization of the light beam could help
facilitate the searchlight operator’s control of the light. In this thesis, a control
system for searchlights exposed to movements in roll, pitch and heave was developed
by controlling the lights pan and tilt. Data from an IMU sensor measuring the boats
movement were used to track a calculated reference point by the development of a
mathematical algorithm. A mathematical description of the light was then derived
to form the basis for the design of three controllers; PID, LQR and LQI. To verify
the control system simulations were performed and an implementation on a physical
prototype were made. The results proved that the developed control system would
stabilize the beam of a searchlight based on IMU data and by feeding back the
positions of the searchlight’s motors.

Keywords: Control, Control Systems, Stabilization, Maritime applications, search-
light, Mathematical modeling, IMU, Roll, Pitch, Heave, PID, LQR, LQI, Simula-
tions, Physical Testing
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1
Introduction

On board offshore and maritime vessels, such as oil tankers and rescue ships, the
need for outdoor lighting fixtures is oftentimes essential. These fixtures are usually
located on parts, or all around, the ship in order to light up the deck, or the area
surrounding the vessel. In addition, these lights play a key role during navigation at
night in order to find possible obstacles in the sea such as breakers and icebergs as
well as during search and rescue operations. Several companies has realized the need
for these lights and producers such as DHR, Techno Marine Group, Hella Marine
and Luminell are supplying the demand. As a result a vast range of products are
available on the market today with lights that differ both in type, design and size
depending on their area of application, one being the searchlight.
Searchlights have a narrow yet strong beam in order to light up specific areas. Most,
if not all, searchlights on the market today have the option to control its tilt and
pan direction, increasing the lights flexibility significantly. However, the maneuver-
ing of such a light becomes increasingly difficult when the conditions of the ocean
becomes rough. In a situation where a boat is rocking considerably due to waves, it
disrupts the maneuvering. The searchlight operator have to control the light beam
constantly as the boat rocks back and forth. This poses as a big issue if the light, for
instance, is being used to find a person that has fallen over board. If the operator
could avoid compensating for these movements, the maneuvering would hopefully
be made easier, and the risk of, for instance, loosing sight of a target reduced.

To investigate the possible benefits with searchlight stabilization the company Lu-
minell sought to develop a control system for their products. This idea came as a
part of the development of a new type of searchlight the company was developing
during the year of 2018. This thesis was being done as a part of this development
with the goal of providing a basis for a control system able to be implemented on
Luminell’s existing searchlight CLITE 2 [1], with the hope of possible implementa-
tion on future products as well.

1.1 Background

Control systems for maritime purposes exists today, but not for searchlight applica-
tions. In this section similar systems will be presented as well as an introduction to
the light sought to be controlled.

1



1. Introduction

1.1.1 Similar studies
As of today, none of the previously mentioned manufacturers have a solution for
aiding the operator during rough seas, i.e. stabilizing a searchlight. However,
similar solutions have been constructed for other purposes. In one research pa-
per stabilization of a camera mounted on floating supports was investigated [2].
The researchers used an inertial measurement unit (IMU ) together with a propor-
tional–integral–derivative controller (PID) to control two stepper motors steering
the cameras pan and tilt direction. The system was experimentally tried on a six
degrees of freedom (6DOF) pneumatic hexapod and showed that the proposed so-
lution was able to somewhat reject disturbances in the form of pitch, roll and yaw
motions, resulting in a stabilized camera image.

Within the military, vast amounts of research have been done regarding stabiliza-
tion. Limiting the scope to systems subjected to non-linear movements, such as gun
stabilization on tanks and gunships, a span of different control methods have been
put to the test. With examples as, Model Predictive Control (MPC ) [3], Sliding
Mode Variable Structure Control [4], Active Disturbance Rejection Control (ADRC )
[5] and the results vary but with generally positive results.

1.1.2 CLITE 2
CLITE 2, seen in figure 1.1, is a searchlight aimed for small to mid-sized boats in the
range of up to 50m in length and are often found on yachts, patrol-, SAR-, pilot-,
and workboats [1]. The light is controllable by a joystick in two directions; pan and
tilt. The rotation is made possible by the help of two brushless DC-motors, one for
every degree of freedom, with possible rotation of 360°. The motors are equipped
with rotary encoders in order to read their positions.

Figure 1.1: CLITE 2, a searchlight developed and sold by the company Luminell. Photo by
Luminell.

The light is usually mounted on a high point on the water vessel, i.e. the roof or in
a mast. With its two LED light sources of 250 watts each the light has a range of

2



1. Introduction

1500m [1].

1.2 Objective
This master´s thesis aims to develop a control system that stabilizes the beam of a
searchlight when subjected to disturbances in the form of waves causing the boat to
pitch, roll and heave. The control system will be designed for the searchlight named
CLITE 2 produced and sold by the company Luminell. As part of the development,
different types of controllers will be implemented and tested in order to investigate
the performance of the concept.
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2
Prologue

With the basis of the project being to develop a system that would control a search-
light, and more specifically reject disturbances in the form of waves, different ap-
proaches could have been taken in order to adequately solve the problem. From the
company’s point of view, the expectation was to be able to keep the light steady
when the boat was pitching. This could have be done in several ways. The most
simple would have been to mount the light in some form of gimbal [6]. This would
have kept the light itself steady when subjected to waves, but it would not have
considered where the light shined at. One solution to solve this could have been
to take advantage of that the CLITE 2 also could come equipped with a thermal
camera. Using this, some form of image recognition together with an object track-
ing algorithm could have been implemented in order to track an object in the water
and keep the light focused at a point. Implementing this solution would not only
ensure stabilization during pitching, but also if the boat would be subjected to roll,
yaw, surge, sway and heave. This solution would however be dependent on that
very thermal camera, which would limit the possibility to implement the solution
on searchlights without a camera, and also increase the cost for a possible end con-
sumer, hence it was not an option.

In addition to the company’s requirements, the thoughts of an end user1 was taken
into consideration. It was understood that the purpose of a disturbance rejecting
searchlight would be to keep the light beam stable, in the eyes of the operator. The
light would in other words not need to track an object, but it needed to track a point
with respect to the boat. That meant that the point would keep its relative position
to the boat, even though the boat was moving forward or turning. With this in mind
it was decided that the control system would handle pitch, roll and heave motions.
To do this, it was essential to know the change of orientation of the boat in order to
compensate for it. After having a dialogue with the company it became clear that
they were planning on installing an IMU sensor in their next generation searchlight.
Knowing this, an IMU was chosen, being a cheap and accessible sensor that would
fulfill the demand.

To be able to control the light a controller had to be chosen. As described in the be-
ginning of chapter 1, several types of controllers have been tried for concepts similar
to controlling a searchlight. Since this projects aim was to also provide something
that could become a working product in the end, less experimental controllers were

1Stefan Persson, a former Norwegian coast guard employee, helped share his experiences of
using searchlights during the years.
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2. Prologue

needed in order to guarantee its reliability. With that said, three types of controllers
were chosen to be tested on the light; PID, Linear-Quadratic-Regulator (LQR) and
Linear-Quadratic-Integral controller (LQI). It was also chosen to use the motor en-
coders to give position feedback to the controllers.

6



3
Theory

In this chapter necessary theory such as definitions, mathematics, dynamics and
controllers will be presented.

3.1 Reference frames

To accurately describe the motion and orientation of a ship the definition of ref-
erence frames becomes imperative. A ship has six degrees of freedom, three being
translations and three being rotations around each axis. To sufficiently describe a
ships orientation in the purpose of this thesis, the reference frames presented in fig-
ure 3.1 were necessary. The frames and notations seen in the figure will be used for
the rest of this thesis. In this section a brief explanation of each frame will follow.

Figure 3.1: The boat with the complete set of reference frames with its necessary angles.

Hydrodynamic frame (h-frame)

The hydrodynamic frame follows the direction of the boat but is vertically attached
to the mean of the water surface. That means that its origin follows the mean speed
of the ship and that xh is pointing forward, yh to starboard and zh downwards.

7



3. Theory

Body-fixed frame (b-frame)

The origin of the b-frame is also attached to the hull but coincides with the principal
axes of inertia. It is considered an inertial frame since it rotates and moves with
respect to the h-frame.

Light frame (l-frame)

The searchlight is mounted to the boat at a fixed distance from the origin of the
b-frame. However, the orientation of the l-frame is decided by its own degrees of
freedom, pan and tilt, the rotations around its y- and z-axes respectively and are
denoted η and γ.

3.2 Transformation matrices
In order to be able to relate the pose of the frames in section 3.1 with respect to each
other, rotation and transformation matrices were used. The rotation matrices are
based on Euler (or roll-pitch-yaw) angles, where rotations in 3D-space are described
as three consecutive rotations around its coordinate axis[7]. The Euler angles around
each axis x, y and z are denoted α, β and γ respectively, as seen in figure 3.1, and
their rotation matrices are described as follows

RX(α) =

1 0 0
0 cosα sinα
0 − sinα cosα



RY (β) =

cos β 0 − sin β
0 1 0

sin β 0 cos β



RZ(ψ) =

 cosψ sinψ 0
− sinψ cosψ 0

0 0 1



(3.1)

In the report, cos() will be denoted c() and sin() will be denoted s(). It is conve-
nient to include the origin of each frame when relating or moving between them.
This is achieved by interpreting a transformation matrix, T , which incorporates the
coordinates of the frame origin, here denoted P , in the same matrix as the rotation.
The transformation matrix is defined as

T =
[
R3×3 P3×1
01×3 1

]
(3.2)

3.3 Control system
The control system developed in this thesis was decided to be based on three dif-
ferent controllers; PID, LQR and LQI. In order for the controllers to perform well,
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3. Theory

the real system required an accurate mathematical description. In this section a
mathematical description of the system will be made, followed by descriptions of
the three controllers and basic theory behind them.

3.3.1 Physical modelling
The light was divided into two subsystems; one electrical and one mechanical. The
electrical part consisted of two electric motors, one for each degree of freedom. Since
the two motors were assumed to be the same, both of them could be described with
the same equations. In figure (3.2) a representation of the components that make
up an electric motor is illustrated.

Figure 3.2: Circuit diagram of an electric motor

In accordance with Kirchhoff’s law [8] the first order equation describing the elec-
trical circuit seen in figure 3.2 was derived as

v −Ri− di

dt
L− eEMF = 0 (3.3)

where v is the input voltage, R the resistance, L the inductance, e the back-EMF
and i the current in the circuit. The back-EMF is also proportional to the rotational
velocity as

eEMF = Kuω (3.4)

where Ku is a constant relating the rotational velocity to the induced back-EMF.

9



3. Theory

The mechanical part of the system, i.e the moving parts of the light such as drive
shafts and light housing, were described as a spinning axle as shown in figure 3.3

Figure 3.3: Overview of the constants and variables used to calculate the mechanical dynamics
of the system.

where T is the torque, θ the angle, J the moment of inertia, b the friction coefficient
and ω the rotational velocity1.

According to Newton’s second law of rotation [9], the system illustrated in figure
3.3 could be derived as the second order equation

Jω̇ = T − bω (3.5)

where the motor torque is proportional to the current with the constant Km relating
the proportionality

T = Kmi (3.6)

3.3.2 PID

A PID is a feedback controller that is commonly used in a variety of control loop
systems [10]. As the name indicates, it consists of three parts; a proportional con-
stant, an integrating- and a derivation part. Each consist of a design parameter that
can be tuned to achieve desired performance. An implementation of the controller
is shown in figure 3.4 and the controllers mathematical description [11] is

u = Pe+ I
∫ t

0
e(τ) dτ +D

de

dt
, (3.7)

where P,I and D are the design parameters and e is the error between the reference
and the measured output.

1Note that θ =
∫
ω dt

10
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Figure 3.4: Block diagram showing an implementation of a PID controller.

3.3.3 LQR
An LQR is an optimal controller that operates on linear systems expressed on state
space form as

ẋ = Ax+Bu

y = Cx+Du
(3.8)

The LQR is considered optimal since it minimizes the cost function Jc [12], defined
as

Jc =
∫ inf

0
(xTQxx+ uTQuu)dt (3.9)

where x is the state vector, u is the control signal, Qx and Qu are design parameters.

The design parameters penalize either the state vector or the input vector. That
means that high values in Qu with respect to xTQxx penalizes the input vector,
trying to stabilize the system with less energy. This approach is called expensive
control strategy while low values of Qu is said to be cheap control strategy. The val-
ues of Qx are also designed whether changes in states are to be allowed easily or not.

A requirement for implementing an LQR is that the system to be controlled is
reachable [11], meaning that the matrix Rm in equation (3.10) is full rank. The
system can also be controllable, meaning that the Rank Rm equals the Rank A. Rm

is defined as
Rm =

[
A AB A2B . . . An−1B

]
(3.10)

where n is the number of states in the state vector.

Given that the system is reachable, the optimal feedback gain, K, seen in figure
3.5, can be calculated in accordance with equation (3.12). In order to do so, the
unknown variable P needs to be defined with the algebraic Ricatti equation, shown
in equation (3.11).

ATPA− P − ATPB(Qu +BTPB)−1BTPA+Qx = 0 (3.11)

K = −(BTPB +Qu)−1BTPA (3.12)

11



3. Theory

Figure 3.5: Overview of a closed loop system controlled by an LQR with feedback gain K.

An evaluation of the block diagram in figure 3.5 reveals the closed loop system
equations.

ẋ = (A−BK)x+Br

y = (C −DK)x+Dr
(3.13)

where r is the reference and the control input signal is now u = −Kx+ r.

3.3.4 LQI
The LQI is an LQR with an added integral action [12]. With the LQI, the state
vector is extended with an integral state, denoted z, and defined according to

z =
∫
y(t)− r(t) dt (3.14)

where y(t) is the output signal and r(t) the reference.

To include z into the state space it must be derived with respect to time, as follows

ż = y(t)− r(t) = Cx(t) +Du(t)− r(t) (3.15)

The integral state is incorporated in an augmented state vector, subscripted a, which
in turn requires augmented state space matrices in order to satisfy equation (3.15).
This in turn leads to a new state space representation as follows[

ẋ
ż

]
︸︷︷︸
ẋa

=
[
A 0n×q
C 0q

]
︸ ︷︷ ︸

Aa

[
x
z

]
︸︷︷︸
xa

+
[
B 0n×q
D −Iq

]
︸ ︷︷ ︸

Ba

[
u
r

]
︸︷︷︸
ua

y =
[
C 0q

]
︸ ︷︷ ︸

Ca

[
x
z

]
+Du

(3.16)

where n is the number of states and q is the number of integrators. Note that the
reference, r(t), now is considered as an input to the system. The augmented ma-
trices, subscripted a in equation (3.16), are used to calculate the feedback gain Ki
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given by equation (3.12) together with equation (3.11)

The introduced state z enables the controller to integrate a possible feedback error
and provides zero steady-state error [12]. An example of an implementation of an
LQI controller is seen in figure 3.6.

Figure 3.6: Overview of a closed loop system controlled by an LQI with feedback gain Ki.

From the block diagram in figure 3.6 the new feedback law becomes

u = −Kixa (3.17)

where Ki is solved using equations (3.11) and (3.12) with the augmented state space
matrices presented in equation (3.16).

The matrix Qx is prolonged with an additional row and column due to the added
state in the state vector, in order to weigh the integral action.
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4
Method

This project could be summed up to three separate stages: mathematical modelling,
simulations and physical testing. What these entailed and what was performed will
be explained in this chapter.

4.1 Mathematical modelling

As mentioned in chapter 2, the aim was to track a point with respect to the boat.
In order to mathematically describe the tracking of a point while a boat is moving,
several equations had to be derived. To get a better understanding of what tracking
a reference point would entail, this section will firstly introduce an example.

4.1.1 Introduction to concept choice

Mentioned in chapter 2, it was decided to track a reference relative the boat, more
specifically track a reference with respect to the h-frame. To give a better under-
standing of the basic principle of having a searchlight tracking a reference coordinate,
a simple case is presented.

In figure 4.1, an example was drawn. In the figure, a boat is standing upright, with
a searchlight pitching down with an angle, η, pointing in the same direction as that
of the boat. The beam of the light penetrates the surface of the water in front of the
boat. This point will hereafter be denoted as the point of illumination (POI ). When
the system is initiated, the POI will be set as the reference coordinate with respect
to the h-frame, denoted Ref =

[
Refx Refy Refz

]T
. As long as an operator does

not change the attitude of the light, the POI shall be controlled to stay at the Ref.
In this example, the reference to track would be [Refx, 0, 0]T .

In the case of the boat pitching with an angle, β, the lights pitch angle, η, would
need to adjust in order to keep the POI positioned on the reference point, Ref. By
doing so, the light will track the reference point, no matter the movement of the boat.

15
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Figure 4.1: Illustration of a boat tracking a reference.

In the following sections, a detailed description of the implemented methods for
calculating and tracking a reference coordinate with a searchlight will be presented.

4.1.2 Tracking a reference point

Tracking a reference point at sea involves two steps; the first is to define what
reference point to track, the second is to adjust the light to track the specified
reference.

4.1.2.1 Reference point calculation

The reference point that is sought to be tracked is defined by the current POI. As
long as the attitude of the light is not changed by an operator, the POI shall be
fixed at a certain reference coordinate with respect to the h-frame. To express this
reference coordinate, transformations had to be done in three steps; between the
h-frame and the b-frame, the b-frame and the l-frame and finally the l-frame end
the POI. This would yield the POI expressed as a reference coordinate with respect
to the h-frame.

The transformation from the h-frame to the b-frame depends on the boat’s orien-
tation in terms of pitch (β), roll (α) and heave (w) motion. By multiplying the
rotational matrices introduced in chapter 3, equation (3.1), and introducing the
heave as translation in z-direction the following transformation matrix was given

T bh(β, α, w) =


c(β) s(β)s(α) c(α)s(β) 0

0 c(α) −s(α) 0
−s(β) c(β)s(α) c(β)c(α) w

0 0 0 1

 (4.1)

When moving between the b-frame and the l-frame the rotation of the coordinate
system will be given by the attitude of the light, defined by its tilt and pan angles,
denoted η and γ respectively. Its position is given as a distance from the b-frame
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origin, denoted as; dx, dy and dz.

T lb(η, γ, xl, yl, zl) =


c(η)c(γ) −s(γ) c(γ)s(η) dx
−c(η)s(γ) −c(γ) −s(η)s(γ) dy
s(η) 0 −c(η) dz

0 0 0 1

 (4.2)

The complete transformation from the h-frame to the l-frame is then given by mul-
tiplying the two transformation matrices in the following order

T lh = T bh T
l
b =


Rl
h,xx Rl

h,yx Rl
h,zx P l

h,x

Rl
h,xy Rl

h,yy Rl
h,zy P l

h,y

Rl
h,xz Rl

h,yz Rl
h,zz P l

h,z

0 0 0 1

 (4.3)

Within the transformation matrix T lh in equation (4.3) both the position of the light,
P l
h, and its orientation, Rl

h, with respect to the h-frame is given.

The last transformation is to move from the light to the POI. This was done by
following the direction of the light’s beam until reaching the POI, the direction of
the beam being the x-axis of the l-frame. With that said, the following relation was
derived RefxRefy

Refz

 = P l
h + LbeamR

l
h,x =

P
l
h,x

P l
h,y

P l
h,z

 + Lbeam

R
l
h,xx

Rl
h,xy

Rl
h,xz

 (4.4)

where Lbeam is the length of the light beam i.e. the distance between the l-frame
origin and the POI.

In order to find Lbeam, two user cases were defined; one being when the light beam
penetrated the surface of the water, the second when it did not. In the first case,
the variable Refz could be set 0, making it possible to rewrite the equation (4.4) as

Lbeam = −
P l
h,z

Rl
h,xz

(4.5)

In the second case, i.e. in situations when the tilt angle was small and the light
was pointing towards the horizon, the length of the beam was assumed to be the
searchlight’s maximum range of 1500 m[1].

Knowing Lbeam the reference coordinates Refx, Refy and Refz could be found by
solving equation (4.4) since P l

h and Rl
h are known.

4.1.2.2 Light angle calculations

In order to track the calculated reference coordinate, an algorithm was needed to
calculate the required pan (γ) and tilt (η) angles. In this section the mathematics
behind each angle calculation will be presented together with illustrative figures.
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Pan reference angle

To find γ, the reference coordinate was projected onto the xy-plane of the l-frame.
The orthogonal projection [13] was achieved by using the following linear algebraic
equations

Refxyx = Refx − c1
c1Refx + c2Refy + c3Refz + c4

c2
1 + c2

2 + c2
3

(4.6)

Refxyy = Refy − c2
c1Refx + c2Refy + c3Refz + c4

c2
1 + c2

2 + c2
3

(4.7)

Refxyz = Refz − c3
c1Refx + c2Refy + c3Refz + c4

c2
1 + c2

2 + c2
3

(4.8)

where Refxyx , Refxyy and Refxyz are the projected reference coordinate onto the xy-
plane (Refxy) and c1, c2, c3 and c4 defines the xy-plane as c1x+ c2y + c3z + c4 = 0.
An example of the projection is illustrated in figure 4.2

Figure 4.2: Orthogonal projection of reference coordinate onto the xy-plane of the l-frame. The
xy-plane is colored orange

The angle γ could then be achieved by calculating the angle between the beam of
the light and the projected reference coordinate. Using the definition of the dot
product [14], the angle was defined as

γ = cos−1

 xl ·Refxy

‖xl‖ ‖Refxy‖

 (4.9)

where xl is the normalized x-axis of the l-frame and also the direction of the light
beam.
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When using equation (4.9) lack of accuracy will occur at angles close to 0 and π
radians, hence equation (4.10) was used instead when implementing the solution in
Matlab. They are mathematically equivalent but the latter has proven to be more
accurate numerically [15].

γ = atan2
‖xl ×Refxy‖

xl ·Refxy

 (4.10)

Equation (4.10) will give a γ value between 0 and π, since it only calculates the
smallest angle between two vectors. By checking the sign of the Refxy y-coordinate
with respect to the l-frame it revealed whether the light should rotate clockwise or
counter clockwise, since it indicates which side of the l-frame x-axis the reference
coordinate is located at. However, when γ was close to values of π the check could
cause the searchlight to rotate almost 2π. This happened in two situations; crossing
from just under to just above π and vice versa. To counter this, the algorithm was
made aware of its last position, always taking the shortest path to the calculated γ.
The resulting rotation created by the angle γ is seen in figure 4.3.

Figure 4.3: Light rotated γ, pointing towards Refxy

Tilt reference angle

The calculation of tilt angle, η, was done after the rotation of the l-frame with pan
angle γ had been performed. The new orientation of the l-frame axes was denoted
ipanl , where i = {x, y, z}. To calculate the tilt angle the function used in equation
(4.10) was used once more as

η = atan2
‖xpanl ×Ref‖

xpanl ·Ref

 (4.11)
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To define the direction of the angle, the cross product between xpanl and Ref , seen
as the numerator in equation (4.11) was performed. The sign of the y-component
of the cross product revealed the correct rotation direction. The resulting rotation
is illustrated in figure 4.4.

Figure 4.4: Light rotated its calulated tilt angle η

4.2 Control system design
From the equations representing the dynamics of the system found in section 3.3.1,
a state space representation could be determined. In this section the state space as
well as an analysis will be presented followed by the design of the controllers.

4.2.1 State space representation
In order to control a system using LQR and LQI controllers, the system must be
expressed on a state space form. Three states where chosen to represent the system,
the motor current, the motor angle and the motor angle velocity, as follows

x =

x1
x2
x3

 =

 iθ
ω

 (4.12)

The current, i, was chosen since it appears as its derivative in equation (3.3), which
also was the case for the angle θ. However, the angle had the additional condition
that it constitutes the output of the system, hence it had to be included in the state
vector. The voltage, v, was chosen as input, u, to the system. By introducing the
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states, three first order equation could be derived, based on the equations presented
in section 3.3.1 in chapter 3, as

ẋ =

 i̇ω
ω̇

 =


v
L
− Rx1−Ku

L
− Kux3

L

x3
Kmx1
J
− bx3

J

 (4.13)

The equations in (4.13) are linear time invariant (LTI ) and could consequently be
represented directly in state space form with matrices as follows

A =


−R
L

0 −Ku

L

0 0 1
Km

J
0 −b

J

 B =


1
L

0
0

 C =
[
0 1 0

]
D = 0 (4.14)

To get an understanding of the system, the state space representation was analyzed
to check stability and reachability. The actual parameters of CLITE 2 was not ob-
tained so an estimation of the data was done and seen in table 4.1. The assumptions
and calculations made to produce the parameters is described in A.4.

Light Parameters
Parameter Variable name Unit Value
Resistance R Ω 0.6
Inductance L mH 2.1
Motor constant Km

Nm√
W

0.45
Back-EMF con-
stant

Ku V s 0.35

Inertia J kgm2 0.01
Damping coeffi-
cient

b Nm
KRPM

0.01

Table 4.1: Light parameters used to verify system

The above parameters were introduced in the matrices in equation (4.14) to form
the following state space matrices.

A =

−300 0 −175
0 0 1
45 0 −1

 B =

500
0
0

 C =
[
0 1 0

]
D = 0 (4.15)

The motor equations (3.3) and (3.5) presented in chapter 3 were expressed in contin-
uous time, why the state space matrices were also continuous. The system had to be
converted in to a discrete time system, in order to be implemented on a searchlight.
This was done by using the discrete time state space representation as

x(k + 1) = Adx(k) +Bdu(k)
y(k) = Cdx(k) +Ddu(k)

(4.16)
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In order to achieve the discrete time matrices Ad, Bd, Cd and Dd the following
transformation was applied

Ad = eATs =

−0.0149 0 −0.4893
0.001 1 0.0093
0.1258 0 0.821



Bd =
∫ Ts

0
eAτ Bd τ =

1.4087
0.0020
0.4849


Cd = C =

[
0 1 0

]
Dd = D = 0

(4.17)

The sampling time, Ts, was set to 0.01 s. This was chosen since it was proven to
be the fastest manageable sampling time for the processors used later in the report.
Since the matrix A−1 does not exist for this particular system, the commonly used
method for approximating the integral by A−1(Ad − I)B cannot be used, instead
numerical integration can solve the problem.

The transfer function from the input to the output was defined as

G(z) = Cd(zI − Ad)−1Bd +Dd

= 1.4 · 10−6z2 + 2.2 · 10−6z

z3 − 2z2 + 1.001z − 0.0006

(4.18)

To check whether the system was stable the poles of the transfer function was
calculated by setting the denominator to 0 and solve for z

z3 − 2z2 + 1.001z − 0.0006 = 0 (4.19)

which yielded

poles =

 1
0.0667
0.7394

 (4.20)

In order to be stable, the entire set of poles have to be strictly within the unit circle.
In this case, one pole was situated on the circle, meaning that the open loop system
was Lyaponov stable but not asymptotically stable [11].

4.2.2 Controllers
In order to achieve the desired behaviour of the system, i.e. to satisfyingly track a
reference coordinate, the controllers had to be implemented and tuned. With the
help of simulations, presented in section 4.3, the three controllers’ parameters were
set. These parameters will be presented in this section together with a brief stability
analysis of the system.
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4.2.2.1 PID

The parameters P , I and D were tuned by trial until satisfying performance was
achieved. The resulting values were

P = 10
I = 0.1
D = 0.0

As seen above, the value of D was set to 0 since the impact of the derivative part did
not contribute to the performance of the closed loop system. The zeros and poles
of the closed loop system are seen in figure 4.5.
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Figure 4.5: Zeros (o) and poles (x) of the closed loop system using PID controller.

4.2.2.2 LQR

As described in section 3.3.3, the system must be reachable to achieve an optimal
feedback gain. With the values from table 4.1 in section 4.2.1 above, the reachability
matrix was evaluated as

Rm =
[
Bd AdBd A2

dBd

]
=

1.4087 −0.2583 −0.2776
0.0020 0.0078 0.0129
0.4849 0.5753 0.4399

 (4.21)

The matrix Rm is full rank, which means that an optimal feedback gain could be
obtained for this particular system. The design parameters chosen for the matrices
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Qu and Qx are shown below

Qx =

1 ∗ 10−2 0 0
0 1 ∗ 10−6 0
0 0 5 ∗ 10−4


Qu =

[
1 ∗ 10−5

] (4.22)

As can be seen in equation (4.22), the design parameters are tuned so that the cur-
rent is the penalized the most out of the three states. Although the other two are
relatively small they still effected the output heavily. Regarding the penalizing of
the output it is also small, resulting in a control strategy being somewhat expensive
since Qu is bigger than xTQxx.

With the design parameters chosen, the resulting feedback gain K was calculated
using equation (3.12) as

K =
[
0.0075 0.0068 −0.2105

]
(4.23)

With the given K-value, the pole placement for the closed loop system is seen in
figure 4.6
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Figure 4.6: Zeros (o) and poles (x) of the closed loop system using LQR controller.

where all poles were strictly within the unit circle. Hence the system was both
Lyaponov- and asymptotically stable.
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4.2.2.3 LQI

With Rm being full rank, the LQI controller could be implemented on the control the
system. By tuning the matrices Qu and Qx as seen in equation (4.24) the feedback
gain Ki shown in (4.25) was achieved.

Qx =


0 0 0 0
0 1 ∗ 10−6 0 0
0 0 0 0
0 0 0 50


Qu =

[
0.001

]
(4.24)

In this case the xTQxx was significantly bigger than Qu, indicating a cheap control
strategy. The calculated feedback gain Ki was calculated using the augmented
matrices in equation (3.12) seen below

Ki =
[
0.061 17.304 0.424 −189.797

]
(4.25)

Calculating the pole placement for the closed loop system using Ki as feedback gain
yielded the result seen in figure 4.7

-2.5 -2 -1.5 -1 -0.5 0 0.5 1
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

LQI poles and zeros

Real Axis

Im
a
g
in

a
ry

 A
x
is

Figure 4.7: Zeros (o) and poles (x) of the closed loop system using LQI controller.

where all poles are strictly within the unit circle proving the system to be both
Lyaponov- and asymptotically stable.
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4.3 Simulations
After the algorithms and the control solutions had been created, simulations were
made in the graphical programming environment Simulink. The attitude of the
searchlight was emulated by feeding the system with a pan and tilt angle. The sys-
tem was then fed with arbitrary boat motions in the form of pitch, roll and heave.
After receiving the external data, the input to the system was calculated into a
Cartesian reference coordinate with help of the previously defined mathematical
model in section 4.1.2.1. This coordinate, together with the orientation of the boat,
got calculated into reference angles for the lamp to position itself to, as defined in
section 4.1.2.2. The desired angles then got fed into the different controllers. The
output signals were then used as input to a transfer function, in the case of the PID,
and a state space representation for the LQ controllers. These aimed to emulate
the two electric motors and the systems inherent dynamics, resulting in an output
of the angles γ and η.

A stripped down version of the model used for simulations is seen in Figure 4.8. For
a more detailed view, see Appedix A.1 and A.2.

Figure 4.8: Simplified overview of the simulation setup as implemented in Simulink.

4.4 Physical testing
When the mathematical model and the three controllers functionality had been ver-
ified with simulations, the project proceeded to implement the same functionality
on a physical system.

4.4.1 Test equipment
In order to test the intended functionality, a simple version of a searchlight was
constructed with the help of two servo motors, a laser pointer, two potentiometers
and an IMU. The mounted test system can be seen in figure 4.9, where the poten-
tiometers are found inside the two servo motors, acting as the CLITE 2 ’s rotary
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encoders. A list describing all components is found in Appendix A.3. The two servo
motors together with the potentiometer made it possible to control pan and tilt of
the light. The IMU measured the movement of the simulated boat.

Figure 4.9: Test rig used to emulate the two engines in the CLITE 2

The data provided from the IMU sensor was provided to the algorithm as a rela-
tively smooth signal, with the help of Kalman filtering [16] and a manageable raw
signal from the sensor. The signal from the potentiometers was also filtered with
the help of a Kalman filter.

The system was setup by letting Simulink run code live on a Raspberry Pi 3 model
B. The positions of the servos were then read by feeding back the potentiometers’
values. The Raspberry Pi was not able to read analog signals; so the potentiometer
readings where fed to an Arduino UNO in order to take advantage of its analog
to digital converter. These converted values were then sent via serial port to the
Raspberry Pi. An overview of the system can be seen in figure 4.10.

Figure 4.10: Overview of the implemented hardware

The calculated control parameters, for the three controllers, in section 4.2.2 aimed
to control the characteristics of the CLITE 2. However, since the physical tests
were performed on a different set of hardware, these values had to be altered. The
new values were achieved by analyzing the behaviour of the system while exposed
to wave motions and modified accordingly.
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4.4.2 Test procedure
The testing was done by placing the test equipment on a 6 degrees of freedom
(6DOF) platform, as seen in figure 4.11. The platform was able to emulate yaw,
pitch, roll and translation in x, y and z directions. Usually being used to emulate
the dynamics of a car, it was instead fed with sinusoidal waves for pitch and roll, in
order to mimic the motion of the sea. These sinusoidal motions interpreted by the
the rig’s IMU is to be seen in figure 4.12.

Figure 4.11: The test rig placed on a 6DOF platform for testing
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Figure 4.12: The movement of the 6DOF platform when testing the controllers.

While moving, the calculated reference angle and the measured motor angle for both
motors were stored. The POI was also captured by using a camera, mounted on a
tripod, and photographing a sequence of the test with a 20 second shutter speed. In
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order to give a sense of distance, the area hit by the light beam were marked with
a vertical and a horisontal scale, both marked with lines with 5 cm spacing, as seen
to the left in figure 4.11. The setup is seen sketched in figure 4.13 below.

Figure 4.13: Sketch of the test setup used during physical testing.
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5
Results

In this chapter the results of the project will be presented in the form of simulation
results and results of testing on a physical system. The plots illustrate how well the
control system tracks a reference angle in order to keep the POI at the calculated
reference coordinate. The results from the physical tests are also presented in photos,
showing the POI over time.

5.1 Simulation

In figure 5.1 a reference coordinate, that is changed after five seconds, can be seen.
This acted as an input to the system which the simulated result were based upon.
To its right, in figure 5.2, the boats movements in the form of pitch, roll and heave
are plotted together with the resulting light angles, γ and η.

Figure 5.1: Reference which the searchlight is
set to point at with a new reference being set
after 5 seconds.

Figure 5.2: Boat motion and the resulting
light angles calculated by the system based on
the reference coordinate in figure 5.1.

Three different controllers were implemented and tuned. In figure 5.3 the step
response of these three controllers can be seen together with a close up of their
behaviour in 5.4. In figure 5.5 the different controllers ability to track the reference
angles seen previously in figure 5.2. In figures 5.6 and 5.7 the squared error between
the calculated reference angles and the controller output is presented.
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Figure 5.3: The three controllers response to a
step input.

Figure 5.4: A close up of the three controllers
response to a step input.

Figure 5.5: The controllers ability to track moving reference angles as a result of the boats
motion.
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Figure 5.6: The squared error between the pan
angle reference and controller output.

Figure 5.7: The squared error between the tilt
angle reference and controller output.

The data presented in figures 5.6 and 5.7 above was also recalculated in the form of
minimum mean square error (MSE). The resulting values is seen in table 5.1 below.

MSE values for control of pan and tilt (10−4)
PID LQR LQI

Pan 0.71 4.82 1.64
Tilt 2.40 24.05 9.46

Table 5.1: MSE values for the error between the reference and the controller output.

5.2 Physical testing

When the algorithm and controller’s functionality had been verified in simulations,
the system was tested on hardware with the help of a 6DOF platform. In figures
5.9 and 5.8 below the response of the pan and tilt motors for the three different
controllers are presented together with the reference angles. These plots are the
results of measuring the position of the motors and logging the reference angles
calculated by the algorithm. In table 5.2 the MSE values for the error between the
reference angle and control output angle is presented.
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Figure 5.8: The reference pan angle compared with the measured angle for three different con-
trollers during physical testing.
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Figure 5.9: The reference tilt angle compared with the measured angle for three different con-
trollers during physical testing.
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MSE values for control of pan and tilt (10−1)
PID LQR LQI

Pan 0.29 1.60 6.36
Tilt 10.90 13.09 7.55

Table 5.2: MSE values for the error between the reference and the controller output.

To get a better understanding of the effect of the different control systems the POI
was photographed and presented in figures 5.10 - 5.13.

Figure 5.10: Light POI for the system
without any controller.

Figure 5.11: Light POI for the system with PID
controller.

Figure 5.12: Light POI for the system
with LQR controller.

Figure 5.13: Light POI for the system with LQI
controller.
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6
Discussion

6.1 Mathematical model
When calculating the length of the light beam in equation (4.4) the z-coordinate is
either set to 0, meaning that the POI is at the water surface, or does not hit the
water within its range of 1500m. However, there are circumstances when none of
these situations are true. For example when a user wants to light up a ship in the
water which is leveled on the same height as the position of the searchlight. The
algorithm will perceive this situation by stabilizing the POI at a distance of 1500m
while the ship might be situated closer. This would lead to the POI not being
perceived as stable. This kind of situations could likely be solved by introducing
sensor able to measure distance, e.g. a sonar sensor or radar. The sensor could then
reveal the parameter Lbeam in equation (4.4) which in turn would yield the correct
reference coordinates.

Regarding the trigonometry of the light, it does not account for a distance between
the motor and the actual light source. If there would be a distance between them, a
change in angle sent to motor would lead to a shift in the light source position. I.e.
the l-frame origin would move, adding a heave like effect to the light. Depending
on the design of a searchlight, this might affect the resulting behaviour of the sys-
tem. Though, regarding the specific searchlight CLITE 2, this was not considered
a problem.

The control system takes the movements in roll, pitch and heave as inputs, while
surge, sway and yaw were not accounted for. The reason was it not being deemed
necessary in order to stabilize the light for the chosen method. A compensation for
yaw would also mean that a separation between a yaw caused by the act of turning
the boat and a yaw induced by waves would be needed. To manage that, information
from the rudder angle would be beneficial in order differentiate the two. The same
reasoning applies for surge and sway.

6.2 Simulation results
The performance of the system seen in the simulation plots in section 5.1, was mainly
dependent on the tuning of the controllers. In figure 5.3 and 5.4 the step response of
the three different controllers are presented. From the results one can note that the
PID had the shortest rise time, but also experienced the largest overshoot. The LQI
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had a similar rise time but a significantly smaller overshoot, followed by the LQR
with a relatively slow rise time, but with an overshoot comparable with the LQI.
The overshoot, regarding all controllers, was however a result of their tuning. It was
required from the system to be fast enough to track the constantly changing refer-
ence angle, which made it difficult to avoid this kind of behaviour. One might also
note that a considerable amount of time was spent tuning the three controllers, and
the results presented represents the best performance that was able to be achieved
in the window of time given. In the figure 5.4, showing the close up of the step
response, it can be seen that the LQR does not only show the worst performance in
rise time, but it also never reaches the reference value of 1. This is most likely due
to that the LQR controller does not contain an integrator, which would handle the
constant error. Worth mentioning is that tuning of the LQR and LQI controllers
were considerably more time consuming than the tuning of the PID. The PID gave
satisfactory results within a couple of minutes, while the others had to be tuned for
hours to even be compared to the PID.

In figure 5.6 and 5.7, the squared error between the reference and the controller
output was presented. In the figures it becomes evident that the best performing
controller, during simulations, was the PID, followed by the LQI and then the LQR.
This also became even more clear when analyzing the MSE values of the three
controllers where the the PID showed superior performance compared to the other
controllers. This result could mean that the PID is a better performing controller
for the task at hand, but it could also be a result of better tuning. As mentioned,
the tuning of the LQR and LQI controller was a tedious task. A further perfection
of the controller’s parameters could possibly have led to better results than the one
presented in this thesis.

6.3 Physical testing
When testing the mathematical model together with the controllers on a physical
system the results became heavily dependent on the functionality of the hardware
and the tuning of the system. Nonetheless, from the results presented in figures
5.10-5.13, showing the POI with and without controllers, it is clear that the system
is proving to track a reference point, albeit not perfectly. Although the simulations
also proved that a perfectly tracking system probably is not possible, the physical
results were believed to be able to perform even better, and the reasons for this will
be presented below.

6.3.1 Hardware
The single largest difference between the simulations and the physical tests was the
actual hardware, since it was not the same as the modelled system. Mainly because
the control system was not able to be implemented on the CLITE 2 and since a
model of a real system rarely is an exact description of its physical equivalent. As
mentioned in chapter 4, the feedback signals from the motors and the IMU data
were noisy, and filtering of the signals was necessary. Attempts of reducing the noise
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were made with RC -filter circuits and FIR-filters, but the results were not satisfy-
ing. In the end a Kalman filter was implemented due to its compromise between
smoothing and delay of the signal. The delay, however, made the system less re-
sponsive to sudden changes. Since all controllers where tested with the same delay
this did not effect the comparison between the three. However, the delay most likely
affected how well the system performed in tracking a reference point when subjected
to disturbances.

The overall hardware setup could be seen as contributing to an under performing
system. With the system being tested on primitive hardware, improvements such as
using more precise rotary encoders instead of feeding back signals from the motor
potentiometers, would reduce the uncertainty and need of the same level of filtering.
The motors also suffered from jitter resulting in the system not being able to track
a point perfectly even when the system not being subjected to any movements.

6.3.2 Tuning of controllers

The tuning of the system was vital to the performance. The PID was relatively
easy to tune for the physical system.The LQR and LQI controllers on the other was
harder to dial in. This increased the time for tuning considerably. In the end, all
controllers were more or less tuned to behave similarly when subjected to a sinu-
soidal wave, but there is no guarantee that the tuning made actually was the best
there could be.

Analyzing the result of the tilt angle tracking in figure 5.9 it becomes evident that
all three controllers were able to track the calculated reference fairly well, with the
LQR controller being less smooth than the other two. With the pan angle track-
ing seen in figure 5.8, the angle differences are much smaller, and frequency higher.
Despite that, the PID is seen tracking the reference angle rather well, followed by
the LQR and then the LQI which tracks the reference angle fairly poor. Since the
LQI is seen tracking the tilt reference angle well, this is possibly a result of poor
tuning, or hardware related as discussed earlier. It was nonetheless a sign of the
controller’s inability to track a fast moving reference angle. This was also seen, for
all controllers, when the frequency of the sinusoidal wave being fed to the 6DOF
platform was increased. Doing so, all controllers performed poorly to the extent
that they did not visibly stabilize the searchlight.

The reason why the LQI was performing worse than the other controllers regarding
pan angle tracking could be explained by the added integral state, which requires a
number of samples in order to accumulate an error. For this reason the tracking of a
slowly changing reference could perform less preferable. On the other hand, thanks
to the integral state, a constant tracking error would be eliminated. Possibly the
design parameters, Qu and Qx, should have been tuned in a better way such that
the benefits of the error elimination overcomes the downsides of its poor tracking of
small changes.
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6.3.3 Testmethod
The 6D0F platform was only programmed to pitch and roll, not to heave even though
the algorithm was designed to handle pure heave motions. Although this was verified
during simulations, the hardware did not support measurement of heave. Attempts
were made to use the IMU to estimate the heave displacement, which involved inte-
grating the accelerometer data twice. Unfortunately the accelerometer signal proved
to be too noisy and as a result the distance in heave that was estimated was not
useful. To be able to estimate heave another sensor would most likely be needed
in the system and possibly fused with the information from the accelerometer. It
has however been done by only using an IMU, as seen in the report Heave Motion
Estimation of a Vessel Using Acceleration Measurements [17].

The platform was intended to mimic a boat at sea during the tests. It was done by
introducing sine waves in the 6DOF platform software for both roll and pitch, since
wave motion in general is often simulated as sinusoidal functions [18] [19] [20] [21].
Furthermore, the transfer function between the wave motion and the motion of a
boat is sometimes modeled as a state space filter [22], similarly the signal between
the sinusoidal input and the motion of the 6DOF platform was filtered. Despite the
fact that the platform was programmed for other purposes than ship modeling, one
can equate the physical testing with a boat at sea to some extent.

6.4 Implementation on the CLITE 2
In the case of implementing the control system on the CLITE 2, better results than
the ones seen in this thesis is expected. This is mainly due to the lights better per-
forming motors and use of encoders, with presumably better accuracy than the use
of potentiometers. An implementation would however entail introducing an IMU to
the light and making sure that its processor can handle the needed calculations.

If testing would be done on an actual boat in future the control system will most
likely stabilize the searchlight. However, how the user would experience the stabi-
lization of the light is unknown. The anticipation is that the algorithm, on a well
functioning system, would help facilitate the use of the light, but there is no guar-
antee that it would be the case. The control system could possibly be perceived as
obstructing, rather than assisting.
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Conclusion

This master’s thesis was based on the objective of developing a control system
for stabilizing a searchlight, a task with many possible solutions and outcomes.
After long discussions, both externally and internally a choice to track a reference
point, relative the boat was made. Based on this idea the mathematical model was
built and later implemented. Although not perfect, the algorithm together with the
controllers proved that a searchlight could be stabilized based on IMU data and
with feeding back the positions of the motors. With that said, further testing needs
to be done in order to ensure that the proposed control system satisfies the needs
of a possible end user.
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A.1 Simulink model for simulation of the system
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A.2 Simulink model subsystem for calculation of
reference angles
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A. Appendix

A.3 Hardware used for test and verification
https://www.clasohlson.com/se/Nyckelring-med-laserpekpinne/40-7967

Amount Component Description Link
1 IMU MPU9150 SparkFun IMU Breakout
2 Servo Motor SG90 SG90 DATA SHEET
1 Pan/Tilt kit - Pan/Tilt kit
1 Microcontroller board Arduino Uno ARDUINO UNO REV3
1 Microcontroller board Funduino Mega Funduino MEGA 2560 R3
1 Single-board computer Raspbery Pi 3B Raspberry Pi 3 Model B
1 Laser Pointer - Laser Pointer

A.4 Determining light parameters
The moment of inertia for both degrees of freedom were calculated with the formula
seen in equation (A.1)

J = 1
2MR2 = 0.01 kgm2; (A.1)

where the mass, M , was assumed to be 1kg, and the radius, R, was assumed to be
10cm.
The parameters for the electric motors were found in data sheet for motors handling
the same calculated moment of inertia together with a chosen rotational acceleration,
seen in Data sheet1 for moc23series.

Km = 0.45 Nm√
W

;R = 0.6 Ω;L = 2 ∗ 1e− 3mH; J = 0.01 kgm2; b = 0.01 Nm

KRPM
;

(A.2)
Ku = 0.35V s; (A.3)

1http://www.moog.com/literature/MCG/moc23series.pdf
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