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Abstract

The compelling evidence for climate change has increased the importance that we
understand our environment and can properly model it to get factual prognoses. The
carbon cycle is one part, of which there exists a large uncertainty in the land biomass,
primarily forests. To improve our estimation abilities the BorealScat project is
currently running, which consists of a tower based radar measuring the response
from a forest. The data is used to reconstruct a vertical cross section image of the
forest (tomographic image), thereby having another way to estimate biomass. The
issue is that the processing of acquired data by the radar takes more time than
the current measurement rate. Therefore this thesis investigates the possibility to
implement a different reconstruction algorithm to decrease computation time.
The tower’s full bistatic antenna geometry is simulated as well as a simpler mono-
static approximation. For each of these a Global Back-Projection is implemented
and used as a reference. The Fast factorised back-projection (FFBP) algorithm is
implemented in the monostatic case, and partially implemented for the bistatic case
(called BiFFBP). Simulated data and measured data were used for development and
benchmarking of the algorithms.
A speedup fo 50% - 70% is achieved in the monostatic approximation case, which
is of the same order as the theoretical maximum; four times speedup . The partial
results for the bistatic case are demonstrated, however, time constraints hindered
the completion of the implementation.
The conclusion is that the implementation of FFBP and BiFFBP show potential to
help reduce the computational burden of the BorealScat project.

Keywords: radar, SAR, bistatic, back-projection, GBP, FFBP, BorealScat.
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1
Background

It comes as a surprise to few that climate change is a difficult problem that mankind
is facing in the coming future [1]. In order for world leaders to make qualified
decisions in policy making, models that can produce reliable forecasts are required.
Great strides in this regard has been made and it can be shown almost without a
doubt that human actions have contributed to climate changes [1]. In the modelling
of climate change an important aspect is the flux of carbon, especially as part of
the important greenhouse gas CO2. The emission from burning of fossil fuels and
absorption in the ocean can be quantified fairly well. However, there is a large
uncertainty when it comes to the carbon cycle on land, mainly forests, where the in
and out flux is derived from the other parts in the balance equation of total in and
out fluxes and changing pools of accumulated carbon [2]. These indirect estimates
are not satisfactory, and while there are methods for measuring biomass of forests
they require a major effort of manual work, are destructive and/or time consuming,
and therefore not applicable on a global scale [3].

To try and remedy this situation the European Space Agency (ESA) has approved
the BIOMASS mission, which has the purpose to provide maps of stored carbon in
the biomass of forests on a global scale, along with changes over time. The mission
consists of a satellite with radar equipment that will utilize the scattering properties
of forests to generate maps of estimated biomass density [2]. Synthetic Aperture
Radar (SAR) techniques will be used to get all-weather capabilities and a higher
resolution than real aperture imaging. In particular, the BIOMASS satellite will be
the first one to use P-band frequencies for space-borne remote sensing (specifically
435 MHz and with a bandwidth of 6 MHz), which have the properties of being able
to penetrate the canopy of forests and reflect off tree trunks and branches [4]. The
satellite is planned to be run in three different modes; polarimetric SAR (PolSAR),
interferometric SAR (InSAR), and a time-limited tomographic SAR (TomoSAR)
mode. The launch is scheduled to take place in 2021 [5], and prior to that several
projects are ongoing to help understand how the results from the satellite should be
processed and interpreted. For example, there is currently insufficient understanding
of how radar measurements over forests vary with changing weather and seasons.
BorealScat is one such project that focuses on the temporal variations in radar
measurements over boreal forests that are common in the northern hemisphere.
Similar projects exist for other types of forest, such as TropiScat and AfriScat for
tropical forests [6, 7].
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1. Background

1.1 Brief History of Radar and SAR

The history of radar starts less than 20 years after Heinrich Hertz experimentally
proved the existence of electromagnetic waves [8], with the invention of an apparatus
by Christian Hülsmeyer in 1904 that could detect ships in fog and bad weather in
order to avoid collisions. Although this could not measure distance, and thus cannot
claim to be the first radar, as the word initially was an acronym for RAdio Detection
And Ranging [9]. Several people, including Tesla and Marconi, had hypothesised the
idea of using electromagnetic waves to measure the distance to remote objects, but
one of the first demonstrated cases of this is due to Robert Watson-Watt and Arnold
Wilkins in the United Kingdom. Their efforts would later result in the famous early
warning system Chain Home which provided the UK with an advantage against the
german bombing raids during the second world war [10]. Although radar is still an
important military technology it has developed and is applied to a multitude of civil
areas, a few examples being traffic surveillance, measuring levels in tanks [11], and
as is the case with this thesis, remote sensing.
A great step beyond the simple detection and ranging of radar was taken with the
development of SAR. SAR is a high resolution technique that works by sampling the
electromagnetic field of a scattered scene from multiple points, and thereby creating
a synthetically larger aperture than the physical one. Through this technique SAR
can compete in resolution with optical systems in certain cases. The first develop-
ments in SAR where made by C. A. Wiley in the early 1950’s with the invention of
Doppler Beam Sharpening (DBS). The first system using this technique was demon-
strated in 1952, and with it the 100° beam width of a real Uda-Yagi antenna was
reduced (sharpened) to about 1° [12]. Since then a continuous effort has improved
both the theoretical understanding of SAR, and possible hardware implementation
as well as processing techniques. It is also interesting to note that due to the fact
that SAR was invented before fast computers where available, much of the early
processing was done with optics. Today however, digital processing is the prevalent
technology [13, 12].
Much of radar development has been motivated and driven by military and defence
applications, with uses in other areas realised later. The topics in this thesis can
certainly be used in a military setting, but everything that is developed here is for
the BorealScat project as presented in Chapter 1.

1.2 SAR Modes

Besides the original intent of many radars to find metallic structures either in the
air or at sea, an important use of radar is to image the ground. The most common
mode comprises of a single transmit/receive antenna which is mounted fixed on a
platform, usually an aeroplane or a satellite, and illuminates a strip as the platform
moves. This is called stripmap mode SAR imaging and is illustrated in Figure 1.1.
The spotlight mode is similar only that instead of the antenna being fixed it is
rotated so to always point at a certain area [14].
With a single flight path only a two dimensional image can be obtained of the

2



1. Background
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Figure 1.1: One of the simplest modes for SAR imaging is stripmap mode. Image
courtesy of [3], reprinted with permission.

illuminated area, using two antennas or two fly-by’s with different flight paths
one can obtain topographic information of the area. This is called interferomet-
ric SAR (InSAR). Another mode is polarimetric SAR (PolSAR), where multiple
polarisations are used to get more information.
A more recent idea is tomographic SAR (TomoSAR). It builds upon the principle
of using multiple fly-by’s, but instead of extracting topographic information with
the assumption that scattering only happens at the surface, frequencies that pene-
trate the material is used to be able to create images with vertical resolution [15].
Figure 1.2 show the basic principle.
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Figure 1.2: Tomographic SAR utilises multiple fly-by’s in order to construct ver-
tical cuts of the illuminated area.

1.3 The BorealScat Tower

The BorealScat project consists of a radar tower in Remmingstorp, Sweden, that
overlooks a patch of boreal forest. This is monitored by SAR on a few different centre
frequencies, fc, and bandwidths, B, as specified in Table 1.1. The antenna arrays
used are real arrays for all bands, although the terminology "synthetic aperture"
will be kept throughout this thesis due to familiarity and consistency. For P- and
L-band measurements the same 20-element antenna array is used, while for C-band
there is a separate 10-element dual-polarised array. It is set up to capture data for
reconstructing tomographic radar images on all bands with 5 min intervals [3].

Table 1.1: Centre frequency and bandwidth available for the BorealScat radar.

Frequency band fc [MHz] B [MHz]

P-band 1 435 30
2 514 8
3 546 8
4 640 56

L-band 5 1307.5 135
C-band 6 5410 320

Because of the large separation between the bands, and the desire to use the same,
calibrated, equipment for all bands, a generic 20-channel Vector Network Analyser
(VNA) is used instead of custom-designed radar hardware. The VNA works by
stepping the frequency within the specified bandwidth and reading the scattering
parameters, as such data is collected directly in frequency domain. More details in
Section 2.3 [3].
This data is then transformed into time domain, where Global Back-Projection
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1. Background

(GBP) is used to create tomographic images. GBP is an accurate but computation-
ally expensive algorithm.

1.4 Purpose and Goal of Thesis

The technical motivation for this thesis is to speed up the reconstruction of to-
mographic radar images by implementing a faster algorithm than GBP. The Fast
Factorised Back-Projection (FFBP) algorithm is a good choice as it’s a variant of
GBP. The theoretical speed up depends on image size but GBP is proportional to
O(N3) while FFBP is usually O(N2 log2N) so for fairly large images the speed up
is notable [16].
The end goal is therefore to assist in the processing of SAR data, specifically from the
BorealScat project, but with the possibility to apply it on other data sets. Assuming
that a working implementation will be used the environmental impact of this will
be two fold, as both helping with the speed up analysis of the data, and reducing
the energy used in the processing due to the increased computational efficiency.
To accomplish this, the main goal is broken down so that incremental progress can
be tracked. Early on the focus is on the theoretical foundation, while later parts
put emphasis on different implementations; a reference GBP, a monostatic FFBP
approximation, and a bistatic FFBP.
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2
Theory

In this chapter the theory of SAR is presented. First the basic principles of SAR
algorithms, geometries, and details specific to the BorealScat tower. Then the sig-
nal model and GBP is derived, the principles of FFBP are presented, as well as
resolution, ambiguities and changes needed for the algorithms to accommodate the
bistatic geometry.

2.1 Synthetic Aperture Radar Processing

Reconstructing images from received SAR signals can be done in multiple ways.
The parameters that dictate which algorithm is chosen often comes down to what
approximations can be done, and if it needs to be done in realtime or not.
SAR reconstruction algorithms are mainly divided into two main categories; frequency-
domain, and time-domain algorithms. As this thesis focuses on the time-domain
algorithm of back-projection only a short description of frequency-domain algo-
rithms will be presented. The first methods to reconstruct SAR images worked
in the frequency domain, being DBS as previously mentioned, also called unfocused
SAR. Further developments lead to a fully focused SAR algorithm, Range Doppler
Algorithm (RDA), which often uses the Fresnel approximation, and later the Po-
lar Formating Algorithm (PFA), which employs the approximation of plane waves
(Fraunhofer approximation), as just a few examples. All of these have a range of va-
lidity, for example PFA is only valid for large distances and/or small angular dwell.
The Ω− k algorithm is more general in that no assumption of the electromagnetic
wave is done, but it requires a straight line for the aperture to be accurate. For
more details on these algorithms refer to [13, 17].
The time-domain algorithms are usually different versions of back-projection, with
GBP being the first to be introduced to newcomers. The perhaps even more straight
forward algorithm is the Time Domain Correlation (TDC), which is simply a cor-
relation process with the expected response of a point object at a certain distance
[18]. The GBP and TDC do not impose any approximations. Due to this fact, these
algorithms build upon Gabor’s theory of holography which was acknowledged early
in the history of SAR but could not be realized because of computational limita-
tions [13]. The derivation of GBP from the principles of TDC will be presented
in Section 2.3. Several variants of back-projection that offer speed up compared
to GBP have been invented, among them being Local Back-Projection (LBP) [19],
Fast Back-Projection (FBP) [20], quad-tree algorithm [21], and FFBP [16]. Only
GBP and FFBP will be treated in this thesis.
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2. Theory

2.2 Geometry

The usual geometry presented in most introductory books on SAR is akin to the fact
that for the longest time the primary application of SAR, was to image the ground
from an aeroplane. This is illustrated in Figure 2.1. In this setup the same antenna

x

y
z

Figure 2.1: The usual geometry, where the xy-plane is the ground, z is height, and
the slant-range plane, r, extends from the aperture path pointing to the middle of
the image.

is used for both transmission and reception, i.e. the transmitter and receiver are co-
located, which is called a monostatic geometry. A more general case is the bistatic
geometry, where the transmitter is placed in a different location compared to the
receiver. Making things even more general would be to consider multiple receivers
for each transmitter, the multistatic case, which has the advantage that several
cheaper passive receivers can utilize one more expensive transmitter. A historical
note is also that the use of bistatic radar is older than the monostatic equivalent
[22]. For most geometries that deal with moderate altitude and sizes of the aperture
the approximation that the illuminated surface is planar is a good approximation,
however, primarily for satellite radar this might not be the case. Instead both the
curvature of the earth and the orbital track, as well as variable speed need to be
accounted which complicates the geometry [23]. These are aspects that needs to be
dealt with in the final case of the BIOMASS satellite, but for the tower radar in
question it is not relevant.
A side view of the tower is shown in Figure 2.2. Already a distinction from the
standard geometry in Figure 2.1 can be noted as the synthetic aperture extends
vertically in the tower geometry in relation to the ground instead of horizontally. The
reason for this is that the area of interest is the vertical distribution of backscatter
in the forest and not an image of the illuminated plane, therefore in order to get
a vertical cut (or average) the array is oriented in that fashion, as described in
Section 1.2 [3].
If the antenna arrays are viewed from the front as in Figure 2.3 another distinction
can be seen, i.e. that the geometry is bistatic. A picture of the real antenna arrays
are shown in Figure 2.4. Pairing between the different polarisations is done to be
able to extract more information from the forest, as for different transmit polarisa-
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Figure 2.2: Side view of the tower and forest geometry, and what a generated
signal, range profile, represent in terms of the physical scene. Image courtesy of [3],
reprinted with permission.
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(a) The front view of the P/L-band an-
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Figure 2.3: Front view of the antenna arrays on the BorealScat tower.
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Figure 2.4: Picture of the mounted antenna arrays. The pointy antennas are the
P/L-band array, while the smaller rectangular shaped ones are the C-band array.

tion different scattering phenomena will occur [4]. Measurements and simulations
for all combinations have been made. These being HH, VV, HV and VH where H
stands for horizontal polarisation, V for vertical, the first letter indicates reception
polarisation and the second letter transmission polarisation.
The image will be formed in the image plane which will extend in the middle between
the transmit and receive arrays, an example of this plane is shown in Figure 2.5 with
HH polarisation of the P/L-band antennas. In the monostatic approximation of the

range

depth

height

txrx

Figure 2.5: Example of the image plane for HH and VV polarisation of the P/L-
band antennas.

bistatic case, that will be presented in Section 2.8, the virtual monostatic array will
lie exactly between the transmit and receive aperture points, thereby will be in the
image plane. Any distinction between the slant-range plane and image plane (or
ground plane) disappears and all means the same. This will not be the case for the
true bistatic geometry.
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2. Theory

2.3 Signal Model and Global Back-Projection

As described in Section 1.3 the tower radar is utilising a VNA as transmitter and
receiver, and the output from the VNA is in the frequency domain in form of S-
parameter data. This is in contrast to the usual radar signal modelling approach,
where a chirp (most simply a linear frequency modulation between two different
frequencies) is often transmitted and then received with a quadrature receiver in
order to create an approximate analytical signal [24].
Here follows a derivation of the GBP algorithm from first principles. The first step
is to design a baseband signal, this can be a rectangular pulse, a shaped pulse,
or more commonly in radar a chirp. To account for all possibilities an arbitrary
complex signal is used, sbb(t), where bb stands for baseband. The signal is then
in most cases up-converted to a higher frequency. There are multiple reasons for
this, among them being that we’re only permitted to transmit on a certain band,
that the scattering phenomena to be observed only occur for certain frequencies, or
to be able to construct a high gain antenna with reasonable dimensions. The up-
conversion is usually represented in complex form in order to make the mathematical
manipulations simpler.

spbtx(t) = sbb(t)ejω0t

The notation pb indicates that it is a passband signal, and the real part of this is
the signal that is transmitted by the radar system, which is indicated by tx. The
carrier frequency f0 is represented in ω0 = 2πf0. The received signal is modelled
as being scattered by a point scatter, indexed n, at a location determined by the
delay tn caused by back and forth propagation. The location will be in the two
dimensional xy-plane as indicated by Figure 2.6. The point scatter approximation,

y

x

set
of u

point scatter, n

rn = tnc
2

Figure 2.6: Geometry used in the derivation of GBP.

also called weak scatter approximation or the Born approximation [25], is needed to
make the equations linear. This is more evident in the derivation of back-projection
from Maxwell’s equations, which is detailed in [26]. The received signal from a single

11



2. Theory

scatterer is

spbrx(t) = ans
bb(t− tn(t))ejω0(t−tn(t)) = ans

bb(t− tn(t))ejω0te−jω0tn(t)

where an is the complex reflectivity of the point scatter. Free-space loss and antenna
pattern dependent gain or loss are ignored for the time being but will be introduced
in the simulation in Chapter 3. N scatterers can easily be modelled with

spbrx(t) =
N∑
n=1

ans
bb(t− tn(t))ejω0te−jω0tn(t)

Where N is the total number of scatterers to sum over. This complication will
not be carried through in the derivation. The dependence of tn on t comes from
the possibility of the receiver moving during the receive window, or that the scat-
terer moves during the time it is reflecting the signal. For the tower’s geometry
the transmitters and receivers never moves, and while the trees of the forest can
move under the influence of mainly wind, this effect will not be taken into account.
However, this t dependence is still retained in order to later explain another approx-
imation often used in SAR. The common situation is that the radar transceiver is
mounted on a moving structure and thus tn depends on t. The received signal is
then down-converted back to baseband

sbbrx(t) = ans
bb(t− tn(t))ejω0te−jω0tn(t)e−jω0t = ans

bb(t− tn(t))e−jω0tn(t)

The transceiver is moved along the synthetic aperture, which is indicated with u,
which in the straight flightpath along an axis would be a scalar, but in the general
case would be an arbitrary set of points in R3. Particularly in real applications where
external factors can affect the path to deviate from a straight line, for example wind
affecting an aircraft. In this derivation it will be limited to a straight path along one
of the axis in a two dimensional geometry, e.g. u along the y-axis as in Figure 2.6.
This creates a 2D signal space of range profiles, and to indicate the two dimensions
another s is added to the function expression

ssbbrx(u, t) = ans
bb(t− tn(u, t))e−jω0tn(u,t)

The full expression of tn(u, t) in the monostatic case is

tn(u, t) =
2
√
x2n + (yn − u(t))2

c

and it is more clear how the position of u depends on fast-time, t. The 2 comes
from propagation to the scatterer and back, and c is the speed of light. To get an
estimate of the reflectivity of a scatterer at a certain location correlation is used
between the received signal and a constructed reference signal which represents the
signal a single scatterer would produce.

hhbbx (u, t) = sbb(t− td(u, t))e−jω0td(u,t) (2.1)

12



2. Theory

The reference signal is for an arbitrary point scatter at the location x = (x, y) in the
xy-plane. And the time delay caused by the distance between x and u is td, defined
as

td(u, t) =
2
√
x2 + (y − u(t))2

c
(2.2)

The general cross-correlation, also called the sliding inner product, between two one
dimensional equations, f(t), g(t) is defined as

(f ? g)(t) =

∫ ∞
−∞

f ∗(τ)g(τ + t)dτ

where the asterisks notation on f indicates complex conjugation. So by extending
this to two dimensions the image can be reconstructed

Ix(u, t) =

∫ ∞
−∞

∫ ∞
−∞

ssbbrx(u+ v, τ + t)hhbb∗x (v, τ)dvdτ

However, for the usual radar geometry where the slant-range plane does not coincide
with the image plane (or ground plane) makes the sliding inner product difficult to
formulate. Therefore its more common to construct each pixel with their own hhbbx ,
i.e. change it for each x [27]. To indicate that the hhbbx is specific to a certain pixel
the subscript i is added, hhbbxi

. Also doing a variable substitution v → u, τ → t gives

Ixi
=

∫ ∞
−∞

∫ ∞
−∞

ssbbrx(u, t)hh
bb∗
xi

(u, t)dudt

for a single pixel at xi. Looping over all desired pixels would produce the image,
and this algorithm is called Time Domain Correlation (TDC) [18]. The algorithm
is very computationally intensive, on the order of O(N4) for an N ×N image with
N aperture points. Therefore some approximations are introduced in order to make
it more practically viable. Starting by inserting the expressions for ssbbrx(u, t) and
hhbb∗xi

(u, t) gives

Ixi
=

∫ ∞
−∞

∫ ∞
−∞

ans
bb(t− tn(u, t))e−jω0tn(u,t) sbb∗(t− td(u, t))e+jω0td(u,t)dudt (2.3)

Instead of having a double integral the plan is to separate the compression of range
and azimuth. For this to be achieved ssbbrx(u, t) and hhbb∗xi

(u, t) must be separable
in range and azimuth, which the tn(u, t) and td(u, t) dependence on t puts a stop
to. However, if the transmitted signal is short, such that the movement of the
transmitter and receiver is negligible, then the following approximations can be
made

tn(u, t) ≈ tn(u)

td(u, t) ≈ td(u)

If the signal is not short and there is considerable movement during or between
transmit and receive then displacement and/or blurring can occur if the approxima-
tion is used [28]. Note that if there is no motion of the transmitter or receiver, as is
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the case with the tower geometry, as well as all scatterers staying stationary, then
this is no approximation at all. Now eq. (2.3) can be written as

Ixi
=

∫ ∞
−∞

∫ ∞
−∞

ans
bb(t− tn(u))e−jω0tn(u) sbb∗(t− td(u))e+jω0td(u)dtdu (2.4)

It can be shown that the process of correlation can be equivalently formulated using
the technique of matched filtering [29]. The same is true for our SAR reconstruction
case, and the matched filtering in range between the received signal and the reference
is

(ssbbrx ∗t hhbb∗xi
)(u, τ) =

∫ ∞
−∞

ssbbrx(u, t)hh
bb∗
xi

(u, t− τ)dt

=

∫ ∞
−∞

ans
bb(t− tn(u))e−jω0tn(u) sbb∗(t− τ − td(u))e+jω0td(u)dt

Where ∗t indicates convolution over the fast-time variable t. For the pixel in ques-
tion, xi, only the peak value is of any meaning, we therefore set τ = 0, and the
result is the same time integral as in eq. (2.4), i.e.

sbbmf (u) =

∫ ∞
−∞

ans
bb(t− tn(u))e−jω0tn(u) sbb∗(t− td(u))e+jω0td(u)dt (2.5)

This is the range matched filtered response so to get the pixel value integration
along the synthetic aperture is performed. Note that there is only a single s as it is
one dimensional at this point

Ixi
=

∫ ∞
−∞

sbbmf (u)du

The common implementation is not to do the matched filtering integral for each
pixel generating individual values, but do matched filtering on the entire signal,
called pulse compression, then pick the relevant range sample. Also putting the
reference phase factor outside the integration

ssbbpc(u, td(u)) = (ssbbrx ∗t ssbb∗xi
)(u, td(u))

=

∫ ∞
−∞

ssbbrx(u, τ) ssbb∗xi
(τ − td(u))dτ.

Results in the pixel equation

Ixi
=

∫ ∞
−∞

ssbbpc(u, td(u))e+jω0td(u)du. (2.6)

It can be shown that this new algorithm has a computational complexity of O(N3)
which is an improvement from the TDC algorithm but still requires a fair amount of
resources or time to reconstruct large images. The nature of SAR image reconstruc-
tion is an inversion problem, and for the rigorous mathematical treatment consult
[30, 31].
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The GBP and TDC have the advantage that they can inherently handle arbitrary
flight paths [16], which the majority of the frequency domain algorithms can not.
For them to be able to reconstruct images from aeroplane SAR data motion com-
pensation is usually needed. Depending on algorithm different types of motion
compensation might be desirable as well, e.g. for PFA motion compensation to a
point is need, while for Ω− k it should be motion compensation to a line [13]. The
frequency domain algorithms have still been more popular historically, not just due
to being developed first, but also for the better computational efficiency. However,
with the introduction of various new factorised versions of back-projection in the
previous 20 years this advantage has diminished. Still, often the hardware is de-
signed with a certain signal processing in mind therefore it might be difficult to
implement a new algorithm for an existing platform. It should also be noted that
GBP and other time-domain algorithms make the Nyquist requirements for an alias-
free reconstruction somewhat transparent, i.e. it is easier to think one reconstructs
an alias-free image but actually does not, compared to frequency domain algorithms
where these requirements become explicit [13].
In the practical aspects of implementing GBP it works by projecting the range
profile from each aperture point in spherical shells. This process is illustrated in
Figure 2.7, with a two dimensional geometry. Between Figure 2.7c and Figure 2.7d
it is clear that phase difference in the range profiles for different aperture points
only interfere constructively for the pixel(s) where the scatter originated. From this
description it is also clear that the same image would be constructed if the antenna
would illuminate the other side of the synthetic aperture, even if there where no
scatterers there. I.e. there would be an ambiguity and this is the reason SAR is
usually side-looking.
A real digital system must deal with sampled signals in both fast and slow time.
For slow time this means that the integral in eq. (2.6) becomes a sum over available
aperture points, N

Ixi
=

N∑
n=1

ssbbpc[u[n], td(u[n])]e+jω0td(u[n]) (2.7)

where the square brackets indicates that the variable is discrete. Sampling in fast
time implies that the pixel location is most likely between two samples in the range
profile, and as such interpolation is needed before the pixel can be created.
Back-projection is often said to be a passband algorithm [13], and that the phase
introduced by the downconversion needs to be compensated before processing and
interpolation and then reinstated afterwards, however, this is only due to the fact
that most interpolators work at baseband. There is no theoretical reason for why
the phase can not be left and have the interpolator work at passband instead. It is
convenient to use ready made interpolators, thereby making it necessary to modify
the phase. Another reason to not work at passband is that it would require higher
sampling.
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aperture points

(a) 2D geometry with a 1D linear
synthetic aperture and a single point
scatterer.

Amplitude

t

(b) Recorded range profile from one
aperture point. The time at which
the pulse is located corresponds to the
distance between the scatterer and
the aperture point via r = tc/2.
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y

Ampl.

(c) A single range profile is plotted
along an axis that coincides the point
scatter. From the range profile data
this location is unknown so spreading
the range profile out in a circle covers
all possibilities.

y

x

(d) If this is done for many aperture
points they will line up only at the
actual location of the point scatterer,
and the phase of the complex samples
will constructively interfere at that
point.

Figure 2.7: The fundamental steps in the formation of a SAR image with GBP.
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2.4 Fast Factorised Back-Projection

FFBP is a modification of GBP and a generalisation of previously developed mod-
ifications, such as [19, 20] and [21]. FFBP also goes by Direct Spherical Back-
Propagation in some literature [13], the spherical here tells that only the monostatic
case is considered.
The theoretical basis for FFBP is the realisation that it is unnecessary to back-
project aperture data to all pixels for each new aperture position. If the back-
projected data from two adjacent aperture points are visualised as in Figure 2.8
it can be seen that to a certain approximation the two aperture points can be
represented by one range profile. One could also combine more than two aperture

concentric circles for
each aperture point

Figure 2.8: The data from two adjacent aperture points can be represented by a
single range line within a certain angular extent because of approximately the same
phase.

points, and then in order to not increase the error the angular extent that can be
represented by a single range profile must be smaller. This is illustrated in Figure 2.9.

Figure 2.9: With more aperture points the corresponding beam can be viewed as
being more narrow.

The algorithm works on the principle of splitting the synthetic aperture into these
smaller subapertures, where a few aperture points are merged together. Then take
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a few of these subapertures and merge to create larger subapertures, continuing this
process until the full synthetic aperture has been assembled. The first steps of the
process are pictured in Figure 2.10. From the geometry of algorithm formulation it

y

x

one pixel
of angular
resolution

range sample

Image

(a) The extent of which the data of one
range profile covers the image plane.

y

x

two pixels
of angular
resolution

(b) The merger of two aperture points
covering a large angular section, now the
angular resolution is two.

y

x

four pixels
of angular
resolution

(c) The next step in the factorisation is to
merge two subapertures, i.e. four aperture
points. This results again in a doubling of
the angular resolution, four pixels.

y

x

(d) After all aperture points are merged
into one synthetic aperture the polar grid
is interpolated to the final Cartesian grid
shown here.

Figure 2.10: First steps in the procedure of FFBP.

is required to use a polar coordinate system as data is then uniformly distributed in
radius and angle. In this version each step merges subapertures in pairs, reducing
the number of subapertures by half, while also doubling the angular resolution with
each step. This process is continued until the whole aperture has been merged. In
the final step the polar image is interpolated into the Cartesian image coordinates.
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The introduction of a new coordinate system for every subaperture with each step
requires the data of the previous step to be interpolated to fit. Due to this interpo-
lation errors are introduced which accumulate with each step in the factorisation.
It can be shown that the computational demand of the algorithm is O(N2 lognN)
for a N2 image constructed from N aperture samples, merging n subapertures in
each step of the algorithm. Most efficient is n = 3 but for the described number of
virtual phase centres n = 2 is closer, and it provides only a 6 % loss in efficiency
[16].
If the number of aperture points is not a power of two, range profiles could be
discarded until only a power of two remains. Instead of discarding, it is better to
use all information which can be done in a few different ways. The simplest would be
to zero-pad with range profiles filled with zeros up to the correct amount. Another
option would be to use GBP to reconstruct an image from the remaining range
profiles and then merge that image coherently with the FFBP reconstructed one.
Another approach would be to arrange so that all or most of the data can be used
by using FFBP but with n changing between 2 and 3 at different steps as to fit the
most number of range profile into the FFBP reconstruction as possible. This last
method would probably be the most efficient, but was not implemented. Instead
only a power of two number of aperture points are used for the reconstruction using
a simple n = 2 approach.
As the number of aperture points in the case of the tower are far fewer than the
number of pixels in the images, the speed up will not be as drastic as for the case
of N aperture points for an N2 image. Saying that we have A aperture points and
reconstruct an N ×M image with both GBP and FFBP the theoretical speedup is
the ratio between the two

ANM

NM log2(A)
=

A

log2(A)
(2.8)

Which for A = 16 is 4. An increase smaller then this is expected to be achieved,
due to various overhead.
Besides factorisation of the synthetic aperture another variant of FFBP also fac-
torises the image domain and is described in [16]. Example implementation of both
variants can be found in [32].

2.5 Stepped Frequency Waveform

As discussed in Section 1.3, a VNA is used for broadband capture of the radar
signals from all bands. It uses a stepped frequency waveform to create a broadband
signal, by short bursts of approximately monochromatic sinusoids with increasing
frequency. An example of the waveform is plotted in Figure 2.11. The VNA does its
processing so that in each of the bursts of monochromatic signal are approximated
to be time-harmonic waves, i.e. steady state, and a complex sample to represent
this is produced. The output of the radar measurement is therefore a part of the
scattering matrix, each transmit/receive pair being a vector of complex samples over
the specified bandwidth with the set spacing. However, the developed reconstruction
algorithms work in time domain, which means that the frequency data needs to be
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(b) Shows how the time domain aspects of
the signal relate to the frequency domain.

Figure 2.11: The stepped frequency signal, illustrated both in time-domain as well
as combined time/frequency-domain.

inversely Fourier transformed such that the range profiles are recovered. In order to
simulate the steady state at each step of the waveform this derivation will assume
that it is a sinusoid that extends infinitely in time. That is to say that

sbb(t) = ejωit

where ωi = 2πi∆f is the stepped frequency in baseband, with i ∈ {0, 1, 2, . . . , N−1}
for N samples. Upconverting this to passband with carrier f0 results in

spbtx(t) = ejωitejω0t = ej(ω0+ωi)t

where ω0 = 2πf0. It should be noted that in this formulation the carrier frequency
used for upconversion is not the same as the centre frequency, due to the fact that
the baseband signal is defined from 0 to bandwidth B, instead of symmetrically
around zero frequency. A simulated received signal from a point scatterer at the
distance rn would be time-delayed, attenuated due to free-space loss, affected by
the transmit and receive antenna patterns, Atx and Arx, as well as the scatterer’s
reflectivity, an:

spbrx(t) =
AtxArxank

2

(4πrn)2
ej(ω0+ωi)(t−tn) (2.9)

with k = (ω0 + ωi)/c, and tn = 2rn/c for the monostatic case. The scattering
parameter that the VNA will generate, is defined as [33]

S21 =
spbrx

spbtx

By inserting the expressions for spbrx and spbtx gives the following which conforms with
literature [34]

S21 =
spbrx

spbtx
=

AtxArxan
(4πrn)2

ej(ω0+ωi)(t−tn)

ej(ω0+ωi)(t)
=
AtxArxan
(4πrn)2

e−j(ω0+ωi)
2rn
c (2.10)
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This is the frequency-domain signal as measured by the VNA. As mentioned, in
order to get the range profile we need to take the inverse Fourier transform of this
data. It should be noted that it does not matter if baseband conversion of the signal
would have taken place prior to extracting the scattering parameter, because it would
have involved a e−jω0t-term in both the numerator and denominator, cancelling each
other.
The stepped frequency approach is a fairly slow one compared to other radar wave-
forms, therefore it is usually only used in lab environments or stationary platforms.
The step-frequency technique also makes it possible to synthesise the response of
any transmitted signal that is supported by the stepped-frequency signal in the
frequency domain [26].

2.5.1 Pulse Compression

The technique of pulse compression is a standard topic in radar treatise [13, 26,
14, 35], and the application is mostly in terms of a linear chirp. For the idealistic
case of range resolution one would want a Dirac delta function to be transmitted,
reflected, and received. It would also be of interest to have a high transmit power
as to be able to image further away, as the range depends heavily on this power
because of the r−4 term in the radar equation [14]. Physical, technological, and
legal limitations makes it impossible to send an arbitrary wideband, high power
signal. A solution to this problem is instead to send a chirp which spreads out the
frequencies in time, thereby putting more reasonable demands on the output power
of the transmitter. The process of compressing the chirp into the tallest, thinnest
pulse possible is called pulse compression, and is equivalent to a spectral phase shift.
This is commonly implemented in terms of a matched filter, as that is the optimum
filter that maximises Signal-to-Noise Ratio (SNR) of a signal in additive, white,
Gaussian noise [35].
An advantage with the stepped frequency waveform is that no pulse compression
is needed. As the frequency-domain samples are treated individually the phase can
be matched arbitrarily which is done in real-time by the VNA hardware, thereby
producing the same result as pulse compression.

2.6 Resolution

Resolution is one of the more important figures of merit in SAR. The common
definition in SAR, and many other areas of physics where resolution plays a role,
is the unit of measure needed to resolve two adjacent point objects. This is often
called the Rayleigh resolution, and in SAR the natural unit is distance. The basic
principles that lead to an increase in resolution are different in down-range and
along-track respectively. In the geometry of the tower this is the same as range
and elevation. For improvement in along-track (elevation) the imaged object needs
to be illuminated from many different angles, this is illustrated in Figure 2.12. To
get improvement in range one needs more bandwidth as explained in Section 2.5.1.
Approximate equation for the resolution in range is
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y
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β

Figure 2.12: Synthetic aperture along the y-axis with the antenna beam width of
α, gives that the total angular dwell, β, on a single point is limited by the beam
width or synthetic aperture length.

∆r =
c

2B
(2.11)

with c being the speed of light and B the double sided bandwidth at baseband [14,
36].
The resolution in elevation (along-track) at broadside can be approximated by

∆h =
cr

2fcL
(2.12)

at the range r, with centre frequency fc, and synthetic aperture length L [37]. It is
not uncommon to see that the cross-range resolution will be independent of range
on the form of L/2, however, this is only applicable to certain situations and not with
the tower geometry [13, 26, 14].

2.7 Ambiguities

In the common radar approach range ambiguities become a problem if during the
receive window for a particular pulse the echo of the previous pulse is received due
to a scatterer beyond the desired range. If the scatterer persists during many or
all of the aperture points it will cause a local blurring because the hyperbolic range
walk of that scatter will take on a different shape than is expected of the system for
the place it appears in the range profiles.
In the VNA radar case these time-gated receive windows do not occur. Instead
we fill the frequency spectrum directly causing maximum allowed range ambiguity
based on how finely sampled this spectrum is according to

Ramb =
c

2∆f
(2.13)
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where ∆f is the sampling spacing in frequency.
Ambiguities will also show up in elevation due to the discreteness of the synthetic
aperture

Hamb ≈
cr

2fc∆L
(2.14)

with ∆L being the sample spacing in the aperture [36].

2.8 Bistatic Modifications

The monostatic setup for SAR has overall been more popular than bistatic or mul-
tistatic setups. This is mostly due to technical difficulties that appear when the
transmitter and receiver(s) are located at different locations, such as time synchro-
nisation, flight coordination, phase stability, and more [38].
Certain considerations must be taken into account when moving from a monostatic
geometry to a bistatic one. For the GBP algorithm in Section 2.3 it was made
clear that the collected range profiles should be distributed over equidistant pixels
dependent on the range, with the aperture point in question as origin. These were
spherical shells in the monostatic case, however, for the bistatic one this is no longer
applicable. It can be shown that instead of spheres the equidistant surface becomes
an ellipsoidal with one focus at the transmit position, and the other at the receive
position. This is shown visually in Figure 2.13 for the case in two dimensions, but
the same principle applies in three.

Midpoint tx or rx subap.
Midpoint tx/rx pair
Midpoint subaperture
Equal phase ellipses, pair 1
Equal phase ellipses, pair 2

y

x

tx
rx

Tx/Rx aperture point

Figure 2.13: The bistatic geometry demands for an elliptic spreading of data
instead of spherical, here in two dimensions, with the two black middle points as
centres for the ellipses.

One approach to reconstructing images from data collected by a bistatic geometry
is to approximate it by a virtual monostatic array placed in the middle between
each transmit/receive pair [39]. In Figure 2.14 this approximation can be seen to
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be valid for long ranges as it is the same as approximating the elliptical equidistant
lines with a sphere, using a far-field approximation the match is exact. This virtual

tx

rx

Elliptical curve
Circle
Sector of valid approx.
Midpoint/Monostatic origin

Figure 2.14: If the image lies in a small angular section it might be valid to
approximate the bistatic geometry with a monostatic one, i.e. circular equidistant
range instead of elliptical, positioned between the transmit and receive locations.

array will be employed in the simulation and compared to more approximation-
free approaches, and be called the virtual phase array. The corresponding virtual
ones for the P/L-band and C-band are plotted in Figure 2.15. Using this the same
algorithms as defined for the monostatic geometry in Section 2.3 and Section 2.4
can be used for the bistatic geometry.

2.8.1 Global Back-Projection

In the bistatic version of the GBP no specific care has to be taken with regards to the
ellipsoidal nature of the equidistant surface, rather just calculate the distance from
the transmitter and receiver to the pixel being imaged individually. The equation
for the pixel sum will be almost the same as eq. (2.7), but instead of just depending
on the aperture position u it will depend on the transmit aperture position, utx, and
the receive aperture position, urx,

Ixi
=

N∑
n=1

ssbbpc[utx[n], urx[n], td(utx[n], urx[n])]e+jω0td(utx[n],urx[n]) (2.15)

The equation for td will also change from eq. (2.2) to

td(utx[n], urx[n]) =
2

c
(rtx(utx[n]) + rrx(urx[n])) (2.16)

with rtx and rrx being the distance from the pixel to the transmit and receive location
respectively

rtx(utx[n]) =
√
x2i + (yi − utx[n])2

rrx(urx[n]) =
√
x2i + (yi − urx[n])2
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Figure 2.15: Virtual phase arrays for the different antenna configurations.
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2.8.2 Fast Factorised Back-Projection

More modifications need to be made to the FFBP algorithm in order to make it
work for the bistatic geometry. Two different methods have been presented in [40],
of which the second one will be outlined and used here. The version of FFBP for
the bistatic geometry will also be the polar one as was described in Section 2.4, and
will be called Bistatic FFBP (BiFFBP) throughout this thesis.
The tower geometry is fairly specific, so to more clearly visualise how the algorithm
works in general an arbitrary three dimensional setup will be analysed. Such a
one is shown in Figure 2.16a, where there are two linear synthetic aperture arrays
in the style of the standard geometry in Figure 2.1. Instead of formulating a polar
coordinate grid that extends from the middle point of the array as in the monostatic
case, now the origin is defined as the midpoint between the midpoints of the transmit
and receive subaperture respectively. This is illustrated in Figure 2.16b, and then
the grid is defined in the image plane, which in this case is the xy-plane. The
grid is no longer polar but elliptical with foci at the location of the midpoints
of the transmit and receive array project down onto said image plane. Two sets
of these first subapertures are plotted in Figure 2.16c, and the next step in the
factorisation is to combine these. Figure 2.16d shows the coordinate system of the
merged subapertures with the refinement in angular resolution. As for FFBP this
procedure is continued until the entire synthetic aperture is merged, and the final
step is to interpolate from the elliptical grid onto a Cartesian one.
It should also be noted that FFBP have been applied in different bistatic scenarios
before, examples being [41, 42, 43].
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(a) Three dimensional bistatic setup with
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plane is the ground plane, with the image
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(b) The merger of two aperture points to
a first stage subaperture. The origin is
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(d) The merged image with the new grid
and origin for the larger subaperture

Figure 2.16: First steps in the procedure of FFBP
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3
Simulation

The simulation has been implemented in Matlab as described and derived in Chap-
ter 2. This will include physical aspects such as the far-field pattern of the transmit
and receive antennas, and free-space loss. Further physical aspects, the effect of an-
tenna coupling, reflections from the metallic tower, and advanced simulations of the
forest will not be included as these effects have been evaluated as not contributing
much to the understanding of the problem while adding at lot of complexity. The
forest is modelled as a cloud of point scatterers. This is sufficient as the goal is not
to accurately model forest scattering, which is not a trivial task [4].
This chapter first discusses the antenna pattern implementation, then the monostatic
geometry with details of resolution, ambiguities, and windowing. Further on the
bistatic geometry and related differences are presented.

3.1 Antennas

For parts of the simulation, in particular troubleshooting and verification, isotropic
antennas are used. Which are easy to implement as AtxArx = 1 in eq. (2.9). All
antennas are polarized, most commonly linearly, and the BorealScat project is set
up to investigate the different combination of horizontal (H-pol) and vertical polar-
ization (V-pol). All combinations are HH, VV, HV and VH. For most cases HV and
VH will produce the same results, but not for the P/L-band antenna arrays as they
are offset compared to each other.

3.1.1 Antenna pattern

In order to simulate more realistic results the antenna patterns need to be simulated.
The antennas are commercial so the simulated patterns will depend on data supplied
by the manufacturers.
Due to the fact that the simulated targets are of point-like nature, only the far-field
value of the antenna in the exact direction of the target is needed. This is the case
for both the receive and transmit antenna, and therefore the antenna pattern term
in the theoretical formulation becomes a multiplication of two complex numbers,
the Atx and Arx, for each triad of transmit antenna, scatterer, and receive antenna.

3.1.1.1 P/L-band

The P/L-band antennas are log-periodic dipole arrays manufactured by Rohde &
Schwarz. The antennas have a single polarisation therefore two are used for each
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transmit/receive, as described in Chapter 2. The data supplied by the manufacturer
is in form of a FEKO (electromagnetic full-wave simulator) far-field file. The data
was evenly spaced on a spherical coordinate system, and by exploiting the periodic
nature of this data interpolation to any arbitrary angle can be done.
No antenna truly has a single polarisation, a horizontally polarised antenna will
transmit/receive some power on the vertical polarisation. As the point scatterers
in the simulation are totally reflective the only HV and VH part will be from this
cross-polarisation leakage.

3.1.1.2 C-band

The C-band antennas are manufactured by Cobham, and the data for them is not
the complete far-field sampled over an entire sphere as was the case with P/L-band.
Instead only a horizontal and a vertical cut of the far-field is supplied. In order
to reconstruct an approximation of the field in any relevant direction the Product
algorithm as described in [44] is used. This algorithm is simple and relies on the
separability of elevation and azimuth, which often is a good approximation for the
main lobe.

3.2 Monostatic Geometry

For the development and evaluation of the algorithms a few different monostatic
arrays where used. To test the computational complexity of both GBP and FFBP, a
linear array of varying number of elements was used. When generating images, both
from simulated and measured data, the virtual phase array described in Section 2.2
will be truncated to the closest lower number that is a power of two, 16. The
resulting array is shown in Figure 3.1. For the tower’s geometry and a monostatic
setup no care needs to be taken between the slant-range plane and the image plane
as they coincide.

3.2.1 Range Resolution and Ambiguities

The resolution in range is determined by eq. (2.11) and is listed in Table 3.1. The un-
ambiguous range is determined by eq. (2.13), which with the system ∆f = 0.5 MHz
results in 300 m. This presents no problem, as scatterers at that distance return such
a weak signal that they disappear in the noise of the physical system. In elevation
the resolution and unambiguous distance is determined by eq. (2.12) and eq. (2.14)
respectively. Due to the dependence on range, three example ranges are used in
calculating these metrics in Table 3.2. The truncated array is used.
The C-band will provide the best resolution in range due to larger bandwidth, but
only second best in elevation resolution. This is because of the shorter extent of
the C-band antenna array, compared to the P/L-band array. A better elevation
resolution could have been achieved by separating the elements more, extending the
total array length. The compromise is that the unambiguous elevation would shrink.
The range and elevation resolution at range 20 m is illustrated in Figure 3.3a
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Figure 3.1: The truncation from 25 virtual phase centres down to 16. As before
the red rings indicate two virtual phase centres that overlap. Note that the offset in
depth is simply done to better illustrate which phase centres are kept, and no actual
offset in depth is made in the simulation.

Table 3.1: Range resolution for the defined frequency bands

Frequency band B [MHz] Range resolution [m]

P-band 1 30 5.0
2 8 18.8
3 8 18.8
4 56 2.7

L-band 5 135 1.1
C-band 6 320 0.47

Table 3.2: Elevation resolution and unambiguous distance for the frequency bands
at a range of 20 m, 50 m and 100 m, with the truncated virtual phase centre array.

Elevation Resolution [m] Ambiguity [m]

Range [m] 20 50 100 20 50 100

P-band 1 3.5 8.6 17.2 52 130 259
2 2.9 7.3 14.6 44 110 219
3 2.8 6.9 13.7 41 103 207
4 2.3 5.9 11.7 35 88 176

L-band 5 1.2 2.9 5.7 17 43 86
C-band 6 1.3 3.5 6.9 21 52 105

31



3. Simulation

Illustrating ambiguities in Figure 3.2a where a straight line of point scatterers at
the same height as the array causes ambiguities to appear at a clockwise rotation in
the image where no actual scatterers are located. Figure 3.2b shows that simulating
scatterers at these ambiguous positions similarly causes ambiguities at the original
locations.
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(a) A line of scatterers at the same
height as the truncated linear array.
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(b) The scatterers extending in a line
rotated 60° from boresite.

Figure 3.2: Ambiguities in the geometry of the tower. The red lines in the plots
represents the tower and the ground, while the green circles are the antenna posi-
tions.

3.2.1.1 Windowing

A strong point scatterer causes large sidelobes in both range and elevation, which
is simulated in Figure 3.3a. In order to get more visually identifiable scatterers a
reduction in sidelobe level is desirable, therefore windowing will be applied in both
range and azimuth. A downside with reducing the sidelobes is that the mainlobe
will broaden, a broadening that depends on the amount of sidelobe suppression.
Range windowing is achieved by applying a Hamming window on the frequency data
before inverse Fourier transform. This window was chosen because of the reasonable
trade-off between sidelobe suppression and mainlobe broadening. In elevation the
window is applied as a factor to each of the range profiles before the tomographic
reconstruction. For the elevation the window will be a Taylor window. The difference
comes from the fact that the number of samples in elevation are much fewer and as
to not lose too much resolution the Taylor window with parameters nbar = 3 and
sidelobe level −30 dB is used. The effects of windowing is illustrated in the four
images in Figure 3.3.

3.2.2 Fast Factorised Back-Projection

To test the FFBP implementation and to show that there is a speedup compared to
GBP, an N2 image with N aperture points will be simulated for several values of
N . The result is plotted in Figure 3.4, from which one can see that FFBP is always
faster than GBP. The one labelled FFBPqa is the same as FFBP but with a higher
azimuth oversampling in order to create a better image. This can be seen to have
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(a) A single scatter located at a range
of 20 m as the same height at the mid-
dle of the array. No windowing has
been applied and large sidelobes are
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(b) Hamming window applied in
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(c) Taylor window applied in eleva-
tion
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(d) Both windows applied, a broad-
ening of the reconstructed scatterer in
both dimensions are evident.

Figure 3.3: Showing the effects of windowing on the sidelobes of a single scatterer
simulated at L-band with the truncated virtual phase array, and constructed with
GBP
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Figure 3.4: The increase in computation time as a function of aperture size, N ,
when creating a N2 image. The blue is the ordinary GBP, the red is FFBP with
an oversampling of two in azimuth of the first stage and using linear interpolation,
and to contrast the green is the same but with a first stage oversampling of 32.

the same effect as creating a larger image without oversampling but otherwise the
computational complexity is the same.
The big O concept only takes into account the general trend of computational time
compared to input size, therefore there will be some discrepancies with that and
the presented graph. For example, the bookkeeping need to keep track of pixels in
different coordinate systems is probably higher for FFBP compared to GBP, this
probably contributes to the nonlinearity in the lower N of GBP and FFBP. The
contradictory reduction of time with larger N for GBP, is due to the fact of large
difference in the sub-second execution times for these. Sometimes as large as a factor
2-3, and only 10 runs where averaged. Other things that can change the complexity
is if different interpolators are used. However, the results fit fairly well with the
theoretical predictions with GBP having a slope of just below three corresponding
to a complexity of O(N3), and FFBP just below two which corresponds to N2 log2 N.
The lower slope than three and two can be explained that the bookkeeping and
surrounding code take up a larger percentage of time at lower N , thus causing a
lower slope. Also the log2N term for FFBP would be hard to notice in these results
as it would be drowned out by the other mentioned effects. Finally these results
should not be viewed as a validation of the theory, but rather as a verification of
the implementation.

3.3 Bistatic Geometry

For more general geometries the monostatic approximation will prove to be inaccu-
rate. For example if the range is short compared to the reconstructed image size.
The general bistatic geometry introduces a double square root term in the azimuth-
range signal space. An analytical solution exists for the monostatic case which only
has one square root term, the one that causes what is called the hyperbolic range
walk [13], but that is not the case with the double square root term. This causes
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problems when developing frequency domain algorithms [38].
In the context of back-projection the largest differences between monostatic and
bistatic SAR is that instead of projecting range profiles over spheres one needs to
do it over ellipsoids [45].
In regards to the tower a change to bistatic geometry also implies three dimensions.
An example of the antenna configuration for P/L-band HH polarisation is shown in
Figure 3.5. Extending the GBP implementation in this case is trivial as only the

0

50

100
−200

20

0

50

Range [m]
Depth [m]

H
ei
gh

t
[m

]

Physical Scene

Tower
Ground
Tx
Rx

(a) Overview of the geometry in the
bistatic case, with the tower in red,
transmit and receive antennas in blue
and magenta respectively, and the
ground in cyan.
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(b) Close-up of the antenna geometry.

Figure 3.5: The bistatic setup of the tower geometry for the HH-polarised P/L-
antenna arrays.

calculations for the time delay changes, as explained in Section 2.8.1.
The extension of FFBP to BiFFBP, is not as straight forward. And unfortunately
due to time constraints a working version of BiFFBP was not able to be imple-
mented.
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4
Results

It should be noted that with the simulated results distortions such as shadowing,
i.e. not being able to image scatterers behind larger ones, is not taken into account
in the simulated images due to the Born approximation.
The results from the monostatic reconstruction of both simulated and measured
data is presented first, followed by partial bistatic reconstruction of simulated data.
Ending with details about range compensation.

4.1 Monostatic Approximation

The monostatic (virtual phase centres) approximation as first mentioned in Sec-
tion 3.2 is valid for large ranges and that the transmitter is fairly close to the
receiver, i.e. the plane wave approximation [39]. It should be noted that it is only
an approximation of range, and not for the actually scattered field.

4.1.1 Simulated Forest

The forest is simulated as a collection of point scatterers within a volume as illus-
trated in Figure 4.1.
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Figure 4.1: The simulated forest scene using 200 randomly distributed point scat-
terers in the area where the forest is expected to be.

Plots with reconstructed images from the simulated forest for three bands and both
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GBP and FFBP is shown in Figure 4.2. For the most part these results can be
called equivalent for GBP and FFBP, except for large angles where the FFBP
implementation has some issues. This is visible at close range, looking at 5 m range
close to the ground where the FFBP implementation produces low values, whereas
GBP gives much higher values.
Another issue that has been mentioned is the one of ambiguities, which are apparent
in the reconstructions at L- and C-band in Figure 4.2. These are not a problem, as it
is evident that the forest does not stop to reflect for the region 30 m to 40 m to then
start again. The results are simulated with the truncated array, which highlights
the ambiguity problems further.

4.1.2 Antenna Effects

To illustrate the effect of the antenna pattern, the same scene is reconstructed with
the pattern as well as with isotropic radiators. Both are plotted in Figure 4.3. There
is a clear decrease in the intensity of the backscatter from the point cloud beyond the
−3 dB limit in Figure 4.3b, as compared to Figure 4.3a with isotropic radiators. The
effects will be similar for C-band, although the C-band antenna array is tilted down
towards the forest. Reasons for why the P/L-band antennas are not is explained in
[3]

4.1.3 Measured Data

In order for reconstructed images from measured data to be well-focused the exact
phase of the received signals in relation to the physical antennas are needed, but this
is not the case and during the image reconstruction these errors causes distortions in
the image, such as blurring. Therefore an auto-focusing procedure is used to create
images with the best focus. It works by making small adjustments to the phase
between signals in order to increase the contrast. This is a nonlinear optimisation
problem and is currently solved by a particle swarm optimisation algorithm, followed
by a hill climbing routine involving many iterations. This results in a fairly large
amount of images being generated, and at the current state the entire process takes
longer than the five minute interval of data being captured [3]. This is not a part
of this thesis, so for demonstrating the use of the algorithms the measured data will
already be preprocessed.
The result of using GBP and the entire virtual phase array for P-band, one L-band,
and the C-band is plotted in Figure 4.4. The images are focused, but one problem
with the focusing processing is that it causes an arbitrary rotation in the images.
Perhaps most clearly illustrated in the L-band image, Figure 4.4b, where a reflector
which in reality is located on the ground hovers at a height of about 20 m. Forest
features such as canopy can be identified, but is also rotated.
To use the FFBP to compare with GBP the reduced number of range profiles, 16,
will be used. These corresponds to the same as in the reduced virtual phase centre in
Section 3.2. These results are plotted in Figure 4.5. Again GBP and FFBP produce
the same result, except for large angles.
To compare the speedup for reconstruction of the different images, the computational
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(b) P-band reconstruction using FFBP
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(c) L-band reconstruction using GBP.
Ambiguities are visible.
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(d) L-band reconstruction using FFBP
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(e) C-band reconstruction using GBP
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(f) C-band reconstruction using FFBP

Figure 4.2: Comparison of reconstructed images with GBP and FFBP with re-
duced aperture size. All reconstructions use four times oversampling in range and
linear interpolation, while the FFBP images also use 16 times oversampling in ele-
vation.
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(a) L-band reconstruction with isotropic
antennas and truncated array.
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(b) L-band reconstruction with the mod-
elled P/L-band antennas and truncated
array, with HH polarisation.

Figure 4.3: Comparing the impact of the P/L-band antenna pattern against
isotropic pattern.

time is listed in Table 4.1. These times have been averaged over four reconstructions
of each image. As mentioned in Section 2.4 due to the fact that the number of

Table 4.1: Comparison of computation time for GBP and FFBP images when
using the measured data for the different bands. For both algorihtms the range
profiles where oversampled with four times the closest power of two, and for FFBP
there was a 16 times oversampling in elevation.

Frequency band Nr of range
samples

Image size
[Mpx]

GBP
time [s]

FFBP
time [s]

Speedup
tGBP/tFFBP

P-band 1 1k 2.31 4.11 2.76 1.49
L-band 5 8k 2.31 4.50 2.68 1.68
C-band 6 16k 2.31 4.07 2.82 1.45

aperture points are far fewer than the number of pixels the speed up will not be as
high as for the idealistic case of N aperture points for an N2 image. However, it is
evident that a speedup with FFBP is realisable.
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(a) P-band reconstructed with GBP
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(b) L-band reconstructed with GBP
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Figure 4.4: Reconstruction of images from already focused data using GBP, with
four times oversampling in range and linear interpolation. An arbitrary rotation
can be seen in the images, which comes from the focusing procedure. The L-band
and C-band shows less in range, due to higher frequencies penetrating less into the
forest canopy.
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(b) P-band using FFBP
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(c) L-band using GBP
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(d) L-band using FFBP
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Figure 4.5: Comparison of reconstructed images with GBP and FFBP with re-
duced aperture size. All reconstructions use four times oversampling in range and
linear interpolation, while the FFBP images also use 16 times oversampling in az-
imuth.
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4.2 Bistatic Geometry

As mentioned in Section 3.3 time constraints put a stop to the implementation of
BiFFBP. However, the simpler bistatic GBP will be demonstrated with an arbi-
trary geometry in two dimensions, as well as the steps that have been taken in the
implementation of BiFFBP.
As detailed in Section 2.8.1 only a slight modification is needed to accommodate
bistatic geometries in the formulation of GBP. In Figure 4.6 a scene with point
scatterers located in a 3D volume is illustrated. Range profiles are generated with
the truncated bistatic arrays and images are reconstructed with GBP both for the
true bistatic geometry, in Figure 4.6b, and with the monostatic virtual phase array
in Figure 4.6c. Taking the difference in dB (i.e. same as quotient in linear) between
the these reconstructions gives a metric of how similar they are, and is plotted in
Figure 4.6d. The desired result is to have values as close to zero as possible, and for
the region where the scatterers are located this is true, therefore the conclusion is
that the monostatic virtual phase centre approach is valid. The large difference in
the sidelobe levels above the forest at a range of 100 m is not easily explained. One
cause could be issues with the implementation. Note also that only the magnitude
is compared here, any differences in phase is not evaluated.
The partial progress that has been made for BiFFBP is in terms of a testing geom-
etry, as visualised in Figure 4.7a. To easier develop and troubleshoot the algorithm
only one step in the factorisation is done. This is accomplished by construction two
images using GBP and half the array for each image, and then combine these with
BiFFBP. Thereby simulating the last step in the factorisation. In Figure 4.7b and
Figure 4.7c these two halves are plotted. These must be in the elliptical coordinate
system, as described in Section 2.8.2, for the BiFFBP algorithm to be able to merge
them.
The result of the final step in the factorisation is plotted in Figure 4.8b. As a
reference, the same image reconstructed with GBP is plotted in Figure 4.8a. Some
differences are apparent, primarily that the upper left corner is weaker and that the
lower right corner is stronger for the BiFFBP image. This might not appear to be
significant, however, with multiple steps in the factorisation these errors accumulate
and distorts the image beyond usability.
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Figure 4.6: Reconstruction of images with GBP in 3D, compared to the monostatic
approximation 2D GBP.
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Figure 4.7: Setup for testing and developing the BiFFBP algorithm.
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ing the two halves in Figure 4.7.

Figure 4.8: Comparing the reconstruction using GBP and one step of BiFFBP.
The labels A and B are to point out the largest differences.

4.3 Range compensation

Due to the free-space propagation loss the voltage amplitude of the received signal
will be reduced by a factor 1/(4πr)2, where r is the distance to the scatterer. As
to remove this effect the range profiles are multiplied with (4πr)2 with the relevant
r for each range bin. This fixes the free-space loss, but it introduces an image
distortion in terms of a spatial shift in the reconstructed image, such that the peak
of the magnitude no longer coincide with where the scatterer is located. This is
illustrated in Figure 4.9, with the comparison of the same image with and without
range compensation.
The reason for this phenomena can be made more apparent by looking at an example
scatterer at distance r which generates the back scatter plotted in Figure 4.10a. The
peak, range r, is multiplied with the factor (4πr)2, while at a distance ∆r away from
the peak the factor will be (4π(r±∆r))2. In order to have a small shift of the peak
the ratio between the factor at the peak and at ±∆r should be close to 1. The ratio
is

A =
(4πr)2

(4π(r ±∆r))2

=

(
r

r ±∆r

)2

=

(
1∓ ∆r

r ±∆r

)2

From which it can be seen, that in order to have a small shift the range r should be
large or ∆r small. For radar the case is often the first one, that the distances are
large, while the second case means a larger bandwidth for the same level at ∆r.
Another problem is that the amplification of sidelobes, which for scatterers close to
the array can become significant further away, which can be viewed in the compen-
sated range profile in Figure 4.10b. This shows that it is not impossible to have
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(a) A reconstructed image showing offset
between the scatterer and the peak of the
reconstructed image due to range compen-
sation.
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of the reconstructed image is at the same
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Figure 4.9: Showing the difference between reconstruction with and without range
compensation. The effect is most pronounced at short range and with small band-
width, here the simulated bandwidth is 8 MHz at 546 MHz. The sidelobes are sup-
pressed with windowing.
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Figure 4.10: Showing the effect of range compensation on range profiles with a
single scatter located 100 m away from the antennas. In (b) the amplification of
sideslobes are also evident.
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sidelobes be amplified above the level of the actual mainlobe, however, it causes
distinct ringing artefacts in a reconstructed image which are easily identifiable.
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5
Conclusion

The goal of implementing a faster reconstruction algorithm than GBP has been
accomplished in the monostatic approximation via FFBP, and the speedup is of
the expected order. About 50% - 70% for the tested scenarios, compared to the
theoretical maximum speedup of four times. Reduced accuracy at large angles is
seen in the implementation, however, as long as this is taken into consideration the
results of the algorithms are considered to be equivalent. The bistatic version of
FFBP has been partially implemented, unfortunately not entirely completed. There
are no apparent reasons why BiFFBP would not be able to reconstruct tomographic
images and therefore speedup also the bistatic geometries.
For the FFBP algorithms to be of practical use information should not be discarded
as has been the case for a majority of the reconstructed images in this thesis. Instead
a more advanced version ought to be implemented that uses one or more of the ideas
presented in Section 2.8.2.
The problems introduced by range-compensation in terms of shifting of the scatter
location in the reconstructed image, does not have to be a problem. However, for the
geometries such as the tower’s and especially in combination with low bandwidth one
needs to be aware of these issues. Further, one has to be careful when interpreting
the reconstructed images if there are possibilities for ambiguities, as are the case for
several of the images presented in this thesis.

5.1 Other considerations

Another approach to increase the speed of reconstruction could be to simply par-
allelise the existing algorithm. This approach is not an efficiency improvement as
the same number of instructions are being executed, however, due to the fact that
most modern computer systems have multiple computational units in some way it
is often a fairly easy route to go to achieve some speedup. This assumes that the
algorithm in question can be executed in parallel, which is not always the case.
The parallelisation of GBP is straightforward, because each range profile is treated
separately and distributed over the image. For example in Matlab it might be as
easy as switching for with parfor. One could also utilise the general availability
and high power of modern computer graphic cards, which has been done [46, 47].
The best thing would be to combine both a faster algorithm with parallelisation to
get the advantage of both.
A more radical option would be to look into the developments of frequency-domain
algorithms that have been specifically tailored towards bistatic geometries, one ex-
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ample being Non-Linear Chirp Scaling (NLCS) [38].

5.2 Future Work

For the future, the first step is to complete the unfinished parts in the bistatic
implementation of BiFFBP, and apply it to the tower geometry and data.
It would also be interesting to implement the solutions in a compiled language,
such as C, to see whether further speed gains could be achieved. A look at a GPU
implementation might also be worthwhile.
Closer investigation of optimum oversampling in range and elevation in terms of max-
imum speedup, also in relation to using other kinds of interpolators, such as nearest
neighbour. Also generally optimising the Matlab code for maximum speedup.
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