CHALMERS

UNIVERSITY OF TECHNOLOGY

Fast factorised back-projection for
reconstruction of tomographic images
from bistatic radar measurements

Master's thesis in Wireless, Photonics and Space Engineering

MARTIN RONNFALK

Department of Space, Earth and Environment
CHALMERS UNIVERSITY OF TECHNOLOGY
Gothenburg, Sweden 2018






MASTER’S THESIS 2018

Fast factorised back-projection for

reconstruction of tomographic images
from bistatic radar measurements

Martin Ronnfalk

<4

S
CHALMERS

UNIVERSITY OF TECHNOLOGY

Department of Space, Earth and Envirionment
Division of Microwave and Optical Remote Sensing
CHALMERS UNIVERSITY OF TECHNOLOGY
Gothenburg, Sweden 2018



Fast factorised back-projection for reconstruction of tomographic images from bistatic
radar measurements
Martin Ronnfalk

© Martin Ronnfalk, 2018.

Supervisor: Albert Monteith, Department of Space, Earth and Environment
Examiner: Lars Ulander, Department of Space, Earth and Environment

Master’s Thesis 2018

Department of Space, Earth and Environment
Division of Microwave and Optical Remote Sensing
Chalmers University of Technology

SE-412 96 Gothenburg

Telephone +46 31 772 1000

Cover: Visualisation of a reconstructed image from simulated scatter targets in the
geometry of the BorealScat radar tower.

Typeset in BTEX
Gothenburg, Sweden 2018

v



Fast factorised back-projection for reconstruction of tomographic images from bistatic
radar measurements
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Abstract

The compelling evidence for climate change has increased the importance that we
understand our environment and can properly model it to get factual prognoses. The
carbon cycle is one part, of which there exists a large uncertainty in the land biomass,
primarily forests. To improve our estimation abilities the BorealScat project is
currently running, which consists of a tower based radar measuring the response
from a forest. The data is used to reconstruct a vertical cross section image of the
forest (tomographic image), thereby having another way to estimate biomass. The
issue is that the processing of acquired data by the radar takes more time than
the current measurement rate. Therefore this thesis investigates the possibility to
implement a different reconstruction algorithm to decrease computation time.

The tower’s full bistatic antenna geometry is simulated as well as a simpler mono-
static approximation. For each of these a Global Back-Projection is implemented
and used as a reference. The Fast factorised back-projection (FFBP) algorithm is
implemented in the monostatic case, and partially implemented for the bistatic case
(called BiFFBP). Simulated data and measured data were used for development and
benchmarking of the algorithms.

A speedup fo 50% - 70% is achieved in the monostatic approximation case, which
is of the same order as the theoretical maximum; four times speedup . The partial
results for the bistatic case are demonstrated, however, time constraints hindered
the completion of the implementation.

The conclusion is that the implementation of FFBP and BiFFBP show potential to
help reduce the computational burden of the BorealScat project.

Keywords: radar, SAR, bistatic, back-projection, GBP, FFBP, BorealScat.
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1

Background

It comes as a surprise to few that climate change is a difficult problem that mankind
is facing in the coming future [1]. In order for world leaders to make qualified
decisions in policy making, models that can produce reliable forecasts are required.
Great strides in this regard has been made and it can be shown almost without a
doubt that human actions have contributed to climate changes [1]. In the modelling
of climate change an important aspect is the flux of carbon, especially as part of
the important greenhouse gas CO,. The emission from burning of fossil fuels and
absorption in the ocean can be quantified fairly well. However, there is a large
uncertainty when it comes to the carbon cycle on land, mainly forests, where the in
and out flux is derived from the other parts in the balance equation of total in and
out fluxes and changing pools of accumulated carbon [2]. These indirect estimates
are not satisfactory, and while there are methods for measuring biomass of forests
they require a major effort of manual work, are destructive and/or time consuming,
and therefore not applicable on a global scale [3].

To try and remedy this situation the European Space Agency (ESA) has approved
the BIOMASS mission, which has the purpose to provide maps of stored carbon in
the biomass of forests on a global scale, along with changes over time. The mission
consists of a satellite with radar equipment that will utilize the scattering properties
of forests to generate maps of estimated biomass density [2|. Synthetic Aperture
Radar (SAR) techniques will be used to get all-weather capabilities and a higher
resolution than real aperture imaging. In particular, the BIOMASS satellite will be
the first one to use P-band frequencies for space-borne remote sensing (specifically
435 MHz and with a bandwidth of 6 MHz), which have the properties of being able
to penetrate the canopy of forests and reflect off tree trunks and branches [4]. The
satellite is planned to be run in three different modes; polarimetric SAR (PolSAR),
interferometric SAR (InSAR), and a time-limited tomographic SAR (TomoSAR)
mode. The launch is scheduled to take place in 2021 [5], and prior to that several
projects are ongoing to help understand how the results from the satellite should be
processed and interpreted. For example, there is currently insufficient understanding
of how radar measurements over forests vary with changing weather and seasons.
BorealScat is one such project that focuses on the temporal variations in radar
measurements over boreal forests that are common in the northern hemisphere.
Similar projects exist for other types of forest, such as TropiScat and AfriScat for
tropical forests |6, 7].
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1.1 Brief History of Radar and SAR

The history of radar starts less than 20 years after Heinrich Hertz experimentally
proved the existence of electromagnetic waves [8], with the invention of an apparatus
by Christian Hiilsmeyer in 1904 that could detect ships in fog and bad weather in
order to avoid collisions. Although this could not measure distance, and thus cannot
claim to be the first radar, as the word initially was an acronym for RAdio Detection
And Ranging [9]. Several people, including Tesla and Marconi, had hypothesised the
idea of using electromagnetic waves to measure the distance to remote objects, but
one of the first demonstrated cases of this is due to Robert Watson-Watt and Arnold
Wilkins in the United Kingdom. Their efforts would later result in the famous early
warning system Chain Home which provided the UK with an advantage against the
german bombing raids during the second world war [10]. Although radar is still an
important military technology it has developed and is applied to a multitude of civil
areas, a few examples being traffic surveillance, measuring levels in tanks [11], and
as is the case with this thesis, remote sensing.

A great step beyond the simple detection and ranging of radar was taken with the
development of SAR. SAR is a high resolution technique that works by sampling the
electromagnetic field of a scattered scene from multiple points, and thereby creating
a synthetically larger aperture than the physical one. Through this technique SAR
can compete in resolution with optical systems in certain cases. The first develop-
ments in SAR where made by C. A. Wiley in the early 1950’s with the invention of
Doppler Beam Sharpening (DBS). The first system using this technique was demon-
strated in 1952, and with it the 100° beam width of a real Uda-Yagi antenna was
reduced (sharpened) to about 1° [12]. Since then a continuous effort has improved
both the theoretical understanding of SAR, and possible hardware implementation
as well as processing techniques. It is also interesting to note that due to the fact
that SAR was invented before fast computers where available, much of the early
processing was done with optics. Today however, digital processing is the prevalent
technology [13, 12].

Much of radar development has been motivated and driven by military and defence
applications, with uses in other areas realised later. The topics in this thesis can
certainly be used in a military setting, but everything that is developed here is for
the BorealScat project as presented in Chapter 1.

1.2 SAR Modes

Besides the original intent of many radars to find metallic structures either in the
air or at sea, an important use of radar is to image the ground. The most common
mode comprises of a single transmit/receive antenna which is mounted fixed on a
platform, usually an aeroplane or a satellite, and illuminates a strip as the platform
moves. This is called stripmap mode SAR imaging and is illustrated in Figure 1.1.
The spotlight mode is similar only that instead of the antenna being fixed it is
rotated so to always point at a certain area [14].

With a single flight path only a two dimensional image can be obtained of the
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Figure 1.1: One of the simplest modes for SAR imaging is stripmap mode. Image
courtesy of [3|, reprinted with permission.

illuminated area, using two antennas or two fly-by’s with different flight paths
one can obtain topographic information of the area. This is called interferomet-
ric SAR (InSAR). Another mode is polarimetric SAR (PolSAR), where multiple
polarisations are used to get more information.

A more recent idea is tomographic SAR (TomoSAR). It builds upon the principle
of using multiple fly-by’s, but instead of extracting topographic information with
the assumption that scattering only happens at the surface, frequencies that pene-
trate the material is used to be able to create images with vertical resolution [15].
Figure 1.2 show the basic principle.
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.

Figure 1.2: Tomographic SAR utilises multiple fly-by’s in order to construct ver-
tical cuts of the illuminated area.

1.3 The BorealScat Tower

The BorealScat project consists of a radar tower in Remmingstorp, Sweden, that
overlooks a patch of boreal forest. This is monitored by SAR on a few different centre
frequencies, f., and bandwidths, B, as specified in Table 1.1. The antenna arrays
used are real arrays for all bands, although the terminology "synthetic aperture"
will be kept throughout this thesis due to familiarity and consistency. For P- and
L-band measurements the same 20-element antenna array is used, while for C-band
there is a separate 10-element dual-polarised array. It is set up to capture data for
reconstructing tomographic radar images on all bands with 5 min intervals [3].

Table 1.1: Centre frequency and bandwidth available for the BorealScat radar.

Frequency band f, [MHz| B [MHz|

P-band 1 435 30
2 514 8
3 546 8
4 640 96
L-band 5 1307.5 135
C-band 6 5410 320

Because of the large separation between the bands, and the desire to use the same,
calibrated, equipment for all bands, a generic 20-channel Vector Network Analyser
(VNA) is used instead of custom-designed radar hardware. The VNA works by
stepping the frequency within the specified bandwidth and reading the scattering
parameters, as such data is collected directly in frequency domain. More details in
Section 2.3 [3].

This data is then transformed into time domain, where Global Back-Projection

4
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(GBP) is used to create tomographic images. GBP is an accurate but computation-
ally expensive algorithm.

1.4 Purpose and Goal of Thesis

The technical motivation for this thesis is to speed up the reconstruction of to-
mographic radar images by implementing a faster algorithm than GBP. The Fast
Factorised Back-Projection (FFBP) algorithm is a good choice as it’s a variant of
GBP. The theoretical speed up depends on image size but GBP is proportional to
O(N?) while FFBP is usually O(N?log, N) so for fairly large images the speed up
is notable [16].

The end goal is therefore to assist in the processing of SAR data, specifically from the
BorealScat project, but with the possibility to apply it on other data sets. Assuming
that a working implementation will be used the environmental impact of this will
be two fold, as both helping with the speed up analysis of the data, and reducing
the energy used in the processing due to the increased computational efficiency.

To accomplish this, the main goal is broken down so that incremental progress can
be tracked. Early on the focus is on the theoretical foundation, while later parts
put emphasis on different implementations; a reference GBP, a monostatic FFBP
approximation, and a bistatic FFBP.
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2
Theory

In this chapter the theory of SAR is presented. First the basic principles of SAR
algorithms, geometries, and details specific to the BorealScat tower. Then the sig-
nal model and GBP is derived, the principles of FFBP are presented, as well as
resolution, ambiguities and changes needed for the algorithms to accommodate the
bistatic geometry.

2.1 Synthetic Aperture Radar Processing

Reconstructing images from received SAR signals can be done in multiple ways.
The parameters that dictate which algorithm is chosen often comes down to what
approximations can be done, and if it needs to be done in realtime or not.

SAR reconstruction algorithms are mainly divided into two main categories; frequency-
domain, and time-domain algorithms. As this thesis focuses on the time-domain
algorithm of back-projection only a short description of frequency-domain algo-
rithms will be presented. The first methods to reconstruct SAR images worked
in the frequency domain, being DBS as previously mentioned, also called unfocused
SAR. Further developments lead to a fully focused SAR algorithm, Range Doppler
Algorithm (RDA), which often uses the Fresnel approximation, and later the Po-
lar Formating Algorithm (PFA), which employs the approximation of plane waves
(Fraunhofer approximation), as just a few examples. All of these have a range of va-
lidity, for example PFA is only valid for large distances and/or small angular dwell.
The 2 — k algorithm is more general in that no assumption of the electromagnetic
wave is done, but it requires a straight line for the aperture to be accurate. For
more details on these algorithms refer to [13, 17].

The time-domain algorithms are usually different versions of back-projection, with
GBP being the first to be introduced to newcomers. The perhaps even more straight
forward algorithm is the Time Domain Correlation (TDC), which is simply a cor-
relation process with the expected response of a point object at a certain distance
[18]. The GBP and TDC do not impose any approximations. Due to this fact, these
algorithms build upon Gabor’s theory of holography which was acknowledged early
in the history of SAR but could not be realized because of computational limita-
tions [13]. The derivation of GBP from the principles of TDC will be presented
in Section 2.3. Several variants of back-projection that offer speed up compared
to GBP have been invented, among them being Local Back-Projection (LBP) [19],
Fast Back-Projection (FBP) [20], quad-tree algorithm [21], and FFBP [16]. Only
GBP and FFBP will be treated in this thesis.
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2.2 Geometry

The usual geometry presented in most introductory books on SAR is akin to the fact
that for the longest time the primary application of SAR, was to image the ground
from an aeroplane. This is illustrated in Figure 2.1. In this setup the same antenna

Figure 2.1: The usual geometry, where the zy-plane is the ground, z is height, and
the slant-range plane, r, extends from the aperture path pointing to the middle of
the image.

is used for both transmission and reception, i.e. the transmitter and receiver are co-
located, which is called a monostatic geometry. A more general case is the bistatic
geometry, where the transmitter is placed in a different location compared to the
receiver. Making things even more general would be to consider multiple receivers
for each transmitter, the multistatic case, which has the advantage that several
cheaper passive receivers can utilize one more expensive transmitter. A historical
note is also that the use of bistatic radar is older than the monostatic equivalent
[22]|. For most geometries that deal with moderate altitude and sizes of the aperture
the approximation that the illuminated surface is planar is a good approximation,
however, primarily for satellite radar this might not be the case. Instead both the
curvature of the earth and the orbital track, as well as variable speed need to be
accounted which complicates the geometry [23]. These are aspects that needs to be
dealt with in the final case of the BIOMASS satellite, but for the tower radar in
question it is not relevant.

A side view of the tower is shown in Figure 2.2. Already a distinction from the
standard geometry in Figure 2.1 can be noted as the synthetic aperture extends
vertically in the tower geometry in relation to the ground instead of horizontally. The
reason for this is that the area of interest is the vertical distribution of backscatter
in the forest and not an image of the illuminated plane, therefore in order to get
a vertical cut (or average) the array is oriented in that fashion, as described in
Section 1.2 [3].

If the antenna arrays are viewed from the front as in Figure 2.3 another distinction
can be seen, i.e. that the geometry is bistatic. A picture of the real antenna arrays
are shown in Figure 2.4. Pairing between the different polarisations is done to be
able to extract more information from the forest, as for different transmit polarisa-

8
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Figure 2.2: Side view of the tower and forest geometry, and what a generated
signal, range profile, represent in terms of the physical scene. Image courtesy of [3],

reprinted with permission.
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Figure 2.3: Front view of the antenna arrays on the BorealScat tower.
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Figure 2.4: Picture of the mounted antenna arrays. The pointy antennas are the
P/L-band array, while the smaller rectangular shaped ones are the C-band array.

tion different scattering phenomena will occur [4]. Measurements and simulations
for all combinations have been made. These being HH, VV, HV and VH where H
stands for horizontal polarisation, V for vertical, the first letter indicates reception
polarisation and the second letter transmission polarisation.

The image will be formed in the image plane which will extend in the middle between
the transmit and receive arrays, an example of this plane is shown in Figure 2.5 with
HH polarisation of the P/L-band antennas. In the monostatic approximation of the

height
A

X tx

depth

Figure 2.5: Example of the image plane for HH and VV polarisation of the P/L-
band antennas.

bistatic case, that will be presented in Section 2.8, the virtual monostatic array will
lie exactly between the transmit and receive aperture points, thereby will be in the
image plane. Any distinction between the slant-range plane and image plane (or
ground plane) disappears and all means the same. This will not be the case for the
true bistatic geometry.

10
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2.3 Signal Model and Global Back-Projection

As described in Section 1.3 the tower radar is utilising a VNA as transmitter and
receiver, and the output from the VNA is in the frequency domain in form of S-
parameter data. This is in contrast to the usual radar signal modelling approach,
where a chirp (most simply a linear frequency modulation between two different
frequencies) is often transmitted and then received with a quadrature receiver in
order to create an approximate analytical signal [24].

Here follows a derivation of the GBP algorithm from first principles. The first step
is to design a baseband signal, this can be a rectangular pulse, a shaped pulse,
or more commonly in radar a chirp. To account for all possibilities an arbitrary
complex signal is used, s(t), where bb stands for baseband. The signal is then
in most cases up-converted to a higher frequency. There are multiple reasons for
this, among them being that we’re only permitted to transmit on a certain band,
that the scattering phenomena to be observed only occur for certain frequencies, or
to be able to construct a high gain antenna with reasonable dimensions. The up-
conversion is usually represented in complex form in order to make the mathematical
manipulations simpler.

) = (D)

The notation pb indicates that it is a passband signal, and the real part of this is
the signal that is transmitted by the radar system, which is indicated by txz. The
carrier frequency fy is represented in wy = 27 fy. The received signal is modelled
as being scattered by a point scatter, indexed n, at a location determined by the
delay t,, caused by back and forth propagation. The location will be in the two
dimensional xy-plane as indicated by Figure 2.6. The point scatter approximation,

point scatter, n
[ ]

set
of u < /TnZT

~
e}

Figure 2.6: Geometry used in the derivation of GBP.

also called weak scatter approximation or the Born approximation [25], is needed to
make the equations linear. This is more evident in the derivation of back-projection
from Maxwell’s equations, which is detailed in [26]. The received signal from a single

11
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scatterer is
s () = a,s"(t — ta(t))ef o lttn) — q st (t — ¢t (t))elwotedwotn(t)

where a,, is the complex reflectivity of the point scatter. Free-space loss and antenna
pattern dependent gain or loss are ignored for the time being but will be introduced
in the simulation in Chapter 3. N scatterers can easily be modelled with

spb a, s’ t—t t))ejwote_jwot”(t)

Mz

n=1

Where N is the total number of scatterers to sum over. This complication will
not be carried through in the derivation. The dependence of ¢, on ¢ comes from
the possibility of the receiver moving during the receive window, or that the scat-
terer moves during the time it is reflecting the signal. For the tower’s geometry
the transmitters and receivers never moves, and while the trees of the forest can
move under the influence of mainly wind, this effect will not be taken into account.
However, this t dependence is still retained in order to later explain another approx-
imation often used in SAR. The common situation is that the radar transceiver is
mounted on a moving structure and thus ¢, depends on t. The received signal is
then down-converted back to baseband
P (t) = ans™(t — tn(t))ej“’ote_jwot"(t)e_j“’ot = a,s"(t — tn(t))e_jwot"(t)

The transceiver is moved along the synthetic aperture, which is indicated with wu,
which in the straight flightpath along an axis would be a scalar, but in the general
case would be an arbitrary set of points in R?. Particularly in real applications where
external factors can affect the path to deviate from a straight line, for example wind
affecting an aircraft. In this derivation it will be limited to a straight path along one
of the axis in a two dimensional geometry, e.g. u along the y-axis as in Figure 2.6.
This creates a 2D signal space of range profiles, and to indicate the two dimensions
another s is added to the function expression

Ssbb (u t) bb(t . tn(% t))e—jwotn(u,t)

The full expression of ¢, (u,t) in the monostatic case is

20/22 + (y, — u(t))?

c

tn(u,t) =

and it is more clear how the position of u depends on fast-time, . The 2 comes
from propagation to the scatterer and back, and ¢ is the speed of light. To get an
estimate of the reflectivity of a scatterer at a certain location correlation is used
between the received signal and a constructed reference signal which represents the
signal a single scatterer would produce.

hh2 (u,t) = s (t — ty(u, t))e Iwotalwd) (2.1)

12
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The reference signal is for an arbitrary point scatter at the location x = (z,y) in the
xy-plane. And the time delay caused by the distance between x and w is t4, defined
as

2 2 _ t 2
c
The general cross-correlation, also called the sliding inner product, between two one
dimensional equations, f(t), g(t) is defined as

(f = 9)(t / [*(7)g(r + t)dr

where the asterisks notation on f indicates complex conjugation. So by extending
this to two dimensions the image can be reconstructed

(u, 1) / / P (u+ v, 7+ t)hR2* (v, 7)dvdT

However, for the usual radar geometry where the slant-range plane does not coincide
with the image plane (or ground plane) makes the sliding inner product difficult to
formulate. Therefore its more common to construct each pixel with their own hh2,
i.e. change it for each x [27]. To indicate that the hh% is specific to a certain pixel
the subscript i is added, hhfg. Also doing a variable substitution v — u, 7 — t gives

/ / )RR (u, t)dudt

for a single pixel at x;. Looping over all desired pixels would produce the image,
and this algorithm is called Time Domain Correlation (TDC) [18]. The algorithm
is very computationally intensive, on the order of O(N?) for an N x N image with
N aperture points. Therefore some approximations are introduced in order to make
it more practically viable. Starting by inserting the expressions for ss? (u,t) and
hh2* (u,t) gives

/ / ps” to(u, t))e It (wt) Wb (¢ ¢ (y t))eTIota@dydt  (2.3)

Instead of having a double integral the plan is to separate the compression of range
and azimuth. For this to be achieved ss® (u,t) and hh2*(u,t) must be separable
in range and azimuth, which the t,(u,t) and ¢4(u,t) dependence on ¢ puts a stop
to. However, if the transmitted signal is short, such that the movement of the
transmitter and receiver is negligible, then the following approximations can be
made

tn(u,t) = t,(u)
ta(u,t) = tq(u)

If the signal is not short and there is considerable movement during or between
transmit and receive then displacement and/or blurring can occur if the approxima-
tion is used [28|. Note that if there is no motion of the transmitter or receiver, as is

13
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the case with the tower geometry, as well as all scatterers staying stationary, then
this is no approximation at all. Now eq. (2.3) can be written as

Iy, = / / AP (t — t(u))e«0tn () 0% (4 ¢ (1)) etIwota gt dy (2.4)

It can be shown that the process of correlation can be equivalently formulated using
the technique of matched filtering [29]. The same is true for our SAR reconstruction
case, and the matched filtering in range between the received signal and the reference
is

oo

(ss% 5y AR ) (u, 7) = / ss% (u, t)hh* (u, t — 7)dt

— 00

= / ans®(t — tn(u))e_j“’ot"(“) st — T — td(u))eﬂ“’otd(“)dt
Where %, indicates convolution over the fast-time variable ¢. For the pixel in ques-
tion, x;, only the peak value is of any meaning, we therefore set 7 = 0, and the
result is the same time integral as in eq. (2.4), i.e.

ququf(u) = / anSbb(t _ tn<u))e—jwotn(u) PULE (t . td(u))e-i-jwotd(u)dt (25)
This is the range matched filtered response so to get the pixel value integration

along the synthetic aperture is performed. Note that there is only a single s as it is
one dimensional at this point

]xz-:/ sff;f(u)du

o0

The common implementation is not to do the matched filtering integral for each
pixel generating individual values, but do matched filtering on the entire signal,
called pulse compression, then pick the relevant range sample. Also putting the
reference phase factor outside the integration

552 (u, tq(u)) = (582 %, 552 (u, ta(u))

pc T X
- / ss? (u, 7) s (1 — ta(u))dr.
Results in the pixel equation
I, = / s80 (u, tq(u))e 70t dy, (2.6)

It can be shown that this new algorithm has a computational complexity of O(N?3)
which is an improvement from the TDC algorithm but still requires a fair amount of
resources or time to reconstruct large images. The nature of SAR image reconstruc-
tion is an inversion problem, and for the rigorous mathematical treatment consult

30, 31].
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2. Theory

The GBP and TDC have the advantage that they can inherently handle arbitrary
flight paths [16], which the majority of the frequency domain algorithms can not.
For them to be able to reconstruct images from aeroplane SAR data motion com-
pensation is usually needed. Depending on algorithm different types of motion
compensation might be desirable as well, e.g. for PFA motion compensation to a
point is need, while for  — k it should be motion compensation to a line [13]. The
frequency domain algorithms have still been more popular historically, not just due
to being developed first, but also for the better computational efficiency. However,
with the introduction of various new factorised versions of back-projection in the
previous 20 years this advantage has diminished. Still, often the hardware is de-
signed with a certain signal processing in mind therefore it might be difficult to
implement a new algorithm for an existing platform. It should also be noted that
GBP and other time-domain algorithms make the Nyquist requirements for an alias-
free reconstruction somewh