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Extended geometries
Extensions of geometry motivated by the symmetries of string theory/M-theory
ROBIN KARLSSON
Department of Physics
Chalmers University of Technology

Abstract

The low-energy effective field theories of string theory/M-theory compactified on torii
possess “hidden” symmetries given by the exceptional Lie groups. Moreover a discrete
version of these, U-duality, appears to be unbroken in the full theory. Generically such
transformations mix gravitational and non-gravitational degrees of freedom and a covari-
ant formalism calls for a merger of the underlying fields. The goal of extended geometries
is therefore to generalise ordinary geometry in order to include non-gravitational degrees
of freedom as a part of an extended geometry. This is done by introducing space-time
coordinates in a module of an arbitrary structure group and by the introduction of gen-
eralised diffeomorphisms. The physically most interesting cases, being double geometry
and exceptional geometry based on even-dimensional orthogonal groups and exceptional
groups respectively, are reviewed before the general construction of extended geometries is
introduced. Especially we focus on closure of the algebra of generalised diffeomorphisms
which for consistency requires a local embedding of ordinary geometry specified by the
so-called section constraint. Moreover, an invariant action for the generalised metric is de-
rived as well as geometrical objects such as torsion and a generalised Ricci-tensor. Lastly
exceptional geometry based on the rank seven exceptional group with a global solution to
the section constraint is used to study properties of flux compactifications from eleven-
dimensional supergravity to four dimensions.

Keywords: Extended geometry, U-duality, M-theory, Symmetry.
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1
Introduction

During the 20th century fundamental physics was split into two overarching categories:
quantum physics governing the subatomic world through the strong, weak and electro-
magnetic forces and the theory of general relativity describing gravity. The latter tells the
story of gravity warping space-time such that an object in it follows the shortest path in
a curved space-time. On the other hand we have the other three forces. These are de-
scribed by quantum field theories in which particles arise as excitations of quantized fields.
This framework works extraordinarily well to high precision tested by particle accelerators
around the world, e.g. at the Large Hadron Collider at CERN Geneva. Quantum field
theory is conventionally placed in a flat space-time, in agreement with Einsteins ingenious
equivalence principle, stating roughly that in a sufficiently small region space-time looks
flat, and the fact that the force of gravity is many orders of magnitudes weaker than the
other forces. However, a black hole presents a region of space-time where gravity is very
strong and one should start to worry about quantum effects and gravity being of similar
strength. Stephen Hawking thought about this and reached the conclusion that quantum
effects would lead to evaporation of the black hole, in stark contradiction to the classical
result. Except for gravity the development has been to take a theory, say electromagnetism
coupled to matter, and quantise the fields of the theory. One would therefore try to do
the same with the gravitational field. However, this turns out to be incredibly hard and
pathological; quantising gravity turns out to give a non-renormalisable theory unable to
predict physical observables in contrast to the renormalisable theories of the other forces.

A common tool for fundamental physics during the last century has been the use of
symmetries. Notably the standard model of particle physics relies on the gauge group
SU(3) × SU(2) × U(1) and without this symmetry the theory would lose its predictive
power. In fact, even the particle spectrum is in some sense determined, or at least re-
strained, by ensuring that these symmetries hold non-perturbatively through so-called
anomaly cancellations. General relativity on the other hand is governed by the symmetry
of diffeomorphism invariance, which roughly speaking implies that the laws of physics look
the same in an arbitrary coordinate system.

Finding a consistent quantisation of gravity, quantum gravity, has been an ongoing field
of research for many years, the most promising theory being string theory. String theory
replaces the notion of the most fundamental objects as pointlike to be one-dimensional
extended objects, strings. Oscillations of such strings are interpreted as different particles
of which it turns out that the graviton, the particle mediating gravity, is present in any
consistent theory of quantised strings. It turns out that extended objects perceive the
physical world quite differently than particles which seems to make the theory more well
behaved than their pointlike counterparts. However, one striking implication of string
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1. Introduction

theory is that it can be consistently formulated only in ten space-time dimensions, which
seems to be in contradiction with our everyday experience of only four dimensions. One
way of dealing with this is the idea of compactification where certain spacelike directions
are “small” compared to the others, such that the effective dimension perceived is lower.
Moreover, five consistent theories of strings have been developed: Type I, Type IIA/B and
two heterotic string theories. These were thought to be five inequivalent theories and the
hope was that one of them should describe our physical world. However, it was argued by
Witten [1] that they all were in fact related to each other through dualities. Even more
so, their description at low energies can be derived from a theory in eleven dimensions
dubbed M-theory. This theory in one dimension higher is known at low energies while the
full theory still remains unknown.

1.1 Dualities and extended geometries

A key feature of string theory dualities is that gravitational and non-gravitational degrees
of freedom are mixed. However, gravity describes the geometry of space-time which is
conceptually different from other fields living in this space-time. In order to make the du-
alities manifest symmetries and unify these degrees of freedom we should either generalise
the notion of geometry and space-time or in some way change our perspective of gravity.
In this thesis we follow the former and try to extend the ordinary notion of geometry to
also include non-gravitational degrees of freedom as part of the geometry and space-time.

Compactification of eleven-dimensional supergravity, the low energy effective field theory
of M-theory, on a torus T d has been known for a long time to possess a rigid global hidden
symmetry group1 Ed(d)[2, 3, 4], which turns out to be the continuous version of the discrete
duality groups. The goal of exceptional geometry is to make the action of the duality group
manifest in the formulation of the theory prior to any compactification. This is done by
replacing the structure group GL(d) by Ed(d)×R as well as to consider an enlarged space-
time with coordinates transforming in a module of the structure group. To relate these
exceptional geometries to a theory based on ordinary geometry a choice of a “physical
subspace” of space-time is chosen by the so-called section constraint. In other words,
by defining a local embedding GL(d) ↪→ Ed(d) × R+ the ordinary notion of geometry is
obtained. Solving the section constraint is crucial for the consistency of the theory and
importantly this is done in a covariant manner.

Extended geometry [5] is a general formalism for describing a geometry with a structure
algebra that is a split real form of a Kac-Moody algebra g × R, which in turn exponen-
tiates to a structure group G × R+. One then introduce generalised diffeomorphisms, in
analogy to ordinary diffeomorphisms, and demand that the theory is invariant under such
transformations. Especially, in order to ensure covariance the algebra of generalised diffeo-
morphisms needs to close which as in the exceptional case demands a section constraint.
The dynamics of a generalised metric can then be formulated in terms of an invariant ac-
tion and geometrical objects such as connection, torsion and a generalised Ricci tensor can
be constructed. Note that as special cases this formalism includes both double geometry
and exceptional geometry which are the two physically most interesting cases.

1This group will be called the duality group and it should be clear from context whether this concerns
the continuous or the discrete version.
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1. Introduction

Moreover, the construction of extended geometries hints about a deep connection be-
tween geometry on one side and certain algebraic structures on the other. Typically such
algebraic structures arise from extensions of the structure algebra; important examples
are given by adding an even or odd simple root to the Dynkin diagram of g such that one
obtains a Kac-Moody algebra or a Borcherds superalgebra respectively [6, 7]. Such exten-
sions are often infinite-dimensional and as such encode a rich algebraic structure of the
theory. Even larger structures which seems to have even deeper connection to extended
geometries are the tensor hierarchy algebra [8, 9] and L∞ algebras [10, 11].

1.2 Flux compactifications and generalised geometry

String theory and M-theory are well defined in ten and eleven dimensions respectively
and at face value seems far-fetched from our observed reality. However, assuming that
space-time is divided into an external and an internal space-time offers a solution to this
problem. Since the extra dimensions of the compact internal space-time is not observed
at low energies the characteristic length scale is supposedly small compared to the length
scale with which we currently can probe nature.

From an external point of view when compactifying a theory the purely internal degrees
of freedom are described by scalar fields. These scalar fields do e.g. determine the geometry
of the internal space as well as any internal flux of gauge fields. Typically the simplest
compactifications, e.g. on torii, produces an excess number of massless such scalar fields, or
moduli, that leads to many different problems, one of which is that they would give rise to a
long-ranged fifth force that is not observed experimentally. To obtain a phenomenologically
more interesting theory the internal geometry either needs to be more complicated or one
could allow for gauge fields with fluxes along the internal directions. Flux compactifications
[12] have received much interest in the last decade leading to the notion of a large string
theory landscape. However, flux compactifications are rather difficult to deal with while
the purely geometrical backgrounds can be dealt with more easily using geometrical tools.

Flux compactifications it turns out can be studied effectively using (exceptional) gener-
alised geometry. These are geometries obtained by solving the section constraint globally,
i.e. choosing a physical subspace of coordinates globally, and which by construction has
a manifest action of the exceptional groups. Especially, this formalism naturally includes
the presence of non-trivial gauge fields as part of the geometry. For this reason there exists
appropriate generalisations of the geometrical tools used in the flux-less case. These allow
us to study compactifications with fluxes using again a (generalised) geometrical language
[13, 14, 15, 16].

1.3 Outline

The second chapter provides a short introduction to Lie algebras that will be crucial for
the remaining part of the thesis. Moreover, Kac-Moody algebras as well as Borcherds
superalgebras are introduced by two examples that are of much importance for the con-
struction of extended geometries. Chapter 3 introduces the most basic notions of string
theory with the goal of motivating the appearance of T-dualities of the bosonic string.
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Figure 1.1: Schematic diagram of some of the relations between M-theory, string
theories (ellipses), supergravity theories and extended geometries.

Furthermore the field content of supergravity in ten and eleven dimensions is introduced
as well as some instructive examples of compactifications. The goal of this is to put into
context the somewhat abstract ideas of extended geometries that this thesis introduce.
Lastly in this chapter the notion of “dualities” in general is discussed in more detail. In
Chapters 4 and 5 double field theory and exceptional field theory respectively are intro-
duced. These theories are formulated with a manifest action of the duality groups and one
retrieves ordinary supergravity theories as certain solutions of the section constraint. Es-
pecially they provide the two physically most interesting examples of extended geometries
and, moreover, also show how to include the external space-time which is not included in
the pure formulation of extended geometries. The main part of this thesis concerns the
formulation of extended geometries introduced in Chapter 6. By analysing the consistency
of generalised diffeomorphisms a complete list of extended geometries without so-called
ancillary transformations are found. Furthermore, a pseudo-action invariant under gener-
alised diffeomorphisms encoding the dynamics of the generalised metric is formulated. We
then continue by introducing geometrical objects such as a connection, torsion and gener-
alised Ricci tensor characterising an extended geometry. The goal of the last chapter is to
study flux compactifications with a (exceptional) generalised geometrical formulation. To
do this some ordinary geometrical tools used for fluxless compactifications are introduced
as well as the basic concepts of generalised geometry. A schematic diagram of the relations
between some of the different theories discussed in this thesis is presented in Figure 1.1.
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2
Symmetry algebras

A cornerstone of extended geometries and any fundamental theory of physics is symmetry.
Hence, this chapter aims to introduce the corresponding mathematics describing these
symmetries, especially Lie algebras and their representation theory. In order to construct
extended geometries we need, in particular, to understand Dynkin diagrams, weights and
representation theory. Moreover, we extend the finite-dimensional Lie algebras to certain
infinite-dimensional algebras, Kac-Moody algebras as well as Borcherds superalgebras,
which encode important information about the theory.

Finite-dimensional simple Lie algebras have been completely classified and come in four
different (infinite) families

an−1 ∼= sln, bn ∼= so2n+1, cn ∼= sp2n, dn ∼= so2n,

together with five exceptional algebras

g2, f4, e6, e7, e8.

The two main examples that are of interest in this thesis are the so2n family and the
so-called en-series. The general construction of extended geometries is, however, based on
an arbitrary Kac-Moody algebra g.

A complete introduction to the theory of Lie algebras is beyond the scope of this thesis.
Instead the goal is to introduce main concepts that are of interest later on. For a thorough
introduction to finite-dimensional Lie algebras we refer to [17, 18, 19] and for infinite-
dimensional algebras [20]. In Section 2.1 Lie groups, representations and how to retrieve
the corresponding Lie algebra is reviewed. The theory of Lie algebras is then introduced
in Section 2.2. Extensions of finite-dimensional Lie algebras to Kac-Moody algebras and
to Borcherds superalgebras are then described in Section 2.3.1 and 2.3.2 respectively.
Two specific examples of extended algebras are introduced which is used later on for the
construction of extended geometries. The appearance of these kinds of extended symmetry
algebras in string theory and supergravity is further presented in [6, 7, 21, 22].
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2. Symmetry algebras

2.1 Lie groups and their connection to Lie algebras

A group is simply a set G together with an associative multiplication rule ‘·’ such that the
following properties hold1 (for any g, h, k ∈ G)

g · h ∈ G, closure
g · (h · k) = (g · h) · k, (associativity)

∃ e ∈ G s.t. e · g = g = g · e, (unit element)
∃ g−1 ∈ G s.t. g−1 · g = e = g · g−1. (inverse element)

These axioms are natural properties of symmetry transformations which motivates the use
of groups to describe symmetries. The main interest in this thesis will be in continuous
infinite-dimensional groups called Lie groups.

A Lie group G is a group which is also a differentiable manifold together with a group
operation which is smooth. A typical example of such a group is SO(3) describing rotations
in three dimensions. Elements in the group acts as symmetry operations on physical
objects such as fields and how they act are described by representations (ρ,V)2, where V
is a module (vector space) on which the group acts according to the linear map ρ. The
map ρ is further a homomorphism such that for g1, g2 ∈ G

ρ : G→ Aut(V) ρ(g1 · g2) = ρ(g1) ◦ ρ(g2), (2.1)

where ‘·’ denotes group multiplication and ‘◦’ composition of linear maps (matrix mul-
tiplication for finite-dimensional V). A subrepresentation W ⊂ V is a subspace which is
preserved under the action of G, i.e.

ρ(g)w ∈W for any g ∈ G, w ∈W. (2.2)

Importantly, a representation is called irreducible if it does not contain any subrepresen-
tation except for the trivial representation {0} and V itself. Given two representations
(ρ1,V1) and (ρ2,V2) it is possible to build two new representations, the direct sum repre-
sentation and the tensor product representation

(V1 ⊕ V2, ρ⊕), ρ⊕ : g 7→ ρ1(g)⊕ ρ2(g), (2.3)
(V1 ⊗ V2, ρ⊗), ρ⊗ : g 7→ ρ1(g)⊗ ρ2(g). (2.4)

Moreover, a representation is called indecomposable if it can not be described as a direct
sum of representations. Irreducible and indecomposable representations are thus “building
blocks” for a general representation. Note that a decomposable representation is reducible
while a reducible representation need not be decomposable. However, in the cases we
are looking at reducible representations will be decomposable. A given tensor product
representation of two irreducible representations R1 and R2 can then be decomposed as a
direct sum of irreducible representations Ri as

R1 ⊗R2 =
⊕
i

Ri. (2.5)

1We denote groups with capital letters G and algebras with the mathfrak font, e.g. g.
2Quite often a “representation” is interchangeably used for ρ and V, we adopt to this as it is usually

clear from context what is meant.
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2. Symmetry algebras

In general a Lie group is a curved manifold which makes it somewhat difficult to work
with. Hence, it is often beneficial to linearise and look at infinitesimal transformations
at the identity element. Consider the case when G ∈ Aut(V), i.e. G is a matrix group,
and take t ∈ [−a, a] with a ∈ R+ and the set of curves γ(t) : [−a, a] → G such that
γ(0) = e ∈ G. The tangent space at the identity TeG then consist of elements g̃ in the
corresponding Lie algebra

g̃ = d
dtγ(t)|t=0. (2.6)

What is gained is that the tangent space TeG is a vector space which in most situations
are easier to deal with. Moreover, the dimension of the Lie algebra is determined by the
dimensions of the manifold G. On the other hand one also introduce the exponential map
exp : g → G in order to retrieve the group. For matrix groups this map is simply the
exponential of matrices in the usual sense, hence the name. Note that the topology of
the group becomes important when going from the algebra to the group. For a compact
connected group G the exponential map is onto such that any element in G can be writ-
ten using elements of the algebra. On the other hand, for a compact group that is not
connected only the connected part can be reached.

The group G carries a representation on the Lie algebra called the adjoint representation
Ad : G→ Aut(g) by g ∈ G and g̃ ∈ g acting as

Adg(g̃) = gg̃g−1. (2.7)

This is well-defined since the elements of the group acts naturally on the curve γ used
to define g̃. In the same spirit we can look at the action of a curve passing through the
identity element acting on g with h, g̃ ∈ g which defines the adjoint action of the algebra

ad(h) : g→ End(g), h 7→ ad(h)(g̃), (2.8)

according to
ad(h)(g) = d

dtγh(t)g̃γ−1
h (t)|t=0. (2.9)

It is easily seen that on matrix algebras the adjoint action is given by the commutator

ad(h)(g) = [h, g], (2.10)

which equips the tangent space with an anti-symmetric bilinear product, and hence defin-
ing an algebra.

2.2 Lie algebras

A Lie algebra g is a vector space with an anti-symmetric bilinear product called the Lie
bracket J·, ·K : g× g→ g that satisfies the Jacobi identity a, b, c ∈ g

Ja, Jb, cKK + Jb, Jc, aKK + Jc, Ja, bKK = 0, (2.11)

which can easily be seen to be true for matrix commutators. Note that the Lie bracket is
non-associative, in fact the Jacobi identity can be seen as a condition to ensure associativity
of the Lie group. A representation of the algebra is given by a module V and a linear map
ρ : g→ End(V) which satisfies

ρ(Ja, bK) = [ρ(a), ρ(b)], (2.12)

7



2. Symmetry algebras

where [·, ·] denotes the matrix commutator. This differs from the property of a represen-
tation for the group, but follows from consistency with eq. (2.7). As for groups there is
a tensor product representation for Lie algebras. Given two representations the tensor
product representation is defined by the module V1 ⊗ V2, with an action given by

ρ⊗ : g→ End (V1 ⊗ V2) ,
g 7→ ρ1(g)⊗ 1 + 1⊗ ρ2(g),

(2.13)

where 1 is the identity matrix.

Since g is a vector space it is possible to introduce a basis T a, where a = 1, 2, . . . ,dim g,
and write the Lie bracket as

JT a, T bK = fabcT
c, (2.14)

where repeated indices are summed over. The fabc are called the structure constants and
specify the algebra. If the structure constants vanish the algebra is called abelian.

A linear subspace h ⊂ g is a subalgebra of g if

Jh, hK ⊆ h, (2.15)

and it is called an invariant subalgebra, or ideal, if also

Jh, gK ⊆ h. (2.16)

This give the important notion of simple and semi-simple algebras: a semi-simple algebra
is an algebra with no abelian ideals and a simple algebra, on the other hand, is an algebra
containing no proper ideals (i.e. no ideals other than the {0} and g itself). Simple algebras
can then be used as building blocks for more general algebras, for example the Lie algebra
related to the standard model of particle physics with gauge group SU(3)×SU(2)×U(1)
is given by g = su(3)⊕ su(2)⊕ u(1), with each component being a simple algebra.

So far the algebras have been implicitly assumed real, i.e. real linear combinations of
elements in the vector space. Note, however, that the matrix algebras such as su(2) still
contains complex entries. It is often convenient to extend the field (R → C) and allow
for complex linear combinations instead, which we will do from now on unless specified
otherwise. One consequence of this is that algebras that are inequivalent over R could be
equivalent upon complexification, e.g. su(2)C ∼= sl(2,C) while su(2)R � sl(2,R).

An important object is the symmetric invariant bilinear form of a simple Lie algebra
called the Killing form. Given a representation ρ the Killing form is given by

κ(T a, T b) := κab = 1
Iρ
Tr
(
ρ(T a)ρ(T b)

)
, (2.17)

where Iρ is a normalisation constant that depends on the representation. Invariance of
the Killing form means that for any g, h, k ∈ g it satisfies

κ(Jg, hK, k) = κ(h, Jg, kK). (2.18)

Interesting properties can be read off from the Killing form, e.g. a semi-simple algebra
implies that the Killing form is non-degenerate. Moreover, if κ is negative definite, then
the algebra is called compact meaning in turn that the corresponding exponentiated Lie
group is a compact manifold. Importantly, one can also use the Killing form and its inverse
to raise and lower adjoint indices.

8



2. Symmetry algebras

2.2.1 Example – Chevalley set

As an example we will study a1 ∼= sl(2,C) which is an important algebra because, as we
will see later, more complicated algebras can be constructed as a collection of “interacting”
a1 subalgebras. This algebra consists of 2 × 2 traceless matrices over C and a possible
choice of basis is

h =
(

1 0
0 −1

)
, e =

(
0 1
0 0

)
, f =

(
0 0
1 0

)
. (2.19)

The structure constants in this basis are easily calculated to

[h, e] = 2e, [h, f ] = −2e, [e, f ] = h. (2.20)

Observe that the elements e, f can thus be seen as step operators increasing(decreasing)
the eigenvalue of h by ±2. From a physicists point of view this is reminiscent of the
{J3, J+, J−} basis of angular momentum in quantum mechanics and the action of the
algebra is displayed in Figure 2.1. The Killing form in the fundamental representation,
this is the representation with ρ(g) = g for matrix algebras, is easily calculated and one
finds

κ =

2 0 0
0 0 1
0 1 0

 , (2.21)

with an ordering {h, e, f}. Indeed we find that det(κ) 6= 0 as claimed for a simple Lie
algebra.

Suppose that we have a finite-dimensional irreducible representation V. Then due to the
commutation relations one finds that h acts diagonally on vectors v ∈ V and can therefore
be decomposed into eigenspaces of h according to

V =
⊕
α

Vα, (2.22)

where any v ∈ Vα is an eigenvector of h such that3 hvα = αv. As for a spin representation
in quantum mechanics one deduce that possible eigenvalues are integers symmetrically
distributed around the origin. A representation for a1 can thus be specified by a vector
vλ, where λ is the largest eigenvalue of h on V. The representation is then spanned by
states obtained by acting with the lowering operator f on vλ

V = {vλ, fvλ, f2vλ, . . . , f
nvλ}. (2.23)

Note that evλ = 0 as well as f(f)nvλ = 0, the vectors vλ and (f)nvn are therefore
called highest and lowest weight vectors respectively. The eigenvalues of h on V are called
weights, and especially, λ is called the highest weight.

2.2.2 Roots, weights and representations

Based on the a1 example we will now build up the representation theory for an arbitrary
simple Lie algebra g. The starting point is to find a maximal commuting subalgebra h

3Here we dropped the explicit use of ρ(h)v := hv, and we will continue to do so when convenient.
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2. Symmetry algebras

e+

e−

h

Figure 2.1: Illustration of the “weight” lattice for a1. Action of the algebra is indicated.

called the Cartan subalgebra, which in the example above was just given by {h}. The
Cartan subalgebra then act diagonally on any irreducible finite-dimensional representation
V. This property is analogous to the fact that commuting operators in quantum mechanics
can be simultaneously diagonalisable. Hence, the representation can be decomposed as

V =
⊕
α

Vα. (2.24)

Compared to the case where h were one-dimensional, the eigenvalue α in this case is rather
a vector containing the eigenvalues for each element in h. Another way to put it is that
α ∈ h∗, i.e. α is a linear functional α : h→ C. The dimension r of the Cartan subalgebra
is called the rank and is often denoted as a subscript on the algebra, e.g. gr, ar, e8 and so
on. Especially, decomposing the adjoint representation we find

g = h⊕
⊕
α∈∆

gα, (2.25)

where, by definition, for any h ∈ h and vα ∈ gα

adh(vα) = α(h)vα. (2.26)

This choice of basis is called the Cartan-Weyl basis. The sum in (2.25) is over a finite
set ∆ ⊂ h∗ called the root system and the elements α ∈ ∆ are called roots. Moreover, it
follows from the Jacobi identity that

adgα(gβ) = Jgα, gβK ⊂ gα+β. (2.27)

We thus see that by acting with an element in gα on some other element in gβ, one can
“move” around in the algebra, or equivalently in the adjoint representation. Acting with
the Cartan subalgebra on the other hand preserves the subspace gβ. One then defines
the root lattice ΛR, which simply is an r-dimensional lattice spanned by integral linear
combinations of the roots α ∈ ∆. Furthermore, we split the root system ∆ into positive
and negative roots as ∆ = ∆+ ∪∆−. This can be seen as a choice of a hyperplane in the
root lattice such that it contains no roots, the set of roots thus gets divided in two disjoint
unions. Intuitively the positive roots corresponds to raising operators while the negative
roots acts as lowering operators. There are some arbitrariness in this choice, however, the
particular choice is without significance as long as one sticks to it. There is a canonical
choice of basis for the root lattice called simple roots; these are r positive roots such that
any positive root is obtained by non-negative linear combinations of such roots.

The discussion above concerned the adjoint representation, let us continue to some
arbitrary finite-dimensional irreducible representation V. As above this can be decomposed
into eigenspaces of h

V =
⊕
β

Vβ, (2.28)

10



2. Symmetry algebras

where β, called weights, lie in some finite subset of h∗. Using the defining property of Lie
algebra representations one finds that by applying an element eα ∈ g on vα ∈ Vβ that

ρ(eα)vβ ∈ Vα+β. (2.29)

Hence, root vectors (a root vector eα is a vector in the vector space with the root α as
eigenvalue) can again be used to “jump between” vectors in V with different eigenval-
ues/weights as in the a1 case. Moreover, using non-degeneracy of the Killing form, one
can show that if α is a root, then also −α is a root. This is important since one can then
construct a collection of a1 subalgebras of g as

aα1 = eα ⊕ e−α ⊕ Jeα, e−αK. (2.30)

Any representation V of g must also be a representation of the subalgebras aα1 , and since
the weights of a1 are integer-valued it follow that also the weights of any representation
V of g are integer valued, i.e. a weight β ∈ h∗ satisfies β(h) ∈ Z for any h ∈ h. With this
one defines the weight lattice ΛW , which is a rank r lattice containing all weights β such
that β(h) ∈ Z. Any representation is therefore equivalent to a set of weights in ΛW .

Importantly, any irreducible finite-dimensional representation can be characterised by
a highest weight λ, as such we call the representation a highest weight representation. A
highest weight λ and the corresponding highest weight vector is defined such that acting
with any root vector corresponding to a positive root α ∈ ∆+ annihilates the vector

eαvλ = 0. (2.31)

In the a1 analogy with quantum mechanics this simply corresponds to the largest J3
eigenvalue with the generalisation that λ is now a “vector of quantum numbers”. Given
any highest weight vector vλ the corresponding highest weight representation V consist
of elements obtained by acting with root vectors corresponding to negative roots α ∈ ∆−
on vλ. Since by assumption the representation is finite-dimensional and irreducible this
construction eventually terminates.

The Killing form for semi-simple Lie algebras was introduced above as a non-degenerate
symmetric bilinear form on the algebra. Being non-degenerate implies that it defines an
inner product on g, and hence also an isomorphism between algebra g and its dual space
g∗. Therefore, since α ∈ h∗, any root α is associated with an element hα := α∨ called a
coroot in the Cartan subalgebra such that

β(α∨) = 2(α, β)
(α, α) , (2.32)

for any β ∈ h∗. Moreover, this in turn can be used to define a non-degenerate inner
product (·, ·) on h∗ according to

(α, β) := cαcβκ(hα, hβ), (2.33)

for some constants cα,β. The coroots of simple roots αi are called simple coroots α∨i . Using
simple coroots a canonical basis on the weight space is given by the so called fundamental
weights Λi satisfying

Λi(α∨j ) = δij . (2.34)

11



2. Symmetry algebras

Any weight vector can thus be expanded in fundamental weights

λ =
∑
i

λiΛj , (2.35)

where the coefficients λi are called Dynkin labels. An irreducible finite-dimensional module
of a semi-simple Lie algebra is uniquely defined by an integral dominant highest weight λ
of multiplicity one, here integral dominant means that λi ∈ Z≥0.

A partial ordering is introduced between weights as follows: given two weights λ and µ,
then λ > µ if λ − µ is expressible as a non-negative linear combination of positive roots.
Moreover, the height h of a root β is defined as

β =
r∑
i=1

aiαi =⇒ h =
r∑
i=1

ai. (2.36)

For a simple Lie algebra there exists a unique highest root, typically denoted θ, such that
hθ > hα, for any other root α. Moreover, one defines the so-called Coxeter labels ai and
dual Coxeter labels a∨i as the coefficients (up to scaling) of the highest root in simple roots
and coroots respectively according to

θ =
r∑
i=1

aiαi,
2

(θ, θ)θ =
r∑
i=1

a∨i α
∨
i . (2.37)

Yet another important object that is of interest is the so-called Weyl vector ρ. The Weyl
vector is defined as

ρ := 1
2
∑
α∈∆+

α, (2.38)

and one can show that it can also be rewritten as

ρ =
r∑
i=1

Λi (2.39)

2.2.3 Cartan matrix and Dynkin diagram

We have seen that a Lie algebra is specified by its root system. Another way to characterise
a Lie algebra which is convenient for further extensions later on, is through its Cartan
matrix. The r × r-dimensional Cartan matrix can be obtained from the root system as

aij := αj(α∨i ) = 2
(αi, αi)

(αi, αj), (2.40)

where αi and α∨j are simple roots and simple coroots respectively. In fact, a finite-
dimensional simple Lie algebra is completely characterised by a Cartan matrix (up to
permutations) with the following properties:

aii = 2,
aij = 0⇐⇒ aji = 0,

aij ∈ Z≤0 for i 6= j,

det a > 0,

(2.41)

12



2. Symmetry algebras

and the restriction that it can not be written as the direct sum of such matrices. Clas-
sification of finite-dimensional simple Lie algebras thus boils down to specifying matrices
with these properties.

Starting with a Cartan matrix the corresponding algebra is then built up by 3r genera-
tors {hi, ei, fi |i = 1, 2, . . . , r} subject to the constraints

Jhi, hjK = 0,
Jhi, ejK = aijej ,

Jhi, fjK = −aijfj ,
Jei, fjK = δijhi,

(adei)1−aijej = (adfi)1−aijfj = 0,

(2.42)

with i 6= j in the last relation. This is the so-called Chevalley-Serre basis which is a
special example of a Cartan-Weyl basis. Moreover, the last line in (2.42) contains the
Serre relations and the rest being the Chevalley relations. A Lie algebra built from a
Cartan matrix a will typically be denoted g(a). To give an example, a2 ∼= sl(3) has the
Cartan matrix

aa2 =
[

2 −1
−1 2

]
, (2.43)

which is easily seen to fulfill the properties listed above.

The Cartan matrix for a finite-dimensional simple Lie algebra is symmetrisable, i.e.
there exists a diagonal matrix d such that

S = da, (2.44)

with S a symmetric matrix. The matrix S defines an inner product (·, ·) on h∗ and since
aii = 2 we find

di = (αi, αi)
2 , (2.45)

such that
Sij = aij(αi, αi)

2 . (2.46)

This is defined up to an overall scale which we fix by setting (αi, αi) = 2 for the longest
simple root αi4. The length of the other simple roots are then determined by

(αj , αj) = 2aij
aji

< 2, (2.47)

if i denotes the longest simple root. If all simple roots have the same length the Cartan ma-
trix is already symmetric and the algebra is called simply-laced. Since S is non-degenerate
this defines an isomorphism between h and its dual space according to (2.32) and an inner
product on h∗

(α∨i , α∨j ) := 2αj(α∨i )
(αj , αj)

. (2.48)

Since the pairing αj(α∨i ) = aij we find

(α∨i , α∨j ) = (ad−1)ij =: âij , (2.49)
4This is a common convention.
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An
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Cn

Dn

G2

F4

E6

E7

E8

Figure 2.2: Dynkin diagrams for finite-dimensional simple Lie algebras.

the inner product on the Cartan subalgebra is thus given by the Cartan matrix sym-
metrised with d−1 “from the right”. Invariance of the inner product (·, ·) on h can then be
used to extend the inner product to the whole algebra g(A). This essentially completes
the reconstruction of a finite-dimensional simple Lie algebra from its Cartan matrix. How-
ever, it is also convenient to define an inner product on the weight space. The fundamental
weights were defined as the dual basis to α∨i in (2.34) and the corresponding inner product
on the weight space is given by the inverse matrix â−1

(Λi,Λj) = (â−1)ij . (2.50)

The inner product of two weights λ and µ is therefore given by

(λ, µ) =
∑
ij

(â−1)ijλiµj , (2.51)

where λi and µj are Dynkin labels. The matrix â−1 is often called the quadratic form
matrix and can be found for finite simple Lie algebras in e.g. [17].

A description of a Lie algebra in terms of its Cartan matrix also enables specifying an
algebra through its so-called Dynkin diagram. A Dynkin diagram is a diagram with r
number of nodes connected by max {|aij |, |aji|} lines. For non simply-laced algebras an
arrow is denoted from i to j if |aij | > |aji|, i.e. towards the short root; another common
convention is an open dot at long roots and a filled dot at short roots. Any simple
finite-dimensional Lie algebra is thus described by its Dynkin diagram in Figure 2.2 and
Chevalley-Serre relations (2.42).

2.2.4 Real forms

The analysis above used C as the underlying field. However, it is often of interest to
look only at real linear combinations of elements in the algebra. Choosing a basis T a,
a = 1, 2, . . . ,dim g, it is clear that if the structure constants fabc are real, a restriction

14



2. Symmetry algebras

to real linear combinations is consistent. More generally, a real form ĝ of an algebra g
satisfies

g ∼= ĝ⊕ iĝ, (2.52)
i.e. the complexification of ĝ is isomorphic to g. A generic Lie algebra g typically has several
inequivalent real forms. Two real forms that can be constructed for any Lie algebra are
the split real form and the compact real form.

The structure constants in the Chevalley-Serre basis are real, hence, by restricting to
real linear combinations we get a real form called the split real form. A second real form
for any Lie algebra can be found by noting that on g the Killing form is non-degenerate
and one can introduce a basis such that

κ =
(

1p 0
0 −1d−p

)
, (2.53)

where d is the dimension of the algebra. It is always possible to choose p = 0 such that
κab = −δab. Upon restriction to real linear combinations this defines the compact real
form of g. Furthermore, given a real form ĝ the (d − p)-dimensional subspace on which
κ is negative definite is actually a subalgebra of ĝ. This is called the maximal compact
subalgebra, typically denoted k, of ĝ and it is by construction a real form. Note that in this
case upon restriction to a real form we can no longer make “Wick-rotations” to change
the signature of κ.

Later on we will deal with so called non-linear sigma models where physical fields take
values in the coset group

G/H, (2.54)
where G is the group obtained by exponentiating a split real form g and H is likewise the
group corresponding to the maximal compact subalgebra k of g.

Another way to define the maximal compact subalgebra is by the so-called Chevalley
involution5 ω. The Chevalley involution is defined through its action on Chevalley gener-
ators

ω(hi) = −hi, ω(ei) = −ei, ω(fi) = −f−. (2.55)
The maximal compact subalgebra k of the real form g can then be defined as the subset
that is pointwise fixed under ω

k = {g ∈ g |ω(g) = g}. (2.56)
With the definition of the Chevalley involution one sees that the maximal compact subal-
gebra is therefore spanned by ei− fi, i = 1, . . . , r. The algebra g can thus be decomposed
as

g = p⊕ k, (2.57)
where ω acts as ∓1 on p and k respectively. Note that p is not a subalgebra, instead it
transform in a representation of k

Jp, pK ⊂ k, Jk, pK ⊂ p, Jk, kK ⊂ k. (2.58)
Moreover, one could also decompose the algebra according to the Iwasawa decomposition

g = k⊕ h⊕ n+, (2.59)
where n+ is the subspace of positive roots. The subspace h⊕n+ is called a (positive) Borel
subalgebra.

5An involution is a Lie algebra automorphism with eigenvalue ±1.
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2.2.5 Invariant tensors

Given a gauge symmetry neither the lagrangian nor any physical observable should depend
on the gauge. As such one has to construct objects that transforms in the trivial repre-
sentation (singlet) of the gauge group, or equivalently the corresponding algebra. Hence,
in order to have a non-trivial theory one needs to extract the singlet representation from
tensor product representations. This is precisely done by invariant tensors, or intertwiners.
Two important examples of such invariant tensors are the Killing form and the structure
constants.

Suppose we have a field φN , N = 1, 2, . . . ,dimR1, in a representation R1 and a field ψα,
α = 1, 2, . . . ,dimR2, in another representation R2. By definition these transform as

φM 7→ R1(T a)MNφ
N ψα 7→ R2(T a)αβψβ. (2.60)

Then the singlet contribution from the tensor product R1 ⊗R2 is given by

tNαφ
Nψα 7→ R1(T a)MN tMαφ

Nψα +R2(T a)αβtNαφNψβ, (2.61)

if the tensor t satisfies
R1(T a)MN tMα +R2(T a)αβtNα = 0, (2.62)

and t is called an invariant tensor. The condition (2.62) is easily extended to an arbitrary
tensor product representation. Note, however, that finding such an invariant tensor is
not always possible since not all tensor product representations include a singlet repre-
sentation. In this way an underlying symmetry reduce the number of possible terms in a
lagrangian.

Given a representation R and its conjugate dual R with index m and m respectively, it is
possible to create new invariant tensors from given invariant tensors by summing, taking
products and contracting indices

tn1...
m1... + t̃n1...

m1...,

tn1...
m1...t̃

k1...
j1...

,

tn1...j...
m1...j...

.

(2.63)

The minimal set of invariant tensors needed for constructing any invariant tensors are
called primitive invariants. For the fundamental representation and its dual one finds that
δij , εi1...in and εi1...in are primitive invariants for any algebra. For the an these are actually
the only primitive invariants, for the other finite simple Lie algebras the remaining ones
are listed in Table 2.1.

Using invariant tensors one can construct projection operators P, which projects a ten-
sor product representation on to one of its irreducible subrepresentations. A projection
operator P is defined such that

PP = P and PQ = 0, (2.64)

if Q is a projection operator onto some other subrepresentation. Projection operators are
therefore useful to project tensor product representations onto some subspace correspond-
ing to one (or more) of its irreducible subrepresentations.
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Table 2.1: Primitive invariants for finite simple Lie algebras are listed. We use d... and
f ... for completely symmetric and anti-symmetric tensors respectively. For e8 there exists

at least one primitive tensor tijkl..., but its definite form is unknown.

g t
br,dr δij

cr f ij

e6 dijk

e7 f ij , dijkl

e8 δij , f ijk, tijkl...

f4 δij , dijk

g2 δij , f ijk

Another important example of invariant tensors are Casimir operators. These are ele-
ments in the center of the universal enveloping algebra U(g) of g, i.e. they commute with
any element in g. As such Casimir operators takes the same value for any element in an
irreducible representation. For example, the quadratic Casimir C2 is an element in g⊗ g
such that

(ad(x)⊗ 1 + 1⊗ ad(x))C2 = 0, (2.65)

with an analogous invariance condition for the n-th Casimir operator Cn ∈ g⊗n. By a
version of Schur’s lemma for Lie algebras it then follows that an irreducible representation
of a Casimir operator is proportional to the identity. A well-known example of a quadratic
Casimir is the J2 spin operator in quantum mechanics with an eigenvalue j(j + 1) on a
spin-j representation. Generally the quadratic Casimir is given by (up to scaling)

C2 = 1
2κabT

aT b, (2.66)

where κab is the inverse Killing form. To evaluate this we choose a Cartan-Weyl basis

g = h⊕
⊕
α∈∆

eα, (2.67)

and due to invariance and non-degenaracy of the Killing form one can show that

κ(eα, eβ) = cαδα,−β, (2.68)

with a constant cα. The Casimir operator can then be rewritten using the commutation
relations and the definition of the Weyl vector as

1
2κabT

aT b = 1
2(h, h) + (h, ρ) +

∑
α∈∆+

cαeαe−α, (2.69)

where (h, h) denotes the part restricted to the Cartan subalgebra. Without loss of gen-
erality this can be evaluated on the highest weight state of an irreducible representation
R(λ), which is particularly easy in the rewritten form above, and we find

C2(R(λ)) = 1
2(λ, λ+ 2ρ). (2.70)
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A (e7)

B(e7)

Figure 2.3: Two extensions of the e7 structure algebra. The upper diagram is
equivalent to e8 while the lower denotes a super-extension to a Borcherds superalgebra.

2.3 Extended algebras

Below extensions of finite simple Lie algebras are introduced. In this thesis they mainly
provide another way of deriving the invariant Y -tensor and provide a rather simple way
to solve the so-called section constraint introduced in Chapter 6. The Y -tensor together
with the section constraint plays a crucial rôle in extended geometries. However, there
are further signs that these extended algebras, and actually even larger algebras derived
from these, such as the tensor hierarchy algebra [8] and L∞ algebras [10], are needed
for a complete formulation of extended geometries. As we will see below these extended
algebras can be visualised in terms of Dynkin diagrams and interesting such extensions
are given in Figure 2.3.

2.3.1 Kac-Moody algebras

In Section 2.2 we saw that a finite-dimensional simple Lie algebra is characterised by an
indecomposable Cartan matrix with the properties

aii = 2,
aij = 0⇐⇒ aji = 0,

aij ∈ Z≤0 for i 6= j,

det a > 0,

(2.71)

and the Chevalley-Serre generators satisfying

Jhi, hjK = 0,
Jhi, ejK = aijej ,

Jhi, fjK = −aijfj ,
Jei, fjK = δijhi,

(adei)1−aijej = (adfi)1−aijfj = 0,

(2.72)

for i 6= j in the Serre relations. This serves as a convenient starting point for extensions
to a more general class of symmetry algebras since we will relax the condition det a > 0.
We will moreover assume that the generalised Cartan matrix A is symmetrisable which
implies the existence of a symmetric invariant bilinear form. Relaxing the requirement of
a positive-definite Cartan matrix three classes of Kac-Moody algebras are obtained,

• if detA > 0, then g(A) is a simple finite-dimensional Lie algebra,

• if detA = 0 with one negative eigenvalue, then g(A) is an affine algebra,
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e8

e9

e10

e11

Figure 2.4: Dynkin diagram of e8 and its extensions e9, e10 and e11.

• if A does not satisfy either of the above constraints then it is an indefinite Kac-Moody
algebra.

The affine algebras are infinite-dimensional but a complete classification is still possible.
Indefinite Kac-Moody algebras are also infinite-dimensional but have not been completely
classified. A subclass of indefinite KM algebras are Lorentzian algebras, these are char-
acterised by having a non-degenerate symmetric bilinear form with precisely one negative
eigenvalue.

The extension of a simple finite Lie algebra can be achieved by adding a set of Chevalley
generators {h0, e0, f0} to the existing 3r Chevalley generators {hi, ei, fi}(i=1,2,...,r). This
amounts to the addition of one node to the Dynkin diagram according to the generalised
Cartan matrix AIJ , where I, J = 0, 1, 2, . . . , r. For the affine algebras A has one zero
eigenvalue and r strictly positive, this is equivalent, to upon removing any one node
of the extended Dynkin diagram, one should obtain a Dynkin diagram representing a
direct sum of finite-dimensional Lie algebras. One also defines hyperbolic Kac-Moody
algebras as Lorentzian KM algebras of indefinite type that upon removing any node in
the Dynkin diagram, a direct sum of finite-dimensional and at most one affine Kac-Moody
algebra are obtained. Kac-Moody algebras are then constructed in the same way as
finite-dimensional Lie algebras through the Chevalley-Serre relations in (2.72) by replacing
i, j → I, J = 0, 1, 2, . . . , r and aij → AIJ . However, in the affine case the Cartan matrix
is not invertible and one also needs to add a central element and a derivation, we refer to
the literature for details. Moreover, much of the representation theory of simple finite Lie
algebras carry over to the infinite-dimensional algebras but there are important exceptions.

Interesting examples of extended algebras of physical interest are obtained by extending
the exceptional Lie algebra e8. First we can extend e8 to an affine algebra e9 as shown in
Figure 2.4. One can then go even further and successively add two more nodes to obtain
a hyperbolic algebra e10 and a Lorentzian, but not hyperbolic, algebra e11 also displayed
in Figure 2.4. For further discussion about these algebras see [23, 24]. This so-called en-
series appears as “hidden” symmetries of eleven-dimensional supergravity compactified on
a torus Tn for n ≤ 9, which for n = 9 are infinite-dimensional. It is further believed that
a discrete version of en survives quantisation. Furthermore, it is conjectured [25] that the
discrete version of e11 is a symmetry for the full M-theory. The main motivation behind
extended geometries presented in this thesis is to make these symmetries inherent in the
theory prior to any compactification.

We now construct a specific example of Kac-Moody algebras based on some other Kac-
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Moody algebra g = g(a) and a module R(λ) following that of [5]. Assume that aij ,
i, j = 1, 2, . . . , r is an invertible symmetrisable generalised Cartan matrix. We then extend
this further to a generalised Cartan matrix AIJ , I, J = 0, 1, . . . , r, by adding one row and
one column as

A00 = 2, Ai0 = −λi, Aij = aij , (2.73)
such that the matrix A is symmetrisable using a diagonal matrix DI , with D0 = 1/k and
Di = (αi,αi)

2 . It then follows that A0i = kDiAi0. The algebra A (g) is then constructed
from A with the Chevalley relations

JhI , eJK = AIJeJ , JhI , fJK = −AIJfJ , JeI , fJK = δIJhJ , (2.74)

and the Serre relations

(adei)1−AiJ eJ = (adfi)1−AiJfJ = 0 for i 6= J. (2.75)

Moreover, since A is symmetrisable we can construct a symmetric invariant bilinear form
on the root space as (αI , αJ) := (DA)IJ , with αI simple roots.

For example, if the underlying algebra g(a) is chosen to be er together with the module
corresponding to the highest weight λ = Λ1, then this construction gives A (et) = er+1.
For 10 > r ≥ 8 the corresponding Dynkin diagrams are given in Figure 2.4.

2.3.2 Borcherds superalgebras

We will here give a brief set of definitions from [26] for a yet larger class of algebras, super
Borcherds algebras, also called generalised Kac-Moody algebras or Borcherds-Kac-Moody
algebras (BKM). A particular example of a BKM algebra which is of relevance in the
construction of extended geometries is then introduced. The extension is again done by
relaxing one of the conditions of the Cartan matrix, or since in this case we extend Kac-
Moody algebras, the generalised Cartan matrix. In words one allow for the possibility
of simple imaginary roots such that the diagonal in the generalised Cartan matrix is of
indefinite sign.

Before moving on to the construction of Borcherds superalgebras the concept of a su-
peralgebra needs to be introduced. A superalgebra is a Z2-graded algebra with a bilinear
product that respects this grading. In other words, a superalgebra g can be decomposed
into “even” and “odd” subspaces g0 and g1 according to

g = g0 ⊕ g1, (2.76)

such that the bilinear product J·, ·K respects this in the sense

Jgp, gqK ⊆ gp+q, (2.77)

where p + q = p + q (mod 2). Typically “even” and “odd” are used interchangeably with
“bosonic” and “fermionic” respectively. Generally a gradation of an algebra by the discrete
group Z is defined as

g =
⊕
p∈Z

gp, (2.78)

and it is consistent if
Jgp, gqK ⊆ gp+q. (2.79)
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In a supergraded algebra the Lie bracket becomes a supercommutator such that for x, y ∈ g

Jx, yK = (−1)|x||y| Jy, xK, (2.80)

where | · | = 0, 1 if the element is even or odd respectively. The Jacobi identity then
becomes the super-Jacobi identity

(−1)|x||z| Jx, Jy, zKK + (−1)|y||x| Jy, Jz, xKK + (−1)|z||y| Jz, Jx, yKK = 0. (2.81)

Now to the construction of Borcherds superalgebras. Let I be an index set I =
1, 2, . . . , N , where S ⊂ I denotes indices corresponding to fermionic indices. A Borcherds
superalgebra is then defined by a non-degenerate symmetric generalised Cartan matrix
Bij that satisfis the following relations (i, j ∈ I):

Bij ≤ 0 for i 6= j,

if Bij > 0 =⇒ 2Bij
Bii

∈ Z,

if Bii > 0 and i ∈ S =⇒ Bij
Bii
∈ Z for all j ∈ I.

(2.82)

The corresponding Borcherds superalgebra B = g(B) is then generated by 3N Chevalley-
generators {hi, ei, fi}(i∈I) with the following Chevalley-Serre relations

Jhi, hJK = 0, (2.83a)

Jhi, ejK = Bijej , Jhi, fjK = −Bijfj , Jei, fjK = δijhj , (2.83b)

deg ei = 0 = deg fi if /∈ S, deg ei = 1 = deg fi if i ∈ S, (2.83c)

(adei)
1−

2Bij
Bii ej = (adfi)

1−
2Bij
Bii fj = 0 if Bii > 0 and i 6= j. (2.83d)

The BKM algebras constitute a large class of algebras and the general definition above
was mainly given for the interested reader. Instead we consider the construction of a
specific type of BKM superalgebras relevant for extended geometries, which again follows
that of [5]. As for the Kac-Moody example above start with an invertible and symmetris-
able generalised Cartan matrix aij with i, j = 1, 2, . . . , r. As above, add one row and one
column and form a symmetrisable matrix BIJ with I, J = 0, 1, . . . r, according to

B00 = 0, Bi0 = −λi, Bij = aij . (2.84)

We assume, as in the KM-case, that B is symmetrised with the diagonal matrix D0 = 1/k
and Di = (αi,αi)

2 from which it follows that B0i = kDiBi0. As we have seen adding a
row and column to aij is equivalent to adding a set of Chevalley generators {h0, e0, f0},
however, the elements e0 and f0 are now odd generators. The construction goes through
in much the same way using the Chevalley-Serre relations with the ordinary Lie bracket
replaced with the supercommutator

JhI , eJK = BIJ , JhI , fJK = −BIJfJ , JeI , fJK = δIJhJ , (2.85)

and

Je0, e0K = Jf0, f0K = 0, (adei)1−BiJ eJ = (adfi)1−BiJfJ = 0 for i 6= J. (2.86)
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The algebra B has a consistent Z-grading and can thus be decomposed as

B =
⊕
p∈Z

Bp, (2.87)

where e0 ∈ B1, f0 ∈ B−1 and the remaining 3r + 1 Chevalley generators in B0.

The subspace at p = 0 is even and given by

B0 = g⊕ c, (2.88)

where c is a central element containing h0. The normalisation of c is chosen according to

c =
r∑
I=0

(B−1)0IhI =⇒ Jc, e0K = e0. (2.89)

The grading thus corresponds to the eigenvalue of c, it is easily shown using the Jacobi-
identity that f0 has eigenvalue −1 which it must since Je0, f0K ∈ B0. Moreover, JBr,BpK ⊆
Bp+r from which it follows especially that

JB0,BpK ⊆ Bp. (2.90)

The subspaces Bp are thus irreducible modules of g under the adjoint action. Since the c
by definition commutes with the adjoint action we indeed see that the grading is consistent.
In terms of the weight lattice ΛW the element c measures the projection of a weight onto
a line orthogonal to the ΛWg ⊂ ΛW sub-lattice. Furthermore, from the Serre relations it
follows that f0 ∈ B−1 is a highest weight vector of g

Jei, f0K = 0, (2.91)

and, moreover, the Dynkin labels are given by

Jhi, f0K = −Bi0f0 = λif0. (2.92)

Likewise e0 is a lowest weight vector for B1 with Dynkin labels

Jhi, e0K = −λif0. (2.93)

We thus see that the subspaces B−1 and B1 transforms in R1 = R(λ) and R−1 = R(λ)
of g respectively. Furthermore, we let Rp denote the representation of g corresponding
to B∓p. In order to determine R2 note that this is an even subspace and as such B−2
transforms in the symmetric product ∨2R(λ) under g. However, the highest weight vector
of ∨2R(λ) is Jf0, f0K which vanish due to the Serre relations and therefore

R2 = ∨2R(λ)	R(2λ). (2.94)

Given the odd simple root β0 and the even simple roots βi = αi of g it is possible to
construct a metric on the root space as usual

(βI , βJ) = (DB)IJ . (2.95)

As for simple Lie algebras the inner product on the root space induce an inner product
on the Cartan subalgebra which can be further extended to the whole algebra B using
invariance property. Note, however, that while this inner product is symmetric on (ei, fJ)
it is anti-symmetric on (e0, f0) = −(f0, e0) = k due to the fact that e0 and f0 are odd
roots.
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2.3.3 The invariant Y-tensor

Below we will use the extended algebras A and B to derive the Y -tensor that plays a
crucial rôle in extended geometries. Moreover, we will assume that the respective gener-
alised Cartan matrices A and B are invertible and symmetrisable. This construction was
given in [5] where the assumption of invertibility was relaxed.

Starting with the purely bosonic algebra A we note that just as in the case for the
algebra B there is a consistent Z-grading; hence the algebra can be decomposed as

A =
⊕
p∈Z

Ap. (2.96)

By the definition of a consistent grading the subspaces Ap are again modules under the
A0 = g⊕ c̃ subalgebra. Especially, at level ±1 these modules are isomorphic to R(λ) and
R(λ) of g respectively which follows from the Serre relations in (2.75). Introducing a basis
ẼM for R(λ) and F̃M for R(λ) the algebra B0 acts as{

JTα, ẼM K = −TαMN ẼM , Jc̃, ẼM K = ẼM

JTα, F̃M K = TαNM F̃N , Jc̃, F̃N K = −F̃N .
(2.97)

Note that there exists an isomorphism between A±1 and B±1. This is however not true
at higher levels.

We then look at the commutator

JẼM , F̃N K = ηαβT
αM

N X
β + bc̃δMN , (2.98)

where b is a constant and we used the grading of A . Choosing a normalisation of the
basis such that (ẼM , F̃N ) = δMN and the invariance of (·, ·) we find

(JẼM , F̃N K, Tα) = (ẼN , JF̃N , TαK) = −TαMN , (2.99)

and by inserting the ansatz (2.98)

ηγβT
γM

N (Xβ, Tα) + b(c, Tα) = −TαMN . (2.100)

Using (c̃, Tα) = 0 and (Tα, T β) = ηαβ we find Xβ = −T β. Similarly we have

(JẼM , F̃N K, c) = bδMN (c, c) = −(ẼM , Jc̃, F̃N K) = δMN . (2.101)

By inserting the explicit normalisation for c̃ we find (c̃, c̃) = ∑
IJ(A−1)0I(A−1)0J(hI , hJ) =

k(A−1)00 which gives

JẼM , F̃N K = −ηαβTαMN T β + 1
k(A−1)00

δMN c. (2.102)

Consider now the invariant tensor

f̃MN
PQ = (JJẼM , F̃P K, ẼN K, F̃Q). (2.103)

Inserting the explicit expression for JẼM , F̃P K found above we get

f̃MN
PQ = −ηαβTαMP (JT β, ẼN K, F̃Q) + 1

k(A−1)00
δMP (Jc, ẼN K, F̃Q)

= ηαβT
αM

P T
βN

Q + 1
k(A−1)00

δMP δ
N
Q .

(2.104)
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Using the Jacobi identity and invariance of the inner product it is straightforward to derive
from f̃MN

PQ that g̃MN
PQ := 2f̃ [MN ]

PQ is also given by

g̃MN
PQ := (JẼM , ẼN K, JF̃P , F̃QK). (2.105)

Analogous expressions are easily derived from the BKM algebra B. We have already
noted that B is consistently graded and that the subspaces at level ±1 are isomorphic
to R(λ) and R(λ) modules of the g ⊂ B0 subalgebra. As in the purely bosonic case we
introduce a basis EM and FM at level ±1 respectively. Note, however, that elements
at level ±1 are odd. Especially, this implies that (EM , FN ) = −(FN , EM ) = −1, that
JEM , FN K is symmetric and we have to use the super-Jacobi identity.

The B0 subalgebra act on EM and FM as in (2.97) with the replacements Ẽ 7→ E and
F̃ 7→ F . Taking the extra sign factors into account it is straightforward following the steps
above to find

fMN
PQ := (JJEM , FP K, EN K, FQ)

= ηαβT
αM

P T
βN

Q + 1
k(B−1)00 δ

M
P δ

N
Q .

(2.106)

Furthermore, it is easily seen that gMN
PQ := −2f (MN)

PQ is given by

gMN
PQ = (JEM , EN K, JFP , FQK). (2.107)

Before constructing the Y -tensor we rewrite f, f̃ slightly by expanding the weight λ in
simple roots αi as

λ = cjαj s.t. λi = λ(α∨i ). (2.108)
Noting that Bij(B−1)j0 = δi0 −Bi0 = −Bi0 it is found that

λ = (B−1)i0
(B−1)00αi =⇒ λ(α∨i ) = Bij

(B−1)j0
(B−1)00 = −Bi0, (2.109)

which by construction fulfills −Bi0 = λi. We can now express the length of the weight λ
as

(λ, λ) =
r∑

i,j=1
(αi, αj)

(B−1)i0
(B−1)00

(B−1)j0
(B−1)00

, (2.110)

which by definition of the inner product on the root space (αi, αj) = DiBij , and using
DiBi0 = B0i/k, gives

(λ, λ) = − 1
k(B−1)00

. (2.111)

Likewise the factor of (A−1)00 in fMN
PQ can be rewritten using detA = 2det a + detB

and (B−1)00 = det a/detB which follows from the general formula for the inverse B−1 =
CT /detB, where CT is the transposed comatrix, and we thus have

(λ, λ) = 2
k
− 1
k(A−1)00

. (2.112)

We are now ready to construct the Y -tensor as

YMN
PQ = k

2
(
gMN

QP − g̃MN
QP

)
= −kηαβTαNP T

βM
Q + [k(λ, λ)− 1] δNP δMQ + δNQ δ

M
P .

(2.113)
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The main reason for introducing the extended algebras A and B is the construction
of the Y -tensor in (2.113) as this will in some sense provide the deviation of extended
geometries from ordinary geometry that is based on g = gl(n). Moreover, this formalism
will be useful when determining if so-called ancillary transformations are present or not.
However, the full rôle of these extended algebras is still being explored [8, 10, 27].
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3
String theory, supergravity &

dualities

This chapter aims to put into context the extended geometries introduced in this thesis.
The first section introduces some concepts of string theory, with the main point to show
the presence of dualities, especially T-duality for the bosonic string. Moreover, the low-
energy effective theory, supergravity, related to string theory will be introduced in Section
3.2. This is done in order to motivate the appearance of the continuous version of the
duality group in supergravity compactified on torii. In section 3.3 the notion of dualities
is introduced more thoroughly. To the interested reader we recommend [28, 29] for an
introduction to string theory.

3.1 String theory

In string theory the fundamental constituents are strings, 1-dimensional extended objects,
rather than point-like particles. Of course since our usual picture of point-like particles
and quantum field theories works extraordinarly well, such a theory of extended objects
should have a low-energy description in terms of quantum fields. Put differently, the
typical string length should be small compared to distances we could measure at say the
LHC so that a string looks effectively pointlike.

Bosonic string theory can be described by the Brink-Howe-Di Vecchia-Polyakov action

S = −T2

∫
d2σ
√
γγαβ∂αX

µ∂βX
νGµν(X), (3.1)

where T is the string tension, Σ the string worldsheet parameterised by σα ∈ Σ with
α = 0, 1 and Xµ : σ → M an embedding of the world-sheet into a manifold M with
metric G. The string tension is related to the so-called Regge slope with dimensions of an
area α′ = 1/(2πT ). For what follows we consider strings in flat space Gµν = ηµν .

The string action in flat space has several important symmetries:

Global Poincaré: δXµ = ΛµνXν + εµ, (3.2)
δγαβ = 0, (3.3)
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3. String theory, supergravity & dualities

World-sheet diffeomorphisms: δXµ = −ξα∂αXµ, (3.4)
δγαβ = −ξρ∂ργαβ − ∂αξργρβ − ∂βξργαρ, (3.5)
δ
√
−γ = −∂ρ(

√
−γξρ), (3.6)

Weyl rescaling: δXµ = 0, (3.7)
δγαβ = 2Λγαβ. (3.8)

In the following, consider a string in a flat Minkowski space with Gµν = ηµν . Varying
the Polyakov action w.r.t. to the world-sheet metric we find

δS = −T2

∫
Σ

d2σδγαβ
√
−γ

(
∂αX

µ∂βXµ −
1
2γαβγ

ρλ∂ρX
µ∂λXµ

)
. (3.9)

The world-sheet stress-energy tensor and the corresponding equations of motion are thus
given by (in a suitable normalisation)

Tαβ = 4π√
−γ

δS

δγαβ
= − 1

α′

(
∂αX

µ∂βXµ −
1
2γαβγ

ρλ∂ρX
µ∂λXµ

)
= 0. (3.10)

It follows that inserting a Weyl-transformation we find Tαα = 0. Moreover, since a general
2d-metric has 3 d.o.f. Weyl invariance together with world-sheet diffeomorphisms are suf-
ficient to set γαβ = ηαβ locally. Assuming a closed string we can throw away boundary
terms to find the equations of motion for the string coordinates Xµ

∂α
(√
−γγαβ∂βXµ

)
= 0, (3.11)

which in conformal gauge (γαβ = ηαβ) simply is a wave equation

∂α∂αX
µ = 0. (3.12)

This is easily solved by Xµ(σ, τ) = Xµ
R(τ − σ) + Xµ

L(τ + σ) (τ = σ0 and σ = σ1) and in
light-cone coordinates σ± = τ ± σ

Xµ
R(σ−) = 1

2x
µ + α′

2 p
µσ− + i

√
α′

2
∑
n6=0

1
n
αµne−inσ−

Xµ
L(σ+) = 1

2x
µ + α′

2 p
µσ+ + i

√
α′

2
∑
n6=0

1
n
α̃µne−inσ+

.

(3.13)

The first two terms describe constant motion of the center of mass of the string while
the sum denotes oscillations along the string. In order for Xµ to be real we also have
αµn = (αµ−n)∗ and likewise for the left-moving oscillators. Inserting the oscillator expansion
into the constraints Tαβ = 0 which in light-cone coordinates are given by

∂+X
µ∂+Xµ = ∂−X

µ∂−Xµ = 0, (3.14)

we find (pµ0 :=
√
α′/2pµ)

∂−XL = α′

2
∑
n∈Z

αµne−inσ− =⇒

∂−X
µ∂−Xµ = α′

∑
n

Lne−inσ− = 0,
(3.15)
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with Ln := 1
2
∑
n α

µ
n−mαmµ and similar for the left-movers. Especially interesting is the

constraint L0 = 0 since it includes the spacetime momenta pµpµ = −m2 from which the
mass-formula is derived to be

m2 = 4
α′

∑
m>0

α−m · αm. (3.16)

Imposing canonical quantization conditions on Xµ and the conjugate momentum Πµ =
1

2πα′
δL
δXµ as [Xµ(σ, τ),Πν(σ′, τ)] = iδµν δ(σ − σ′) and in terms of the expansion we find

[xµ, pν ] = iδµν and [αµm,L,R, α
ν
n,L,R] = mδm,−nη

µν . (3.17)

Since Ln now become operators there are possible order ambigiuities when quantizing and
a standard result is that the bosonic string has to live in D = 26 dimensions and the mass
operator is shifted to

m2 = 4
α′

(∑
m>0

α−m · αm − 1
)
. (3.18)

From the commutation relations α−mαm is a number operator up to a factor of m and
one usuallly defines the total number operator as the sum N = ∑

m>0 α−m · αm. Since
the exact same result can be found using left-moving oscillators we get the level-matching
condition N − Ñ = 0. Also we see that the mass of the ground state with no oscillators is
negative since m2|0〉 = −|0〉 which indicates the presence of the tachyon and the need for
a supersymmetric theory of strings.

Consider the closed bosonic string compactified on X25 ∼ X25 + 2πR, i.e. on S1 with
radius R along its 25th dimension. It follows immediately that the momenta along this
direction becomes quantized as p25 = n/R for n ∈ Z. Going once around the string do
not need to come back to its starting point, instead it can be wound w number of times
around the circle as X25(σ + 2π, τ) = X25(σ, τ) + 2πmR ∼ X25(σ, τ). The expansion of
Xµ

25 is then given given by

Xµ
25,R = 1

2x
µ + α′

2

(
n

R
+ wR

α′

)
σ+ + osc.,

Xµ
25,L = 1

2x
µ + α′

2

(
n

R
− wR

α′

)
σ− + osc..

(3.19)

The mass formula for the string states is straightforward to derive and one finds

m2 =
(
n

R
− wR

α′

)2
+ 4
α′

(N − 1)

=
(
n

R
+ wR

α′

)2
+ 4
α′

(
Ñ − 1

)
.

(3.20)

First of all we see that the level matching condition is altered to N − Ñ = mn and more
interestingly the mass formula is given by

m2 = n2

r2 + m2R2

α′2
+ 2
α′

(N + Ñ − 2). (3.21)

The first term is simple to understand as the mass contribution from the momenta on
S1 and remembering that the string tension was given by T = 1/(2πα′), the contribution
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from the second term is simply (2πRmT )2, where m is the number of times the string
winds around S1. Most importantly we find that the mass is invariant if we make the
transformation R ↔ α′/R and m ↔ n, the string thus has the same spectra of states if
we compactify on a circle with radius R, or a circle with radius α′/R. This is a purely
stringy phenomena and this is the so-called T-duality of string theory. Generalising to
compactifications on a torus T d one finds a larger set of dualities given by the discrete
group O(d, d,Z). In the corresponding supergravity theory compactified on a torus the
the corresponding continuous version O(d, d,R) will be a symmetry. It is precisely the
appearance of the continuous version of this group that we want to make manifest in
double field theory introduced in chapter 4.

3.2 Supergravity and Kaluza-Klein compactification

Supergravity describes the low-energy effective theory of string theory in 10 dimensions
and M-theory in 11 dimensions. In fact, eleven dimensions are the largest number of
dimensions in which supergravity is consistent assuming one graviton and no field with
spin higher than 2. The N = 1 D = 11 supergravity theory describing the low-energy
physics of M-theory contains the following field content

gMN 44,
AMNP 84,
ψMα 128,

(3.22)

i.e. a graviton, a three-form field and a Majorana gravitino. Moreover, we have denoted
the on-shell degrees of freedom. The action is given by

S11 = 1
2κ2

11

∫
d11x
√
−g

(
R− 1

2F ∧ ∗F
)
− 1

6

∫
A ∧ F ∧ F + SF , (3.23)

where F = dA is the field strength, SF the fermionic part of the action and κ2
11 is Newton’s

gravitational constant in 11 dimensions. Note that the three-form potential A couples
naturally to an object with a three-dimensional worldvolume Σ, i.e. a 2-brane, as

Q3 ∝
∫

Σ
A. (3.24)

In D = 10 there are two N = 2 supergravity theories corresponding to the low-energy
effective field theory of type IIA/B string theory respectively. The field content for type
IIA is given by

IIA :



gµν 35 graviton (NS–NS)
Bµν 28 two-form field (NS–NS)
φ 1 dilaton (NS–NS)
C1 8 one-form field (R–R)
C3 56 three-form field (R–R)
ψ±µα 112 Majorana-Weyl gravitinos
λ±α 16 Majorana-Weyl dilatinos,
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and for type IIB

IIB :



gµν 35 graviton (NS–NS)
Bµν 28 two-form field (NS–NS)
φ 1 dilaton (NS–NS)
C0 1 axion (R–R)
C2 28 two-form field (R–R)
C4 35 four-form field (R–R)
ψ1,2
µα 112 Majorana-Weyl gravitinos
λ1,2
α 16 Majorana-Weyl dilatinos.

The NS-NS sector is the same for type IIA/B with an action

S = 1
2κ2

10

∫
dDx
√
−ge−2φ

(
R+ 4(∂φ)2 − 1

2H ∧ ?H
)
,

where H3 = dB is the field strength, ? the hodge dual and κ2
10 the gravitational constant

in 10 dimensions. For further details on supergravity and supersymmetry see [30].

In order to reduce these theories to lower dimensions we will look at Kaluza-Klein
compactifications. The idea is to assume a separation between external and internal
directions such that the underlying spacetime is given by M = MD−n × Mn, where
MD−n is the external spacetime andMn the internal space which typically is assumed to
be “small”. Note also that below we will mainly be concerned with the bosonic sector of
the theory. The discussion below follows that of [31].

We introduce this by the easiest example of a massless scalar field φ compactified on
a circle M = MD−1 × S1. Due to the periodicity of S1 we can expand φ in a fourier
expansion and the equation of motion is given by(

∂2
D−1 −

n2

(2πR)2

)
φ = 0, (3.25)

where n ∈ Z is the mode-number of φ expanded on a circle with radius R. We thus see that
the compactification gives rise to an infinite tower of scalar fields with mass |n|/(2πR). In
the limit of small R all these fields decouple except for the massless field with m = 0 and
there is no longer any dependence on the internal directions. This a consistent truncation
in the sense that a solution in the lower-dimensional theory will also be a solution in the
full theory. However, consistency for compactifications on more general internal manifolds
Mn is usually quite hard to prove. In fact, one success of the extended theories, double
field theory and exceptional field theory, is that they allow a natural uplift for certain
lower-dimensional theories that can not be well described by supergravity in D = 10 and
D = 11.

In order to motivate the appearance of “hidden” symmetry groups that later on will be
extended to manifest symmetries in extended geometries we consider pure gravity in D
dimensions compactified on a circleMD =MD−1×S1. Split the coordinates xM → (xµ, y)
and assume independence of the internal coordinate. The metric decompose into a lower-
dimensional metric gµν , a vector field Aµ and a scalar φ and can be parameterised as

gMN =
(

e2αφgµν + e2βφAµAν e2βφAµ
e2βφAν e2βφ

)
, (3.26)
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where β = −(D − 2)α and α constant. Pure gravity in D dimensions is invariant under
diffeomorphisms ξM = ξM (xµ, y) in D dimensions under which the metric transforms as

δξgMN = LξgMN = ξP∂P gmn + ∂Mξ
P gPN + ∂Nξ

P gMP , (3.27)

where L is the Lie derivative. In order to preserve the parameterisation (3.26) one finds
that diffeomorphisms in D dimensions reduce to transformations of the form

ξM =
(
ξ̂µ(xν), cy + λ(xν)

)
, (3.28)

with some constant c. If c = 0 one finds by explicit calculation that the lower-dimensional
fields transform as

δξgµν = Lξ̂ρgµν , δξAµ = Lξ̂ρAµ + ∂µλ(xν), δξφ = Lξ̂ρφ. (3.29)

We thus see that the (D − 1)-dimensional theory transforms as one would expect under
(D− 1)-dimensional diffeomorphisms and a local U(1) gauge transformation of the vector
field. However, if c 6= 0 one has to consider that the D dimensional theory also possess a
scaling symmetry δgMN = 2agMN at the level of equations of motion which combine with
the cy term to the following transformation (discussed further in [31])

βδφ = a+ c, δAµ = −cAµ gµν = 2agµν − 2αgµν∆φ. (3.30)

By choosing α = − c
D−1 the lower-dimensional metric δgµν becomes invariant under the

remaining global scaling symmetry. This remaining scaling symmetry is a common feature
of supergravity theories typically referred to as a trombone symmetry.

Compactification on a torus Tn = S1×S1× . . .×S1 continues in much the same way by
recursively compactifying on circles. We omit the details but note that similarly to the case
above one finds that the diffeomorphisms preserving the reduction ansatz, xM → (xµ, yi),
where i = 1, 2, . . . n, are given by

ξM =
(
ξ̂µ(xν),M i

j y
j + λi(xν)

)
, (3.31)

where M ∈ SL(n,R) × R a constant matrix and λi are n U(1) gauge parameters. Again
there is a scaling symmetry of the uncompactified theory which can be combined with
a R factor in M . As such we find that compactified gravity on a torus Tn has a global
SL(n)×R symmetry. However, coupling matter to gravity may enhance this symmetry to
even larger groups, especially we want to include form fields which have gauge symmetries
parameterised by (p− 1)-form fields. In order to keep the compactification ansatz that no
fields depend on the internal coordinates one finds that scalar parts of a gauge potential
Aj1j2...jp transforms as

δAj1j2...jp = ∂[j1λj2...jp]

= cj1j2...jp ,
(3.32)

with cj1j2...jp being a constant anti-symmetric tensor. These corresponds to constant
shifts of the purely internal components of the gauge potential A and, moreover, they
mutally commute such that they are elements in Rn, where n is the number of independent
components of ci1.... However, they do not necessarily commute with the global GL(n,R)
symmetry and typically there is thus a global symmetry group given by

GL(N,R)nRn. (3.33)
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3. String theory, supergravity & dualities

Table 3.1: Maximal number of scalars of compactified D = 11 supergravity on Tn.
Here G denotes the group related to the split real form and K the corresponding

maximal compact subgroup. The trombone symmetry is excluded.

n #Scalars G K

3 7 SL(3)× SL(2) SO(3)× SO(2)
4 14 SL(5) SO(5)
5 25 SO(5, 5) SO(5)× SO(5)
6 42 E6(6) USp(8)
7 70 E7(7) SU(8)
8 128 E8(8) SO(16)

However, a p-form potential is dual to a (d − p − 2)-form potential, where d = D − n
is the dimension of the external spacetime. By dualising to obtain as many scalar fields
as possible the global symmetry group enhances even further when this is possible [4].
In conclusion, the global hidden symmetry groups are remnants from the internal diffeo-
morphisms and internal form field gauge symmetry that preserves the compactification
ansatz.

Furthermore, it turns out that these symmetries can be studied by looking at the scalar
sector only, the parts containing “Kaluza-Klein” vectors will, non-trivially, possess the
same symmetry as the scalar sector. Note that scalars coming from the internal compo-
nents of the metric characterise the internal geometry, e.g. compactification on S1 gives
rise to a scalar field φ and its vacuum expectation value (classical solution) determines the
radius of the circle.

Consider now the bosonic sector of D = 11 supergravity with the metric gMN and the
three-form AMNP . Split spacetime asM11 =M11−n×Mn with a corresponding split for
the coordinates xM → (xµ, yi). The fields decompose as

gMN →


gµν ,

gµi,

gij ,

AMNP →


Aµνρ,

Aµνi,

Aµij ,

Aijk.

(3.34)

As above, it is sufficient to consider the scalar sector of the theory. The number of scalars
originating from the metric are n(n + 1)/2 and the number of scalars from the 3-form
potential are

(n
3
)
. We will also make the choice to dualise as much as possible in order

to obtain a theory with as many scalar fields as possible. The number of scalars present
when compactifying on Tn and the “hidden” symmetry groups G are listed in Table 3.1.

3.2.1 Non-linear sigma model

We have argued above that the compactification of D = 11 supergravity on Tn give rise to
a hidden global symmetry G. In order to write down a lagrangian for the scalar sector that
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3. String theory, supergravity & dualities

is manifestly invariant under this symmetry we will consider a non-linear sigma model.
The idea is that the scalar fields can be considered as “coordinates” on a coset space
G/K, where K is the maximal compact subgroup of G. It is then easily checked that
the dimension of the coset dim (G/K) = dim (G) − dim (K), using Table 3.1, equals the
number of scalars.

To parameterise this Lagrangian it is convenient to look at the algebra g and its max-
imal compact subalgebra k that upon exponentiated give the related groups G and H
respectively. As we saw in Section 2.2.4 the algebra g can be decomposed as

g = k⊕ h⊕ n+, (3.35)

where h and n+ denote the Cartan subalgebra and the positive roots respectively. This
can be extended to a decomposition at group level obtained by exponentiating

G = K ×H ×N+. (3.36)

An element V in G/K describing the scalar fields {φa, χi} can thus be parameterised by

V = eφa(x)haeχi(x)ei , (3.37)

where hi are elements in the Cartan subalgebra, ei positive root vectors in g and we sum
over repeated indices. The element V transforms as

V(x)→ k(x)V(x)g ∼ Vg, (3.38)

where k(x) ∈ K and g ∈ G. Note that the element k(x) represents a local transforma-
tion, this is analogous to the case of ordinary gravity where the metric is invariant under
local Lorentz transformations. However, the transformation by g potentially destroys the
parameterisation in (3.37). This can be remedied by a compensating k(x) transformation
which depends on both g and V, hence such a transformation is non-linear.

By taking the differential of V and multiplying with its inverse we find an element in
the algebra (a 1-form in the external space)

V−1dV = Q+ P, (3.39)

where Q ∈ k and P = g 	 k. Since the elements in k and p have eigenvalues 1 and −1
under the Chevalley involution one obtain the different terms as

Q = 1
2
(
V−1dV + ω

(
V−1dV

))
, P = 1

2
(
V−1dV − ω

(
V−1dV

))
. (3.40)

In order to write down an object invariant under global G and local K in terms of the
physical component P we need an invariant tensor for the tensor product of two adjoint
representations. The Killing form is such an invariant tensor and a manifestly invariant
term can thus be written as

L ∼ κ(Pµ,Pν)gµν
√
−g, (3.41)

where gµν is the inverse metric of the external space. We have thus found a lagrangian
for the scalar sector of the theory that is manifestly invariant under G/K.
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3. String theory, supergravity & dualities

3.3 Dualities

Duality is a term that is used in many different ways in physics. What we will be interested
in are dualities between two theories T and T̃ such that we can find a map to relate them

T ↔ T̃ . (3.42)

A typical example of such a duality is the duality of electromagnetism in vacuum with a
mapping (

~E, ~B
)
→
(
~B,− ~E

)
, (3.43)

under which Maxwell’s equations are invariant.

Usually we are interested in interacting field theories where we have to employ pertur-
bation theory in some “small” coupling constant g, such that observables are given as a
perturbation series

R(g) =
∞∑
n=0

ang
n. (3.44)

These series typically do not converge but in many cases they are believed to be asymp-
totic series. Non-perturbative effects have a characteristic scaling ∼ e−1/gn which is not
captured by the expansion (3.44), especially instanton effects in ordinary field theories
typically scale with n = 2. In interacting theories we thus get two kinds of duality trans-
formations: weak-weak duality and weak-strong duality.

• Weak-weak duality: (T , g)↔ (T ′, g′) with g, g′ � 1.

• Weak-strong duality: (T , g)↔ (T ′′, g′′) with g � 1 and g′′ � 1.

Weak-strong dualities are of special interest since it allow us to probe the non-perturbative
regime of a theory by using perturbative methods in the weakly coupled dual theory. Since
little is usually known about the non-perturbative regime of the strongly coupled theory
such a duality is however hard to prove. However, there are quantities that are protected
against perturbative corrections and extrapolation to the non-perturbative regime is pos-
sible. These play an important rôle in confirming these weak-strong dualities. Perhaps the
most prominent weak-strong duality is the AdS/CFT correspondence, first conjectured by
Maldacena in [32]. This is a rather special duality in the sense that it relates a string
theory (which includes gravity) in a given dimension to a conformal field theory in one
spacetime dimension lower, without gravity. Another important weak-strong duality that
is more relevant for this thesis is the Montonen-Olive duality. This is an SL(2,Z) duality
of N = 4 SYM that typically exchange solitonic objects with fundamental excitations and
moreover map the coupling constant to its inverse.

Motivation for the presence of a weak-weak T-duality symmetry when compactifying
type II string theories on a torus T d was introduced above, with the the T-duality group
O(d, d,Z). Moreover, type IIB has a weak-strong so-called S-duality symmetry with trans-
formations given by SL(2,Z). It is conjectured that these combine into a larger set of
dualities called U-duality [33], and contains SL(2,Z) and O(d, d,Z) as subgroups. For
the type II theories the U-duality groups upon compactification on a torus Tn are given
in Table 3.2 which are just the discrete versions of the continuous groups encountered in
supergravity, however, the agreement are between type IIB on T d and eleven-dimensional
supergravity on T d+1, since in this case the external spacetime has the same dimension.
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3. String theory, supergravity & dualities

Table 3.2: U-duality group for type II string theories on Tn.

n U-duality group
1 SL(2,Z)× Z2
2 SL(2,Z)× SL(3,Z)
3 SL(5,Z)
4 SO(5, 5,Z)
5 E6(6)(Z)
6 E7(7)(Z)
7 E8(8)(Z)
8 E9(9)(Z)
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4
Double field theory

The low-energy effective theory for the massless NS-NS fields in string theory contains
gravity gij , a 2-form field Bij and a scalar field (dilaton) φ. Together with diffeomorphism
invariance the 2-form field also comes with an abelian gauge symmetry and the theory is
given by the action

S = 1
2κ2

10

∫
dDx
√
−ge−2φ

(
R+ 4(∂φ)2 − 1

12H
2
)
, (4.1)

where H = dB is the 3-form field strength tensor of B. In its present form there is no
manifest T-duality symmetry.

T-duality of closed strings compactified on a torus T d exchanges momentum on the
torus with winding modes by an O(d, d,Z) transformation. Moreover, upon compactify-
ing supergravity in D = 10 on a torus T d one finds that the continuous version of the same
group, i.e. O(d, d,R), is a symmetry of the theory and the goal of double field theory is to
make this manifest. In order to do this one extends space-time to include coordinates x̃i
dual to the winding modes wi and arrange fields in representations of O(d, d). Doing this
diffeomorphisms and the 2-form gauge symmetries merge to a single symmetry transfor-
mation called generalised diffeomorphisms. At the same time this unifies the metric and
the gauge field into a generalised metric. For more about DFT see [27, 34, 35, 36].

4.1 Generalised diffeomorphisms and the section constraint

Ordinary diffeomorphisms ξi are encoded in the Lie derivative acting on the tensor fields
as

Lξgij = ξk∂kgij + 2∂(iξ
kgj)k LξBij = ξk∂kBij + 2∂[iξ

kB|k|j] Lξφ = ξi∂iφ. (4.2)

This can be viewed as a transport term coming from the Taylor expansion of the argument
as well as the adjoint action of an element in GL(d) acting according to the index structure.
The generalisation of the Lie derivative plays an import rôle in the extended geometries.
Gauge transformations of the form-field on the other hand are parameterised by a scalar
function λ as

δλBij = 2∂[iλj], (4.3)

with the metric and dilaton field inert under this transformation. Note that the gauge
transformation comes with a reducibility stemming from the fact that λi = ∂iχ, where
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4. Double field theory

χ is a scalar function, is a trivial transformation. Reducibility is again a property that
becomes important in the extended cases.

The first step to construct a doubled theory is to extend space-time from d to 2d di-
mensions. In the case of type II supergravity this could be thought of as compactifying
all d = 10 coordinates and double them, however, the general construction works with ar-
bitrary d without any compact directions. Hence we extend the coordinates of space-time
to belong to the 2d vector representation of O(d, d) according to

xi → XM = (x̃i, xj), (4.4)

where x̃i denotes the added coordinates and XM the doubled “space-time” coordinate
vector with M = 1, 2, . . . , 2d. The metric and the two-form combine to a generalised
metric HMN given by

HMN =
(

gij −gikBkj
Bikg

kj gij −BikgklBlj

)
. (4.5)

Before moving on to the generalised diffeomorphisms we note that the group O(d, d) also
comes with the invariant metric ηMN such that for an element h ∈ O(d, d)

h P
M ηPLh

L
N = ηMN =

(
0 1

1 0

)
. (4.6)

The invariant metric ηMN and its inverse ηMN can be used to raise and lower M =
1, 2, . . . , 2d indices.

The generalised Lie derivative on a vector VM is given by

δξV
M = LξV

M = ξP∂PV
M + (∂MξP − ∂P ξM )V P , (4.7)

where we implicitly used the invariant metric η to raise and lower indices. In order
to connect to the usual Lie derivative as well as being convenient for other extended
geometries this can be rewritten as

LξV
M = LξV

M + YMN
PQ ∂Nξ

PV Q, (4.8)

where LξVM = ξP∂PV
M − ∂P ξMV P denotes the ordinary Lie derivative and YMN

PQ =
ηMNηPQ is an invariant tensor of O(d, d).

In order for the symmetry group to close, two consecutive transformations ξ1, ξ2 needs
to yield a new transformation with some parameter ξ(ξ1, ξ2). To this end we adopt the
notation that ∆ = δξ −Lξ denotes the departure of an object transforming as a tensor,
i.e. δξX = LξX defines a tensor, and look at

−∆ξ1(Lξ2X
M ) =

(
[Lξ1 ,Lξ2 ]−Lξ(ξ1,ξ2)

)
XM != 0. (4.9)

By doing this explicitly one finds that generalised diffeomorphisms closes if

ηMN∂M ⊗ ∂N = 0, (4.10)

where ∂M ⊗ ∂N indicates that each derivative act on an arbitrary field. The combined
transformation ξ(ξ1, ξ2)M is given by the C-bracket [ξ1, ξ2]MC = 1/2(Lξ1ξ2 − Lξ2ξ1)

ξ(ξ1, ξ2)M = [ξ1, ξ2]MC = ξP1 ∂P ξ
M
2 −

1
2ξ1P∂

MξP2 − (1↔ 2). (4.11)
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4. Double field theory

The constraint ηMN∂M⊗∂N = 0 is called the (strong) section constraint and a generalised
version of this is characteristic for extended geometries. By solving the section constraint
one restricts space-time to a d-dimensional subspace of the extended space-time, e.g. one
solution is given by ∂̃i = 0 which implies that no fields can depend on the extended
coordinates. In fact, starting with this solution one can get all other possible solutions by
applying an O(d, d) transformation.

One can now check that if we solve the section constraint with ∂̃i = 0 and set ξM =
(λi, ξi) that the generalised diffeomorphism reduces to the ordinary diffeomorphism and
gauge transformation

Lξgij = Lξgij LξBij = LξBij + 2∂[iλj], Lξφ = Lξφ (4.12)

This shows that the generalised diffeomorphisms merge ordinary diffeomorphisms with
2-form gauge transformations.

4.2 DFT action

In order to write down a two-derivative action for DFT we need to take a derivative of the
generalised metric ∂LHMN and combine such terms to ensure invariance under generalised
diffeomorphisms. However, due to the bare derivatives the invariance will not be manifest.
Moreover, the combination e−2φ√−g is an O(D,D) scalar density with weight one and
can be combined as e−2d. Given this the action for DFT reads

SDFT =
∫

dDxdDx̃e−2d
(1

8H
MN∂MHKL∂NHKL −

1
2H

MN∂MHKL∂LHKN

−2∂Md∂NHMN + 4HMN∂Md∂Nd
)
.

(4.13)

Since the indices are contracted properly we only need to check the non-tensorial part, i.e.
terms with derivatives, to ensure invariance under generalised diffeomorphisms. To this
end we examine

∆ξ∂KHMN = ∂K
(
δξHMN

)
−Lξ

(
∂KHMN

)
(4.14)

which is given by

∆ξ∂KHMN = 2
(
∂K∂

(MξP − ∂K∂P ξ(M
)
HN)P , (4.15)

up to a term that vanish by the section constraint. Likewise one finds

∆ξ∂KHMN = 2
(
∂K∂(Mξ

P − ∂K∂P ξ(M
)
HN)P . (4.16)

For the first term in (4.13) one finds that

∆ξ

(1
8H

MN∂MHKL∂NHKL
)

= HMN∂MHKL∂N∂KξPHLP , (4.17)

where we used HPL∂NHLK = −∂NHPLHLK . A similar calculation for the second term
in the action gives

∆ξ

(
−1

2H
MN∂MHKL∂LHKN

)
= −∂K∂LξM∂MHKL − ∂KHMN∂M∂P ξ

LHKPHNL,
(4.18)
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where we see that the second term in this expression cancel the variation in (4.17). For
the last two terms we also need

∆ξ∂Md = −1
2∂M∂P ξ

P . (4.19)

Using this we get for the third term in (4.13)

∆ξ(−2∂Md∂NHMN ) = ∂M∂P ξ
P∂NHMN+2∂M∂N∂P ξMHNP+2∂Md∂N∂P ξNHNP (4.20)

and for the last term

∆ξ(4HMN∂Md∂Nd) = −4∂Nd∂M∂P ξPHMN . (4.21)

Integrating by parts (note the dilaton prefactor in the action) one finds that the total
variation of SDFT indeed vanish and the action is thus invariant under generalised diffeo-
morphisms.

With the supergravity solution to the section constraint, ∂̃i = 0, it is interesting to see
that the DFT action reduce to that of supergravity (as it should)

SDFT,∂̃=0 =
∫

dDxe−2φ√−g
(
R+ 4(∂φ)2 − 1

12H
2
)
. (4.22)

Moreover, T-duality on a circle typically exchanges the metric with its inverse and ex-
changes ∂ ↔ ∂̃. This invariance can be seen nicely by looking at the action when the
dilaton and the 2-form are turned off

SDFT,d=b=0 =
∫

dDxdDx̃
(
R(g, ∂) +R(g−1, ∂̃)

)
, (4.23)

which clearly shows that the action is invariant under T-duality in this case. When the
form field and the dilaton are turned on the action is of course still invariant under T-
duality, however, there will be a non-trivial mixing between the metric and the 2-form
according to Buscher’s rules [28] and a shift in the dilaton field. Mixing between the fields
is expected according to the generalised diffeomorphisms introduced above.
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Exceptional field theory

Double field theory aimed to make the continuous T-duality group act naturally in super-
gravity prior to compactification. The goal of exceptional field theory on the other hand
does the same for the U-duality groups by replacing O(d, d) by Ed(d). As we have argued
these duality groups Ed(d) appear upon compactification of supergravity on a d-dimensional
torus and the corresponding discrete versions are the dualities of string theory/M-theory.
One inherent difference compared to DFT is that the duality groups are rather different
between dimensions making the general analysis more complicated. Moreover, for d ≥ 9
the duality groups become infinite-dimensional. This can in some sense be understood by
noting that in d ≤ 2 external dimensions scalars become dual to scalars.

We will introduce exceptional field theory by the specific example of E6(6) exceptional
field theory following [37]. For a similar construction for E7(7) and E8(8), see [38, 39].

There are two main points that we want to convey in this chapter besides providing
another concrete example of an extended geometry. First we want to show some details
on how to include external dimensions since this is the main part which differs from double
field theory and extended geometries. In the former case all coordinates were doubled while
in extended geometries we simply drop the external space and consider only the purely
internal sector. Secondly we want to motivate the appearance of a hierarchy of form
fields related to the tensor hierarchy of gauged supergravities. This hierarchy seems to be
important to understand a complete formulation of extended geometries. Moreover, we
will demonstrate three different solutions to the section constraint, the first solution makes
the global Ed(d) symmetry of supergravity compactified on a torus T d manifest while the
other two clarify the embedding of M-theory and type IIB supergravity respectively in the
constructed exceptional field theory.

5.1 E6 – Exceptional field theory

The bosonic sector of eleven-dimensional supergravity consists of the metric gAB and a
three-form AABC . Compactifying this theory on a T 6 torus we get 3×7 = 21 scalars from
the metric and naively

(6
3
)

= 20 scalars from the three-form. However, it is also possible
to dualise a three-form in 5 dimensions to a scalar since 5 − 3 − 2 = 0 and in total there
are thus 42 scalars. This equals the number of generators in the coset E6(6)/USp(8), with
usp(8) being the maximal compact subalgebra of e6(6), in agreement with the discussion
in Section 3.2.
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What we want to do is to expand spacetime similar to the DFT case by splitting the
coordinates xA → (xµ, yi), with µ = 1, 2, . . . 5 and i = 1, 2, . . . 6, and then extend the
internal coordinates to transform in 27 of E6(6) as yi → zM , with M = 1, 2, . . . 27. The
extended spacetime is then 5 + 27 dimensional and the 41 scalars organise into a coset
elementMMN (x, z) ∈ E6(6)/USp(8).

Just as in DFT we introduce generalised diffeomorphisms that encode the E6(6) trans-
formations that we are “geometrising” by its action on a vector VM ∈ 27 with weight w
as

δξV
M = LξV

M = ξP∂PV
M + PMN

PQ ∂Nξ
PWQ + w∂P ξ

PVM , (5.1)

with the E6(6) invariant tensor

PMN
PQ = −6ηαβTαMQ T

βN
P

= 1
3δ

M
Q δ

N
P − δMP δNQ + 10dPQSdMNS ,

(5.2)

and dMNS , d
MNS totally symmetric invariant tensors of E6(6) which we normalise as

dMNSd
PNS = δPM . Imposing Leibniz property and that the element (V NWN ), where

WN is a covector with weight w′, transforms as a scalar density of weight w + w′ the
action on WN is easily found. This, moreover, generalise straightforward to a tensor with
any number of indices. Importantly we define the section constraint for E6(6) exceptional
field theory as

dMNS∂N ⊗ ∂S = 0, (5.3)

which as in the DFT case is crucial for a consistent theory. Especially, the section con-
straint is needed to show that the algebra of generalised diffeomorphisms close according
to [37] (these results are also derived in the general case in Chapter 6)

[Lξ1 ,Lξ2 ] = Lξ1,2 , (5.4)

where the transformation parameter ξ1,2 = [ξ1, ξ2]E is given by the E-bracket

[ξ1, ξ2]ME = 1
2(Lξ1ξ2 −Lξ2ξ1)M

= ξP1 ∂P ξ
M
2 − 5dMNPdSTP ξ

S
1 ∂Nξ

T
2 − (ξ1 ↔ ξ2).

(5.5)

The kernel of generalised diffeomorphisms is non-trivial as parameters of the form ξM =
dMNP∂NηP does not generate a transformation. To see this consider the transformation
due to such a parameter

LξV
M = −dMNP∂S∂Nη

PV S + 10dMNPdQLSdSTP∂N∂QηLV
T

+ dSNP∂NηP∂SV
M︸ ︷︷ ︸

=0 section constraint

+ (λ− 1
3)∂S∂NηPdSNPVM︸ ︷︷ ︸

=0 section constraint

. (5.6)

The last term can be rewritten as

dSTPd
P (MNdQL)S∂Q∂NX = 1

12dSTP
(
4dSNQdLMP + 4dSMNdQLP + 4dSMLdQNP

)
∂N∂QX

= 2
3dSTPd

SMNdQLP∂N∂QX,

(5.7)
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for some arbitrary field X and the first term vanish due to the section constraint. Using
the following identity for the e6 cubic invariant

dSTPd
P (MNdQL)S = 2

15δ
(M
T dNQL), (5.8)

it is found that

dSTPd
SMNdQLP∂N∂QX = 3

2 ×
2
15δ

(M
T dNQL)∂N∂QX

= 1
10δ

Q
T d

MNL∂N∂QX.
(5.9)

It then follows immediately that δξVM = 0 if ξM = dMNP∂NηP .

We can derive other useful properties using (5.8). Consider UM = dMNK∂NVK with
VK transforming with a weight λ = 2

3 . Then UM transforms as

δUM = dMNK∂K(LξVN ) = dMNK∂K
(
ξS∂SVN + ∂Nξ

SVS∂Sξ
SVN − 10dNLRdSQR∂QξLVS

)
.

(5.10)
Using (5.8) the last term can be rewritten using

dN(MKdNLRd
SQ)R∂K(∂QξLVS) = 1

24
(
8dNMKdNLRd

SQR + 8dNMQdNLRd
SKR

)
+ 8 dNQKdNLRdSMR∂K(∂QξLVS)︸ ︷︷ ︸

=0 section constraint

= 2× 6
15× 24d

MKN∂K
(
∂Lξ

LVN + ∂Qξ
KVN )

)
,

(5.11)

and we find

10dNMKdNLRd
SQR∂K(∂QξLVS) = −10dNMQdNLRd

SKR∂K(∂QξLVS)
+ dMKN∂K(∂LξLVN + dMNK∂K(∂QξKVN )).

(5.12)

Inserting (5.12) in the transformation of UM we get

δUM = dMNKξS∂S∂KVN + 10dMNQdKSNd
LSNdSKR∂Qξ

L∂KV
S , (5.13)

which shows that UM of this form transforms as a vector with weight λ = 1
3 which will be

useful later on.

As in an ordinary gauge theory any local internal symmetry make bare derivatives
non-covariant. The usual solution is to introduce a connection AMµ that transforms inho-
mogeneously such that a covariant derivative can be defined. In this spirit we define a
covariant derivative by its action on a vector V

DµV
M := ∂µV

M −LAµV
M

= ∂µV
M −APµ ∂PVM + PMN

PQ ∂NA
P
µ V

Q − λ∂PAPµ VM ,
(5.14)

with AMµ being the gauge connection. We then impose that this transforms covariantly
for any tensor field X, i.e.

δξ(DµX) != Lξ(DµX). (5.15)
Note especially that this is not true for bare derivatives

δξ(∂µV N ) = ∂µ(δξV N ) 6= Lξ(∂µV N ), (5.16)
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5. Exceptional field theory

since the generalised diffeomorphism parameter is assumed to depend on the external
spacetime as well ξ = ξ(x, z). Look at the inhomogeneous transformation ∆ξDµV =
δξDµV −LξDµV on a vector field V

∆ξDµV
M = δξ(∂µVM −LAµV

M )−Lξ∂µV
M + LξLAµV

M

= L∂µξV
M −LδAµV

M + L[ξ,Aµ]EV
M .

(5.17)

We thus find that if the gauge connection transforms as δAµ = ∂µξ
M + [ξ, Aµ]ME , then

DµV
M transforms covariantly. However, this is only defined up to a trivial transformation

and we use this to slightly rewrite the transformation of AMµ by noting that

[ξ, Aµ]ME = ξP∂PA
M
µ −APµ ∂P ξM − 5dMNPdSTP ξ

S∂NA
T
µ + 5dMNPdSTPA

S
µ∂Nξ

T

= ξP∂PA
M
µ −APµ ∂P ξM − 10dMNPdSTP ξ

S∂NA
T
µ + 5dMNPdSTP∂N (ξSATµ )

:= Dµξ
M + dMNP∂NζP ,

(5.18)
with dMNP∂NζP being a parameter in the kernel of generalised diffeomorphisms and,
moreover, defining ξM to transform with a weight w = 1

3 . We thus find that the covariant
derivative is indeed covariant if

δAMµ = Dµξ
M . (5.19)

In analogy with Yang-Mills theory we would then want to construct a field strength
tensor F̃Mµν that transforms covariantly under the duality group, i.e. δξF̃Mµν = LξF̃

M
µν . The

obvious guess would be to define F̃Mµν as

F̃Mµν : = 2∂[µA
M
ν] − [Aµ, Aν ]ME

= 2∂[µA
M
ν] − 2AP[µ∂PAMν] − 10dMNPdSTPA

S
[µ∂NA

T
ν]

(5.20)

Varying the gauge potential we find

δF̃Mµν = 2∂[µδA
M
ν] + 2δAK[µ∂KAMν] − 2AK[µ∂KδAMν] +

+ 10dMNPdSTP
(
δAS[µ∂NA

T
ν] +AS[µ∂NδA

T
ν]

)
,

(5.21)

which by comparison with the expression

2D[µδA
M
ν] = 2∂[µδA

M
ν] − 2AP[µ∂P δAMν + 2∂PAM[µ δAPν] − 20dMNPdSTP∂NA

S
[µδA

T
ν], (5.22)

where we used that AMµ transforms with weight 1
3 , can be written as

δF̃Mµν = 2D[µδA
M
ν] + 10dMNPdSTP∂N

(
AS[µδA

T
ν]

)
. (5.23)

The last term in the transformation of F̃Mµν is non-covariant and in order to define a
covariant field strength tensor we will introduce a 2-form BµνM that transforms as

∆BµνM = δBµνN + dMNSA
N
[µδA

S
ν]. (5.24)

This 2-form also possess a gauge symmetry parameterised by a 1-form parameter ΣµN

with weight 2
3 . We can then define a covariant field strength tensor of AMµ as

FMµν = 2∂[µA
M
ν] − [Aµ, Aν ]ME + 10dMNS∂NBµνS . (5.25)
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5. Exceptional field theory

To see that this is covariant we first define the gauge transformation of AMµ and BµνN as

δAMµ = Dµξ
M − 10dMNK∂NΣµK ,

∆BµνM = 2D[µΣν]M + dMNKξ
NFKµν .

(5.26)

Note that BµνM appeared only in the combination dMNK∂KBµνN so that the gauge vari-
ation ∆BµνM is only defined up to a term that vanish when contracted with dMNK∂K .
The gauge variation of FMµν is then found to be

δFMµν = 2D[µDν]ξ
M − 20dMNKD[µ∂KΣν]N

+ 20dMNK∂KD[µΣν]N + 10dMNKdNSP∂K
(
ξSFPµν

)
.

(5.27)

In order to see that FMµν transforms as a vector we use that

2D[µDν]V
M = −2LA[µ∂ν]V

M − 2∂[µLAν]V
M + L[Aµ,Aν ]EV

M , (5.28)

and it is straightforward to expand the first two terms and find

2D[µDν]V
M = −2∂[µA

K
ν]∂KV

M + 2∂K∂[µA
M
ν + 2(λ− 1

3)∂P∂[µAν]PV
M

− 20dMNLdSPL∂N∂[µA
P
ν]V

S + L[Aµ,Aν ]EV
M

= −LFµνV
M .

(5.29)

Moreover, in the gauge variation (5.27) there is a term dMNKDµ∂KΣνN and we note that
the covariant derivative and the partial derivative does in general not commute. However,
noting that ΣµN carries a weight 2

3 we can use that dMNK∂KΣνN transforms as a vector
with weight 1

3 . We then find

dMNKDµ∂KVN = dMNK∂K∂µVN − dMNKASµ∂S∂KVN

+ dSNK∂SA
M
µ ∂KVN︸ ︷︷ ︸

=0 section constraint

−10dMLRdLSTd
TNK∂RA

S
µ∂KVN . (5.30)

The last term can be rewritten using the same calculation as in (5.12) and we thus get

dMNKDµ∂KVN = dMNK∂K∂µVN − dMNKASµ∂S∂KVN

+ 10dMLKdLSTd
TNR∂RA

S
µ∂KVN − dMNK∂SA

S
µ∂KVN − dMNK∂KA

S
µ∂SVN .
(5.31)

On the other hand, consider

dMNK∂KDµVN = dMNK∂K
(
∂µVN −ASµ∂SVN − ∂SASµVN

)
+ 10dMLKdLSTd

TNR∂RA
T
µVN − dMNK∂K(∂NASµVS)︸ ︷︷ ︸

=0 section constraint

, (5.32)

from which it is easily found that

dMNK∂KDµVN = dMNKDµ∂KVN , (5.33)

if VN transforms with a weight 2
3 . Using this together with (5.29) it is straightforward to

find the variation of the field strength tensor FMµν in (5.27) as

δFMµν = ξK∂KF
M
µν − ∂KξMFMµν + 10dNLRdMKR∂Kξ

LFNµν

= LξF
M
µν ,

(5.34)
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5. Exceptional field theory

and FMµν thus transforms as a covariant vector with weight 1
3 .

Having to introduce higher order form fields in order to ensure covariance for gauge
connections might seem a bit strange. However, this is a typical feature of so-called
gauged supergravities [22]. These are maximal supergravities obtained by compactifaction
on a torus T d in which a subgroup G0 of the global duality group is promoted to a local
symmetry. As above, one then has to introduce gauge fields in order to define covariant
derivatives and the corresponding field strength tensors will also transform non-covariantly.
One solves this problem by successively adding higher form fields as we have done above
but however, these have to transform in particular representations Rp of the duality group
G in order to get covariant field strength tensors. This leads to the notion of a “tensor
hierarchy” of p-forms that have to be introduced in order to define gauged supergravities.
Moreover, the tensor hierarchy algebra constructed in [8] predicts precisely this series of
representations.

In [37] an action for the external metric gµν , the gauge field AMµ , the two-form BµνM
and the scalar fields MMN is found that is invariant under external diffeomorphisms as
well as internal generalised diffeomorphisms. This action is given by

SE6(6) =
∫

dx5dz27
√
|g|
(
R̃+ 1

24g
µνDµMMNDνMMN − 1

4MMNF
M
µνF

N
µν − V (MMN , gµν)

)
+
∫

dx5dz27Ltop,

(5.35)
where Ltop is a topological term that couples AMµ with BµνM and, especially, the scalar
potential is given by

V = − 1
24M

MN∂MMKL∂NMKL + 1
2M

MN∂MMKL∂LMNK

−1
2g
−1∂Mg∂NMMN − 1

4M
MNg−1∂Mgg

−1∂Ng −
1
4M

MN∂Mg
µν∂Ngµν .

(5.36)

In the extended geometries introduced in Chapter 6 it is the potential V that we will
derive a general expression for.

5.1.1 Solving the section constraint

In order to embed ordinary supergravity in the exceptional field theory discussed above
we need to solve the section constraint

dMNS∂N ⊗ ∂S = 0. (5.37)

A trivial solution is to drop the dependence on the internal coordinates completely by
setting ∂M = 0. In this case the action (5.35) reduces to that of supergravity compactified
on T 6 and especially the lagrangian for the scalar sector is given by the non-linear sigma
model introduced in Section 3.2.1. Moreover, it is in this case that the global “hidden”
symmetry group E6(6) supergravity compactified on T 6 becomes a manifest symmetry
which was the main motivation for introducing extended geometries. Note that in this
case we clearly have a truncated theory in comparison to the full E6(6) exceptional field
theory which is not truncated.

By looking at the affine extended Dynkin diagram for e6(6), shown in Figure 5.1, we can
find at least two other interesting solutions corresponding to different embeddings of a gl
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5. Exceptional field theory

subalgebra. In order to see how this solves the section constraint begin with decomposing
27 and the adjoint 78 under sl(6)⊕ R embedded as sl(6)⊕ R ⊂ sl(6)⊕ sl(2) ⊂ e6(6){

27→ 6−1 ⊕ 15⊕ 61,

78→ 1−2 ⊕ 20−1 ⊕ [35 + 1]0 ⊕ 201 ⊕ 12,
(5.38)

with the subscript denoting the eigenvalue of R. In components the vector field is then
given by zM = (zi, zij , z î) and the section constraint can be solved by setting

∂ij = 0, ∂î = 0, (5.39)

with derivatives acting on arbitrary fields. This solves the section constraint since the only
possibly non-trivial term is dijk∂j ⊗ ∂k which vanishes as well. The reason for this is that
dMNP is an invariant tensor and any non-trivial term of dMNP should carry weight 0 under
R. Before looking at the second solution to the section constraint consider an element in
the coset space E6(6)/USp(8) which we in the beginning argued to parameterise the scalar
fields and the corresponding coset element of the GL(6) subalgebra

E6(6)
USp(8) →

GL(6)
SO(6) , (5.40)

and we can identify gmn ∈ GL(6)
SO(6) . The remaining dimUsp(8) − dimSO(6) = 21 compact

generators of Usp(8) can be used to gauge away 20−1 and 1−2 in (5.38) such that we
are left with Amnp ∈ 201 and χ ∈ 12, with χ coming from a dualised three-form in
five dimensions. We have thus seen that this correspond to the M-theory solution of the
section constraint. The complete dictionary between E6(6) exceptional field theory with
this section constraint and M-theory is given in [37].

A similar story follows for the embedding sl(5)× sl(2)× R ⊂ sl(6)⊕ sl(2)⊕ R given in
Figure 5.1{

27 → (5,1)4 ⊕ (5,2)1 ⊕ (10,1)−2 ⊕ (1,2)−5,

78 → (5,1)−6 ⊕ (10,2)−3 ⊕ [(24,1)⊕ (1,3)⊕ (1,1)]0 ⊕ (10,2)3 ⊕ (5,1)6.
(5.41)

In components the vector is given by zM = (zi, ziα, zij , zα) and we can solve the section
constraint by setting

∂iα = 0, ∂ij = 0, ∂α = 0, (5.42)

where again the derivatives act implicitly on any fields. This again solves the section
constraint since dijk vanish due to the grading. Considering again an element in the coset
E6(6) and the corresponding coset element in GL(5)× SL(2)

E6(6)
USp(8) →

GL(5)
SO(5) ×

SL(2)
SO(2) (5.43)

We can again use the remaining dimUSp(8) − dimSO(5) − dimSO(2) = 25 compact
generators of USp(8) to gauge away (5, 1)+6 ⊕ (10, 2)3. This corresponds to the type IIB
supergravity solution of the section constraint, to see this remember that the bosonic sector
of type IIB consist of a metric gij , a two-form B2, the dilaton φ and form fields C0, C2
and C4. We then identify gij ∈ GL(5)/SL(5), (φ,C0) ∈ SL(2)/U(1), (B2, C2) ∈ (10,2)−3
and C4 ∈ (5,1)−6. The complete dictionary between E6(6) exceptional field theory with
this section constraint and type IIB supergravity is given in [37].
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→

→
⊕

Figure 5.1: Two different solutions to the section constraint with the upper
corresponding to e6(6) → sl(6)⊕ R and the lower to e6(6) → sl(5)⊕ sl(2)⊕ R. Note that
the factor of R has been excluded from the diagram and that we have drawn the affine

extension of E6(6) which by deletion of any node gives a subalgebra of E6(6).
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6
Extended Geometries

In this chapter the general construction of extended geometries constructed in [5] are
described. These are generalisations of double geometry and exceptional geometry to a
geometry based on a Kac-Moody structure algebra g × R+ and an irreducible highest
weight module R(λ). The construction is built around the generalised diffeomorphisms
and closure of their algebra. Moreover, the so-called section constraint is crucial for many
reasons, in particular closure.

When the structure algebra is that of a hidden duality group appearing when compact-
ifying, say, a supergravity theory the extended geometries describe the purely internal
(scalar) degrees of freedom of that theory. However, the geometries introduced in this
chapter are described without reference to any specific physical theory and compactifica-
tion ansatz.

In Sections 6.1− 6.3 we follow the construction of extended geometries presented in [5]
by especially focusing on finding constraints to ensure closure of generalised diffeomor-
phisms. Moreover, a pseudo-action which is invariant under generalised diffeomorphisms
encoding the dynamics of the generalised metric is introduced. In Section 6.4 we introduce
a covariant derivative following [40] in order to derive purely geometric objects such as
torsion and curvature.

6.1 Extended spacetime and setup

Extended geometries will be based on the split real-form of a Kac-Moody algebra g × R
exponentiated to a group G×R+ and an irreducible integrable highest weight coordinate
module R(λ) with derivatives in the dual module ∂M ∈ R(λ).

Ordinary geometry is formulated in a coordinate independent manner with transition
functions valued in GL(d); in extended geometries on the other hand this rôle is played
by G× R+. However, we will only consider local features since global transformations in
general are still difficult to deal with. In the specific example of double field theory global
transformations are well behaved and discussed in [41, 42].

As introduced in Section 2.3 a Kac-Moody algebra is described in terms of its Cartan
matrix aij which we assume to be symmetrisable, i.e. there exists a diagonal matrix D
with non-zero entries Dj such that Da is a symmetric matrix. Note that the Kac-Moody
algebra g(a) is not the bosonic extended algebra A (a) introduced in Section 2.3. However,
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we will use both the bosonic extension A (g) and the fermionic extension B(a) in Section
6.2.2 to show closure of generalised diffeomorphisms. If the Cartan matrix aij associated
to a rank r algebra g is invertible we let i, j = 1, 2, . . . r. Otherwise if the corank k > 0
we extend the Cartan matrix such that aij is invertible with i, j = 1, 2, . . . r + k. Since a
is assumed to be symmetrisable there exists an inner product on the root space that we
define as

(αi, αj) := Diaij , (6.1)

where αi,j are simple roots which we normalise as Di = (αi,αi)
2 . We also define coroots

α∨i as aij = αj(α∨i ) = 2
(αi,αi)(αi, αj). Symmetrising a from the right by D−1 we get a

symmetric inner product on the coroots as

(α∨i , α∨j ) := aijD
−1
j . (6.2)

Introducing fundamental weights Λi dual to the coroots Λi(α∨j ) = δij induces a metric on
the weight space as

(Λi,Λj) := Dia
−1
ij . (6.3)

6.2 Generalised diffeomorphisms

Generalised diffeomorphisms play a central rôle in the construction of extended geometries,
the general form of which is

δξV
M = LξV

M = ξN∂NV
M + ZMN

PQ∂Nξ
PV Q, (6.4)

where Z is an invariant tensor of g. The first term can be viewed as a transport term
coming from a Taylor expansion of the argument and the second term is a projection
operator which projects the N

P indices on the adjoint module, g ⊕ R+. The invariant
tensor Z is hence given by

ZMN
PQ = −kηαβTαMQ T

βN
P + βδMQ δ

N
P , (6.5)

where ηαβ is the inverse of the invariant bilinear form on g, Tα are the generators in
the representation R(λ) and k, β constants to be determined. This can be written in an
equivalent way using the tensor

YMP
NQ = ZMP

NQ + δMN δ
P
Q = −kηαβTαMQ T

βN
P + βδMQ δ

N
P + δMN δ

P
Q (6.6)

as
LξV

M = ξN∂NV
M − ∂NξMV N + YMN

PQ∂Nξ
PV Q

= LξV
M + YMN

PQ∂Nξ
PV Q.

(6.7)

Here Lξ denotes the ordinary Lie derivative which shows that the Y -tensor can be inter-
preted as the departure of the generalised Lie derivative in the structure algebra g ⊕ R
compared to that of ordinary geometry. This is precisely the Y -tensor introduced and
derived in Section 2.3.3 which we will see below. Especially, by comparison with (2.113)
we find β = k(λ, λ)− 1.

A crucial consistency condition is whether the algebra closes or not, to see this examine(
[Lξ,Lη]−L 1

2 (Lξη−Lηξ)
)
VM ?= 0. (6.8)
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After a good deal of algebra one finds that(
[Lξ,Lη]−L 1

2 (Lξη−Lηξ)
)
VM = 1

2Z
MP

QN Y
QR
ST ξ

T∂P∂Rη
SV N − (ξ ↔ η) (6.9)

if the Y -tensor satisfies certain constraints. The first is the (strong) section constraint

YMN
PQ ∂M ⊗ ∂N = 0, (6.10)

where ∂M ⊗ ∂N indicates that each derivative act on an arbitrary field. To get some
intuition for this constraint look at the case for DFT with

YMN
PQ = −2PMN

PQ + δMP δ
N
Q , (6.11)

where PMN
PQ = −1

4η
IKηJL(TIJ)MQ (TKL)NP denotes the projection operator onto the ad-

joint. The generators in the fundamental of O(D,D) [34] are (TIJ)MP = δMI ηJP − δMJ ηIP
and a straightforward calculation shows that

YMN
PQ ∂M ⊗ ∂N = ηMN∂M ⊗ ∂N , (6.12)

which indeed is the section constraint for DFT introduced in Chapter 4. Moreover, the
Y -tensor also needs to satisfy the following constraints for the algebra to close(

YMN
TQ Y

TP
[SR] + 2YMN

[R|T | Y
TP
S]Q

−YMN
[RS] δ

P
Q − 2YMN

[S|Q| δ
P
R]

)
∂(N ⊗ ∂P ) = 0,

(6.13a)

(
YMN

TQ Y
TP

(SR) + 2YMN
(R|T | Y

TP
S)Q

−YMN
(RS) δ

P
Q − 2YMN

(S|Q| δ
P
R)

)
∂[N ⊗ ∂P ] = 0.

(6.13b)

These identities are derived in Appendix A. Whether the remaining term in (6.9) needed
for closure vanish or not depends on the specific algebra together with the choice of
coordinate module R(λ), a simple criterion for this will be derived below using certain
extensions of g. As of yet neither the particular form nor any symmetry properties of Y
have been used. However, inserting the explicit form (6.6) in (6.13a)-(6.13b) one finds
that they are satisfied if the section constraint is [6].

6.2.1 Section constraint

Up to the remaining term in (6.9) closure of the algebra is entirely dependent on solving
the section constraint (6.12). To this end examine the tensor product of the coordinate
module with itself. This can trivially be decomposed as

R(λ)⊗R(λ) = ∨2R(λ)⊕ ∧2R(λ)

= (Rsh ⊕R2)⊕
(
Rah ⊕ R̃2

)
,

(6.14)

withRs,ah being the highest weight representation in the symmetrised and anti-symmetrised
product respectively and

R2 = ∨2R(λ)	Rsh, (6.15)
R̃2 = ∧2R(λ)	Rah. (6.16)
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It is easily seen that the highest weight representation in the symmetrised product is given
by Rsh = R(2λ). Solving the section constraint can be done in two steps, first impose the
weak section stating that any momenta |p〉 ∈ R(λ) lie in a minimal orbit of G, which is
equivalent to |p〉 ⊗ |p〉 ∈ R(2λ) [43, 44]. Secondly we demand that the product of two
arbitrary momenta |p〉, |q〉 ∈ R(λ) contain only the dual of the highest modules in the
symmetric Rsh and anti-symmetric Rah product of R(λ) respectively. In other words, the
second step means that we set

(∂ ⊗ ∂) |R2
= 0, (∂ ⊗ ∂) |

R̃2
= 0, (6.17)

where ⊗ indicate that the derivatives act on arbitrary fields.

The section constraint plays an important rôle in extended geometries as this specifies
the embedding GL(d) ↪→ G × R+ that defines ordinary geometry. However, crucially
the section constraint is solved in a G covariant manner. Moreover, any solution to the
section constraint can be reached by a G transformation of another solution while the
d-dimensional subspace that span the vector representation of GL(d) is stabilised by the
GL(d) subgroup of G.

In order to make progress note that the highest weight representations in the anti-
symmetrised product Ras are given by representations R(2λ − αi) with λ(α∨i ) 6= 0. The
highest weight state of such a representation is given by

|2λ− αi〉 = |λ〉 ⊗ |λ− αi〉 − |λ− αi〉 ⊗ |λ〉, (6.18)

which indeed has the weight 2λ−αi. However, as will be shown below not all such highest
weight representations can be kept.

Consider the quadratic Casimir invariant evaluated on R(λ), R(2λ) and R(2λ−αi) using
(2.70)

C2(R(λ)) = 1
2(λ, λ+ 2ρ),

C2(R(2λ)) = 2C2(R(λ)) + (λ, λ),

C2(R(2λ− αi)) = C2(R(2λ))− 2(αi, λ) + 1
2(αi, αi)− (αi, ρ)

= C2(R(2λ))− λi(αi, αi),

(6.19)

where we in the second step in the last equation used the definition of coroots and the
expression of the Weyl vector given in (2.38). Evaluate the Casimir on a state in R(2λ),
which without loss of generality we take to be |λ〉 ⊗ |λ〉, using the explicit form in (6.19)

1
2ηαβT

αT β (|λ〉 ⊗ |λ〉) =
(1

2ηαβT
αT β|λ〉

)
⊗ |λ〉+ |λ〉 ⊗

(1
2ηαβT

αT β|λ〉
)

+ ηαβT
α ⊗ T β|λ〉 ⊗ |λ〉.

(6.20)

On the other hand evaluate the right hand side of (6.19) on the same state

(2C2(R(λ)) + (λ, λ)) |λ〉 ⊗ |λ〉 =
(1

2T
αT β|λ

)
⊗ |λ〉+ |λ〉 ⊗

(1
2T

αT β|λ
)

+ (λ, λ)|λ〉 ⊗ |λ〉.
(6.21)

We thus find the algebraic condition(
ηαβT

α ⊗ T β − (λ, λ)
)
|λ〉 ⊗ |λ〉 = 0 (6.22)
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when imposing (6.19). A similar condition is derived for states in R(2λ−αi) by evaluating
the Casimir operator on the highest weight state |2λ− αi〉

[C2(R(2λ− αi))− 2C2(R(λ))− (λ, λ) + λi(αi, αi)] |2λ− αi〉

=
(
ηαβT

α ⊗ T β − (λ, λ) + λi(αi, αi)
)
|2λ− αi〉 = 0.

(6.23)

Consider the highest weight vector |λ〉 in a section together with some other vector |q〉
also in the section. The symmetrised and anti-symmetrised product of these two vectors
should satisfy the constraints derived above, i.e.(

ηαβT
α ⊗ T β − (λ, λ)

)
(|λ〉 ⊗ |q〉+ |q〉 ⊗ |λ〉) = 0, (6.24)

and (
ηαβT

α ⊗ T β − (λ, λ) + λi(αi, αi)
)

(|λ〉 ⊗ |q〉 − |q〉 ⊗ |λ〉) = 0. (6.25)

This is trivially satisfied by the |q〉 = |λ〉. Consider a state |q〉 = e−αi |λ〉 with αi a positive
simple root with λi 6= 0. The weak section condition on |q〉 ⊗ |q〉 then gives(
ηαβT

α ⊗ T β − (λ, λ)
)
e−αi |λ〉 ⊗ e−αi |λ〉 = (λ− αi, λ− αi)e−αi |λ〉 ⊗ e−αi |λ〉

+ (1 + σ)
∑
α∈∆+

eαe−αi |λ〉 ⊗ e−αe−αi |λ〉.
(6.26)

The first term has to vanish separately from which we get λi = 1. The second term then
also vanish since (αi − α) with αi 6= α can not be written as a sum of positive roots and
the term with α = αi vanish for λi = 1. Consider then the state (1 +σ)|λ〉⊗ e−αi |λ〉, with
σ the permutation operator, which also should satisfy the symmetric constraint. For this
state we find(

ηαβT
α ⊗ T β − (λ, λ)

)
|λ〉 ⊗ e−αi |λ〉 = (λ, λ− αi)(1 + σ)|λ〉 ⊗ e−αi |λ〉

+ (1 + σ)
∑
α∈∆+

e−α|λ〉 ⊗ eαe−αi |λ〉.
(6.27)

The only contribution from the sum comes from α = αi, since otherwise (αi − α) can not
be written as a sum of positive roots, which cancels the term proportional to λi in the
first term. We have thus found that |λ〉, |q〉, and |λ〉 + |q〉 all satisfy the weak section
constraint.

Consider now another state |p〉 = e−β−αi |λ〉 which also lies in the section. From the
weak section constraint on (1 + σ)|λ〉 ⊗ |p〉 we find(
ηαβT

α ⊗ T β − (λ, λ)
)
e−αi |λ〉 ⊗ e−β−αi |λ〉 = (1 + σ) [(λ, λ− αi − β)− (λ, λ)] |λ〉 ⊗ e−β−αi |λ〉

+ (1 + σ)
∑
α∈∆+

e−α|λ〉 ⊗ eαe−β−αi |λ〉.

(6.28)
The term in the sum with α = β + αi contributes a term

(1 + σ)(λ(α∨i ) + λ(β∨))e−β−αi |λ〉 ⊗ |λ〉, (6.29)

which cancels the remaining term from the first line in (6.28). The remaining terms from
the sum consists of α such that α 6= β + αi and (α, λ) 6= 0 since otherwise if (α, λ) = 0,
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then e−α|λ〉 vanish. The contribution from α = αi and α = β vanish only if (β, λ) = 0.
The remaining states carry a weight λ − (αi + β − α), with αi not included in α and
(α, λ) 6= 0, from which it follows that αi + β − α is not a sum of positive roots and any
such state thus vanish.

Lastly consider the weak section constraint on |p〉 ⊗ |p〉(
ηαβT

α ⊗ T β − (λ, λ)
)
e−αi−β|λ〉 ⊗ e−αi−β|λ〉 = [(λ− αi − β, λ− αi − β)]e−αi−β|λ〉 ⊗ e−αi−β|λ〉

+ (1 + σ)
∑
α∈∆+

eαe−αi−β|λ〉 ⊗ e−αe−αi−βe|λ〉.

(6.30)
Any element α that contains a simple root αj 6= αi such that αj is not included in β will
not contribute to the sum since then (αi + β − α) can not be written as a sum of positive
roots. We then choose β = βj according to

βj =
j∑

k=1
αi+k, (6.31)

such that amn = −1 for |m−n| = 1 and amn = 0 for |m−n| > 0 for m,n = i, i+1, . . . , i+
(d−2) for some value d−2. With this choice the set of roots {αi, βj}j=1,2,...d−2 correspond
to simple positive roots of a sl(d) ⊂ g subalgebra. Moreover, the states e−βj−αi |λ〉 span
the vector representation under this algebra. In this representation eα, with α a positive
root of sl, is an upper-triangular matrix and e−α its transpose, from which it follows that
either eαe−βj−αi |λ〉 or e−αe−βj−αi |λ〉 vanish. Moreover, we find that

− 2(αi, β) + (β, β) = 0, (6.32)

if β = βj and which ensures that (6.30) vanish. We have thus found that also |p〉 and
|p〉⊗|λ〉 satisfy the weak section constraint. Moreover, there is an anti-symmetric condition
from (6.22) which is seen to be fulfilled by looking at the following(
ηαβT

α ⊗ T β − (λ, λ)
)
|λ〉 ⊗ e−α−β|λ〉 = [(λ, λ− αi − β)− (λ, λ)]|λ〉 ⊗ e−αi−β|λ〉

+
∑
α∈∆+

e−α|λ〉 ⊗ eαe−αi−β|λ〉

= −|λ〉 ⊗ |p〉+ |p〉 ⊗ |λ〉,

(6.33)

using similar arguments as above to find that the only non-vanishing contribution from
the sum comes from α = αi + β. It is immediate that e−αi−βj |λ〉 + e−αi−βk |λ〉 for any
j, k also satisfy the section constraint. For βj = βk we have already seen that is true.
For βj 6= βk one finds that (h, h)− (λ, λ) acts as −1. In the sum over roots only roots α
contained in the sl subalgebra is possibly non-zero using the same argument as above. It
is, moreover, seen that there is precisely one choice of root α ∝ βj − βk, which acts as the
permutation operator on e−αi−βj |λ〉 ⊗ e−αi−βk |λ〉. This precisely cancels the contribution
from (h, h)− (λ, λ).

Any two vectors |p〉 and |q〉 in a section thus satisfy(
ηαβT

α ⊗ T β − (λ, λ) + (1− σ)
)
|p〉 ⊗ |q〉 = 0, (6.34)

with the last term only contributing to the anti-symmetric part. Comparing with the
invariant Y tensor introduced in (6.6) we find for any vector |p〉 and |q〉 in a section

Y |p〉 ⊗ |q〉 = 0, (6.35)
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Λ1

Λ1

Figure 6.1: Dynkin diagram of e7 with black nodes corresponding to two different
sections.

with k = 1 and β = (λ, λ)− 1.

A section can thus be constructed as follows

1. Pick a highest weight state |λ〉.

2. Enlarge the section by adding the state e−αi |λ〉 with λi = 1.

3. Add another state e−αi+1e−αi |λ〉 if λi = 0.

4. Continue and add more states e−αi+le−αi+l−1 . . . e−αi |λ〉 as long as λi+l 6= 0 only for
l = 0.

If one reaches a branching in the diagram one choose one direction and should stop
when reaching a node with multiple connections. By construction these states span a
d-dimensional representation under the “gravity-line” corresponding to an embedding of
GL(d) in G. As an example of this consider an extended geometry based on E7(7) and
the coordinate module R(λ) = R(Λ1). Two possible sections are then shown in Figure 6.1
where the black nodes denote the set of simple roots defining the sl subalgebra1.

6.2.2 Ancillary transformation and closure of algebra

The obstruction to closure of generalised diffeomorphisms was shown in (6.9) to be(
[Lξ,Lη]−L 1

2 (Lξη−Lηξ)
)
VM = 1

2Z
MP

QN Y
QR
ST ξ

T∂P∂Rη
SV N − (ξ ↔ η) , (6.36)

given that the section constraint is fulfilled. The goal is to rewrite this in a form that
makes it easy to see whether it vanish or not. Consider therefore

ZMP
QN Y

QR
ST ξ

T∂P∂Rη
SV N =

(
−kηαβTαMN T

βP
Q Y

QR
ST + βδMN Y

PR
ST

)
ξT∂P∂Rη

SV N ,

=
(
k2ηαβT

αM
N T

βP
Q ηγρT

γQ
T T

ρR
S

− kβηαβTαMN T
βP
T δ

R
S − kηαβTαMN T

βP
S δ

R
T

)
ξT∂P∂Rη

SV N ,
(6.37)

where we expanded the Z-tensor in the first term on the RHS and then used that the
second term vanish due to the section constraint. The strategy is then to commute T βPQ
and T γQT in the term proportional to k2 in the second line in order to again apply the

1This should not be confused with the notation for short/long roots.
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section constraint

(6.37)|k2 = k2ηαβT
αM

N T
βP
Q ηγρT

γQ
T T

ρR
S ξ

T∂P∂Rη
SV N

= k2ηαβT
αM

N ηγρT
ρR
S

(
fαγσ T

σP
T + T γPQ T

βQ
T

)
ξT∂P∂Rη

SV N

= k2
(
ηγρηαβf

αγ
σ T

αM
N T

ρR
S T

σP
T

)
ξT∂P∂Rη

SV N

+ kηαβT
αM

N T
βQ
T

(
βδRS δ

P
Q + δRQδ

P
S

)
ξT∂P∂Rη

SV N .

(6.38)

Inserting (6.38) in (6.37) the two terms proportional to β cancel and we find

ZMP
QN Y

QR
ST ξ

T∂P∂Rη
SV N =

(
k2ηγρηαβf

αγ
σ T

αM
N T

ρR
S T

σP
T

)
ξT∂P∂Rη

SV N

+ kηαβT
αM

N T
βQ
T

(
δRQδ

P
S − δPQδRS

)
ξT∂P∂Rη

SV N .
(6.39)

In index-free notation the failure of generalised diffeomorphisms to close can thus be
written as (

[Lξ,Lη]−L 1
2 (Lξη−Lηξ)

)
VM = ΣαT

α|V 〉, (6.40)

with
Σα = k

2 〈∂η| ⊗ 〈∂η|S
α|ξ〉 ⊗ |η〉 − (ξ ↔ η) (6.41)

and
Sα = −kfαβγ T β ⊗ T γ + Tα ⊗ 1− 1⊗ Tα. (6.42)

The tensor Sα is easily seen to satisfy σSα = −Sασ which implies that it can be decom-
posed as

SαMN
PQ = S

α(MN)
[PQ] + S

α[MN ]
(PQ) . (6.43)

Moreover, in (6.40) only the part Sα(MN)
[PQ] contributes and hence the expression for Σα

simplifies
Σα → Σα = −k2 〈∂η| ⊗ 〈∂η|S

α 1− σ
2 |ξ〉 ⊗ |η〉+ (ξ ↔ η) . (6.44)

The relevant part 1+σ
2 Sα can be conveniently rewritten in index-free notation as

1 + σ

2 Sα = [1⊗ Tα,−kηβγT β ⊗ T γ + β1 + σ]

= [1⊗ Tα, Y ].
(6.45)

Inserting (6.45) in (6.44) and using the section constraint this further reduce to

Σα → Σα = −k2 〈∂η|〈∂η|1⊗ T
αY−|ξ〉|η〉+ (ξ ↔ η), (6.46)

with Y− = Y 1−σ
2 .

This simplification of Σα together with the formalism developed in Section 2.3.3 allows
us to find a simple condition on the presence of ancillary transformations. Remember that
YMN

PQ = Y
(MN)

(PQ) + Y
[MN ]

[PQ] and

YMN
PQ = k

2
(
gMN

QP − g̃MN
QP

)
, (6.47)
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and due to the symmetry of g and g̃ only the latter contributes in Σα. Explicitly if the
following expression is satisfied the algebra of generalised diffeomorphisms closes

δMK T
αN

S g̃
SK

PQ∂(M ⊗ ∂N) = 0, (6.48)

which by the definition of the invariant tensor g̃ is equivalent to

(JJTα, ẼM K, ẼN K, JF̃P , F̃QK)∂(M ⊗ ∂N) = 0. (6.49)

In order to determine if this holds note that JJTα, Ẽ(M K, ẼN)K ∈ ∨2R(λ). Due to
the section constraint however the only possibly non-trivial such element lies in R(2λ).
Assuming that the LHS of (6.49) does not vanish is equivalent to finding some element in
the structure algebra x ∈ g (the contribution from the center of A0 is trivially zero) and
a symmetric tensor ΛMN such that

ΛMN JẼM , JẼN , xKK 6= 0. (6.50)

Moreover, since B−2 = ∨2R(2λ)	R(2λ) the tensor also satisfies ΛMN JEM , EN K = 0 which
in particular is satisfied for Je0, e0K. This implies that the expression (6.49) is non-zero if
we can find an x ∈ g such that

Jẽ0, Jẽ0, xKK 6= 0. (6.51)

Note that we have used the isomorphism between A±1 and B±1. Consider an element
x = eα with an associated positive root α of g such that α(α∨0 ) < −1. With this assumption
it follows that

Jẽ0, eαK 6= 0 since Jf̃0, Jẽ0, eαKK = −α(α∨0 )eα 6= 0, (6.52)

using the Jacobi identity. In the same spirit we examine if the element Jẽ0, Jẽ0, eαK vanish
or not. Using again the Jacobi identity we find

Jf̃0, Jẽ0, Jẽ0, eαKKK = Jẽ0, Jf̃0, Jẽ0, eαKK︸ ︷︷ ︸
∝−α(α∨0 )

K− JJẽ0, f̃0K︸ ︷︷ ︸
h0

, Jẽ0, eαKK

= −2(1 + α(α∨0 ))Jẽ0, eαK,

(6.53)

which by the assumption α(α∨0 ) < −1 is non-vanishing. Thus if we can find such a positive
root α so-called ancillary transformations will be present. Since α is assumed to be positive
we can expand it as ∑i ciαi, with ci ≥ 0 and αi a simple root of g such that

α(α∨0 ) =
∑
i

ciαi(α∨0 ) =
∑
i

ciA0i

= −k2
∑
i

ci(αi, αi)λi
!
< −1.

(6.54)

If λ is not a fundamental weight it is always possible to find a root α such that the
inequality is satisfied and ancillary transformations are thus present in this case.

For sufficiency assume that λ = Λj is a fundamental weight. In this case with k =
2/(αj , αj) we have

α(α∨0 ) = −cj . (6.55)

Thus for any root α with cj ≥ 2 ancillary transformations are present. Take the root vector
x = eθ associated to the highest root θ of g. In (2.37) the highest root θ was expanded
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Bn
Λ1

Cn
Λn

Dn

Λn−1

ΛnΛ1

E6

Λ1 Λ5

E7

Λ1

Figure 6.2: All structure algebras with possible choice of coordinate module for which
no ancillary transformation are shown. The an family is not included in the figure since

any choice of fundamental weight leads to an algebra of diffeomorphisms without
ancillary transformations.

in simple roots and the coefficients were the Coxeter labels. It thus follows immediately
that for no ancillary transformation being present λ = Λj is a fundamental weight and,
moreover, that the corresponding Coxeter label cj is equal to one. In fact this is not only a
necessary but also a sufficient condition. This can be seen by noting that by applying any
positive simple root ei to Jẽ0, Jẽ0, eθKK and using the Jacobi identity as well as Jei, eθK = 0,
we find

Jei, Jẽ0, Jẽ0, eθKKK = JX̃M , Jẽ0, eθKK + Jẽ0, JX̃M , eθKK, (6.56)
with X̃M := Jei, ẽ0K ∈ R(λ). In other words we can build any object ΛMN JX̃M , JX̃N , eθKK =
0 starting from Jẽ0, Jẽ0, eθKK. Note by construction that ΛMN ∈ R(2λ) and hence it fol-
lows directly that ΛMN JEM , EN K = 0 as well. On the other hand, applying a root vector
associated to a simple negative root to the same expression we find

Jfi, Jẽ0, Jẽ0, eθKKK = Jẽ0, Jẽ0, Jfi, eθKKK
= Jẽ0, Jẽ0, eθ−αiKK,

(6.57)

where we used that Jfi, ẽ0K = 0. We thus see that the expression (6.56) is true for any
element x ∈ g.

We have thus shown that ancillary transformations (6.40) vanish if and only if the
highest weight of the coordinate module is a fundamental weight and the corresponding
Coxeter label is equal to one. Such modules are easily found for finite-dimensional simple
Lie algebras and can be found in e.g. [17]. For an this includes any choice Λi while all
other examples are given in Figure 6.2. Moreover, infinite-dimensional structure algebras
always have ancillary transformations [5].

6.3 Dynamics

Having developed the structure of generalised diffeomorphisms to describe geometry based
on a general structure algebra we want to describe the dynamics of some fields on this
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geometry. Especially, we will write down a pseudo-action that determines the dynamics for
a generalised metric GMN ∈ G×R+/K, where G is the structure group andK the maximal
compact subalgebra of G. In the case of compactifying 11-dimensional supergravity on
a torus T d the generalised metric will contain the purely internal degrees of freedom of
the metric as well as those of the three-form (dualised to obtain the maximal amount of
scalars) and the structure group is given by the Ed(d) series.

Note that in the theory below we only consider an extended geometry based on a gen-
eralised structure group with some coordinate module R(λ). In other words there is no
external spacetime nor any compactification ansatz. In order to include external degrees
of freedom one should look at DFT or EFT. In this case there would be purely external
fields as well as gauge potentials, or “graviphotons”, that can be considered as gauge fields
for the, in this case, internal generalised diffeomorphisms. Typically the corresponding
field strength tensor will however not transform covariantly but fails by a trivial trans-
formation. To account for this one successively has to add higher rank form fields that
transforms in particular representations of the structure group. This is the procedure
that leads to the notion of a “tensor hierarchy”. The exact spectrum of representations
of the tensor hierarchies can be derived from tensor hierarchy algebras developed in [8].
The construction and rôle of these tensor hierarchy algebras in extended geometries are
further discussed in [9, 10] and references therein.

In order to describe the dynamics the action should be quadratic in derivatives of the
metric and it should transform as a scalar density of weight 1. The action will only
transform properly after the section constraint is applied and in that sense it is a pseudo-
action. This means that we manually have to impose the section constraint and only look
at the classical theory. In order to e.g. quantize the theory by performing a path integral
one would most likely have to find a way to dynamically generate the section constraint
as a constraint.

Analogously to the metric in Riemannian geometry being an element in GL(d)/SO(d)
the generalised metric is an element in G × R+/H. Moreover, we take the weight of the
metric to be −2w instead of the canonical weight −2β of a rank two tensor. This as we
will see is necessary to ensure that the lagrangian transforms properly.

Crucially the metric determines a local embedding of the maximal compact subalgebra
K. To see this remember that the maximal compact subalgebra k is the subset of g that
has eigenvalue 1 under an involution. The metric determines such a local involution on
the generators Tα of g given by

? : g→ g

Tα 7→ Tα? = (GTαG−1)T ,
(6.58)

with T being the ordinary transpose. In index notation with GMN being the metric, GMN

its inverse and the generators TαMN this corresponds to

(Tα?)MN = GNPT
αP
SG

SM . (6.59)

It is then easily seen that linear combinations T+T ? and T−T ? span k and g	k respectively.
Note that ηαβ is invariant under this evolution and hence ηαβTα? ⊗ T β? = ηαβT

α ⊗ T β.

As in the discussion of non-linear sigma models in Section 3.2.1 we will differentiate
the dynamical field and contract with its inverse to obtain (similar to the Maurer-Cartan
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form) an element in the corresponding coset algebra g× R/k

(G−1∂MG)NP = TαNP ΠMα + δPNΘM . (6.60)

Note that since the metric is valued in the coset we have ΠMαT
α? = ΠMαT

α. Due to
the non-covariant derivative in the definition of ΠMα and ΘM these will not transform
covariantly under generalised diffeomorphisms and to find an appropriate action we should
determine the inhomogeneous transformation of these fields.

The inhomogeneous transformation of a field is given by the difference ∆ξ = δξ − Lξ

and we therefore look at

δξ (∂MGNP ) = ∂M
(
ξK∂KGNP − 2ZSKT (N |∂Kξ

TG|P )S
)
, (6.61)

Lξ (∂MGNP ) = ξK∂K∂MGNP − 2ZSKT (N |∂Kξ
T∂MG|P )S

− ZSKTM ∂KξT∂SGNP . (6.62)

Using the section constraint in the last term in (6.62) we find the inhomogeneous trans-
formation

∆ξ

(
G−1∂MG

)
N
P = −2ZSKT (N ∂K)∂Mξ

T . (6.63)

In terms of the fields ΠMα and ΘM this translates to

∆ΠMα = ηαβ
(
T β + T ?β

)
S
T∂M∂Sξ

T , (6.64)

∆ΘM = −2w∂M∂KξK . (6.65)

The ansatz for the lagrangian will then be

L = c1L1(ΠMα) + c2L2(ΠMα) + c3L3(ΘM ) + c4L4(ΠMα,ΘM ), (6.66)

with ci constant coefficients and Li field dependent terms given by

L1 = GMNηαβΠMαΠNβ,

L2 = GKLTαMK T
βN

LΠNαΠMβ,

L3 = GMNΘMΘN ,

L4 = GMKTαNK ΠMαΘN .

(6.67)

The inhomogeneous transformation of L1 is straightforward to compute

∆ξL1 = 2GMNηαβΠMα(T γ + T ?γ)ST ηγβ∂N∂SξT

= 4GMNΠMαT
αS
T ∂N∂Sξ

T ,
(6.68)

where we used that ΠMα ∈ g	 k. It is likewise found that L3 transforms as

∆L3 = −4wGMNΘM∂N (∂ · ξ). (6.69)

In a similar fashion we find for L4

∆ξL4 = GMKTαNK

(
T β + T ?β

)
S
T∂M∂Sξ

TΘN − 2wGMKTαNK ΠMα∂N (∂ · ξ). (6.70)

Using that ηαβTα ⊗ T ?β = ηαβT
?α ⊗ T β and the definition of the involution ? it is found

that
∆ξL4 = GMKTαNK T

αS
T ∂M∂Sξ

TΘN +GNLTαML T
αS
T ∂M∂Sξ

TΘN

− 2wGMKTαNK ΠMα∂N (∂ · ξ).
(6.71)
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By the definition of ΘN there is a derivative in N , hence the section constraint can be used
to simplify both terms in the first line. We thus get

∆ξL4 = (2β + 2w + 1)GMNΘM∂N (∂ · ξ) +GMN∂M∂Nξ
TΘT+

− 2wGMN∂M∂N (∂ · ξ),
(6.72)

where we also integrated by parts and discarded total derivatives to obtain the term
containing ∂3ξ.

The remaining term L2 requires a bit more work, to begin with we find (below we make
no distinction between upper and lower adjoint indices and leave ηαβ implicit)

∆L2 = 2GKLTαMK T
βN

L (Tα + T ?α) ST∂n∂SξTΠMβ

= 2GKL
(
TαMK T

αS
T +GKQT

αQ
RG

RMTαST

)
∂N∂Sξ

TT βNLΠMβ.
(6.73)

In the first term on the second line use the section constraint and in the second term
commute (T βTα)NR = (TαT β)NR + fβαγ T

γN
R to find

∆L2 = 2GKL
(
βδMK δ

S
T + δMT δ

S
K

)
T βNL ∂N∂Sξ

TΠMβ

+ 2GRM
(
TαNL T

βL
R + fβαγ T

γN
R

)
TαST ∂N∂Sξ

TΠMβ .
(6.74)

Use the section constraint on the first term in the second line to find

∆ξL2 = 2(2β + 1)GRMT βNR ∂N (∂ · ξ)ΠMβ + 2GSLTαNL ∂S∂NξMΠMα

+ 2GRMfβαγ T
γN
R T

αS
T ∂N∂Sξ

TΠMβ

(6.75)

From the definition of the Sα tensor in (6.42)

SαSNRT = −fαβγT βNR T
γS
T + TαNR δ

S
T − TαST δNR , (6.76)

we can rewrite the term containing the structure constants as

2GRMfβαγ T
γN
R T

αS
T ∂N∂Sξ

TΠMβ = 2GRMSαSNRT ∂N∂SξTΠMα

− 2GRMTαNR ∂N (∂ · ξ)ΠMα + 2GRMTαST ∂R∂SξTΠMα.
(6.77)

Inserting (6.77) in (6.75) we find

∆ξL2 = 2GRMSαSNRT ∂N∂SξTΠMα + 4βGRMT βNR ∂N (∂ · ξ)ΠMβ

+2GSLTαNL ∂S∂NξMΠMα + 2GRMTαST ∂R∂SξTΠMα.
(6.78)

Note that the last term in the second line equals 1
2∆ξL1. Using the definition of ΠMα

rewrite the second term in the first line as

4βGRMT βNR ∂N (∂ ·ξ)ΠMβ = 4βGRMGNS∂MGSR∂N (∂ ·ξ)−4βGMNΘM∂N (∂ ·ξ), (6.79)

which by partial integration and neglecting total derivatives can in turn be written as

4βGRMT βNR ∂N (∂ · ξ)ΠMβ = 4βGMN∂M∂N (∂ · ξ)− 4βGMNΘM∂N (∂ · ξ). (6.80)

An analogous calculation for the first term in the second line in (6.78) gives

2GSLTαNL ∂S∂NξMΠMα = 2GMN∂M∂N (∂ · ξ)− 2GMN∂M∂Nξ
TΘT . (6.81)
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The final transformation is then given by

∆L2 = 2GRMSαSNRT ∂N∂SξTΠMα + 2(2β + 1)GMN∂M∂N (∂ · ξ)

− 4βGMNΘM∂N (∂ · ξ)− 2GMN∂M∂Nξ
TΘT + 1

2∆ξL1
(6.82)

In order for the lagrangian L to transform covariantly, up to the ancillary transformations
and boundary terms, we thus find

2c1 + c2 = 0,
c4 − 2c2 = 0,
−2wc4 + 2(2β + 1)c2 = 0,
−4wc3 + (2β + 2w + 1)c4 − 4βc2 = 0.

(6.83)

Setting c2 = −1 to fix the overall scale the following expression

L = 1
2L1(ΠMα)− L2(ΠMα)− (λ, λ)

(λ, λ)− 1
2
L3(ΘM )− 2L4(ΠMα,ΘM ), (6.84)

transforms as
∆ξL = −2GRMSαSNRT ∂N∂SξTΠMα (6.85)

if the metric has a weight w = (λ, λ) − 1/2. Moreover, the weight of L is then 1 as it
should since

2[(λ, λ)− 1/2]− 2[(λ, λ)− 1] = 1. (6.86)

We have thus found a lagrangian that transforms like a scalar density of weight 1 up
to ancillary and boundary terms. However, covariance is not manifest and one would
like to derive the same expression with manifest transformation properties. In ordinary
geometry this is done by introducing an affine connection and from this the Ricci tensor
and Ricci scalar are derived which roughly correspond to the equations of motion and the
Einstein-Hilbert lagrangian respectively. An attempt to do this will be presented below.

6.4 Covariant formalism

As in ordinary geometry fields containing bare partial derivatives typically transforms non-
covariantly since diffeomorphisms act locally. This is again true in extended geometries
and the fact that the lagrangian (6.84) transformed covariantly were due to some delicate
cancellations. We here follow [40] which studied exceptional geometry with the structure
algebra ed(d)×R for d ≤ 8. The discussion in [40] were however in many cases general and
can be directly transferred to the formalism of extended geometries presented above and
in [5].

Introduce a covariant derivative DM that acts on a vector field V N as

DMV
N = ∂MV

N − Γ N
MP V P , (6.87)

with Γ N
MP being the connection. Just as a connection in Einstein gravity or the Yang-

Mills connection in a non-abelian gauge theory this connection is a adjoint valued “one-
form”, i.e. Γ N

MP ∈ R(λ) ⊗ [g⊕ R]. Especially this exclude any specific symmetry prop-
erties between the lower indices. Imposing that DMV

N transforms covariantly one finds
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that the connection has to transform inhomogeneously as

∆ξΓ P
MN = ZPQRN ∂M∂Qξ

R. (6.88)

Since the tensor Z manifestly projects P
N and Q

R onto the adjoint representation it is
easily seen that the inhomogeneous term is a derivative of an element taking values in
the structure algebra g×R. Moreover, imposing Leibniz property and that the covariant
derivative reduces to a partial derivative on functions the action on arbitrary tensor fields
is well-defined.

The covariant derivative introduced above is valid for tensors, i.e. an element in R(λ)p⊗
R(λ)q which transforms under R with the canonical weight (p− q)β. For a tensor density
with weight w there is an extra contribution to the covariant derivative as

DPX
M1M2...Mp

N1N2...Nq
= DPX

M1M2...Mp

N1N2...Nq
− 1
β|R(λ)|(w − (p− q)β)Γ S

MS , (6.89)

with |R(λ)| = dimR(λ) and we note that DP reduce to DP when acting on a tensor.

In ordinary geometry one usually continues by demanding that the connection is metric-
compatible and torsion-free which uniquely specifies the Levi-Civita connection. However,
this will turn out to be rather complicated in extended geometries and in fact a unique
choice of such a connection is generally not possible to find.

A metric compatible connection is one that satisfies

DMGNP = 0, (6.90)

or explicitly
∂MGNS + 2Γ T

M(N GS)T −
1

β|R(λ)|Γ
K

MK GNS = 0. (6.91)

Multiplying (6.91) with GPS this further implies(
G−1∂MG

)
P
N = Γ P

MN +GNSΓ S
MT GTP − 1

β|R|
Γ K
MK δPN . (6.92)

We thus see that metric compatibility uniquely determines the part in g	k. Note especially
that the RHS of (6.92) is projected onto Tα+T ?α by the definition of the locally embedded
compact subalgebra. Moreover, (6.92) shows that the building block of the lagrangian
(6.84) is in fact a connection projected onto g/k.

6.4.1 Torsion

Torsion of a connection can be defined in at least two equivalent ways (at least when
ancillary transformations are absent). Following [40] we define torsion of a connection
as the part that transforms homogeneously, i.e. the part of the connection which is not
contained in (6.88). In fact, only the part in

(
∨2R(λ)	Rsh

)
⊗ R(λ) of the connection

transforms inhomogeneously due to (6.88), with Rhs defined in (6.14). The non-torsion
parts of the connection are thus given by the modules in the overlap

R(2λ)⊗R(λ) ∩
[
R(λ)⊗ (g⊕ R)

]
, (6.93)
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with the remaining modules of the connection being torsion.

Consider the following combination [40]

T P
MN = Γ P

MN + ZPQRN Γ R
QM , (6.94)

and we wish to determine whether this transforms covariantly under generalised diffeo-
morphisms

∆ξT
P

MN = ZPSTN ∂M∂Sξ
T + ZPQRNZ

RS
TM ∂Q∂Sξ

T

=
(
ZPSTN δ

Q
M + ZPQRNZ

RS
TM

)
∂Q∂Sξ

T .
(6.95)

Continuing with this expression we find

RHS of (6.95) = ZPQRN Y
RS
TM ∂Q∂Sξ

T

= −TαPN T
αQ
R Y

RS
TM ∂Q∂Sξ

T ,
(6.96)

where in the second line we have expanded Z and used the section constraint on the term
in Z that contains a factor of β. By expanding the Y -tensor we further find

RHS of (6.96) = TαPN

(
(TαT β)QMT

βS
T − βδ

S
TT

αQ
M − δ

S
MT

αQ
T

)
∂Q∂Sξ

T

= TαPN

(
−fαβγT βQM T γST + TαQM δST − T

αQ
T δ

S
M

)
∂Q∂Sξ

T ,
(6.97)

where going to the second line we have expressed the first term as a commutator, used
the section constraint and that ∂Q∂S is symmetric. We thus see that the expression (6.94)
transforms covariantly if ancillary transformations are absent since T P

MN transforms as

∆ξT
P

MN = TαPN S
αSQ

MT ∂Q∂Sξ
T . (6.98)

However, although this expression for torsion transforms homogeneously the operator

O P,ST
MN,Q = δSMδ

T
Nδ

P
Q + ZPSQN δ

T
M (6.99)

does not satisfy O2 = O and hence is not a projection operator. Instead each module of
torsion has different eigenvalues under O. An explicit projection operator would be con-
venient when setting torsion to zero, however, we were not able to find such an expression
in the general case. In the construction of tensor hierarchy algebras in [9] it was shown
that torsion sits at level −1 with respect to a Z-grading. It would therefore be interesting
to see if it is possible to derive a projection operator from this algebra, similar to the way
that the Y -tensor was derived from extensions of the structure algebra in Section 2.3.3.

Setting torsion to zero in (6.94) imposes the following constraint

0 = Γ P
MN + ZPQRN Γ R

QM

= 2Γ P
[MN ] + Y PQ

RN Γ R
QM ,

(6.100)

where the second line follows from the definition of Z and Y . It is convenient to make
explicit that the connection is valued in R(λ)⊗ (g⊕ R)

Γ P
MN = ΓαMTαPN + ΓMδPN . (6.101)

Inserting (6.101) in (6.100) we find

0 = TαPN

(
ΓαM − ΓβQ(TαT β)QM − ΓQTαQM

)
+ δPN

(
ΓM + βΓαTαRM + βΓM

)
.

(6.102)
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Multiplying with T γNP and δNP respectively each line in (6.102) should vanish separately.
As an example consider an extended geometry with structure algebra e7(7) × R, maximal
compact subalgebra su(8)/Z2

2 and the coordinate module R(λ) = 56 which is self-dual.
The connection then contains the following modules

56⊗ (133⊕ 1) = 2 · 56⊕ 912⊕ 6480. (6.103)

To determine the parts that are not torsion we note that R(2Λ1) = 1463, with Λ1 being
the highest weight of 56, is the highest weight module of ∨2 56 and we thus find

1463⊗ 56 = 56⊕ 6480⊕ . . . , (6.104)

where . . . denote terms not present in the connection. We thus see that the non-torsion
part of the connection contains 56⊕6480 while the remaining 56⊕912 thus are torsion.
We continue with this example to determine which parts of the connection are specified by
imposing metric compatibility and vanishing torsion. Metric compatibility fixes the part
in 56⊗ (g×R/k) as argued above. Decomposing the remaining terms under the maximal
compact subalgebra we find(

28⊕ 28
)
⊗ 63 = 28⊕ 36⊕ 420⊕ 1280⊕ conj. (6.105)

Moreover, decomposing torsion and non-torsion respectively we find

56⊕ 912→ 28⊕ 36⊕ 420⊕ conj.,
56⊕ 6480→ 28⊕ 420⊕⊕1280⊕ 1512⊕ conj,

(6.106)

which by comparing with (6.105) shows that the modules 1280 ⊕ 1280 of su(8) are not
determined by imposing metric compatibility and vanishing torsion. For the relevant
modules for other algebras in the ed-series see [40].

The problem with having non-determined parts in the connection is that these would
lead to extra d.o.f. besides the ones that we are trying to describe, i.e. those of the gener-
alised metric. Thus, in order to write down a meaningful theory one should only acquire
expressions that are independent of these modules.

6.5 Generalised Ricci tensor

In Section 6.3 we derived an action that is invariant under generalised diffeomorphisms
which further can be used to derive the equations of motion for the generalised metric.
However, as stated above the invariance is not manifest. Below we will work towards a
manifest formulation following [40] by constructing a generalised Ricci tensor that trans-
forms covariantly under generalised diffeomorphisms. However, there are several intrinsic
problems due to the fact that the affine connection is not uniquely determined by metric
compatibility and vanishing torsion.

The most natural thing to start with is to derive curvature by taking commutators of
covariant derivatives (here the commutators act on an element in R(λ) which we have
skipped)

[DM , DN ]PQ = 2∂[MΓ P
N ]Q + 2Γ P

[M |S| Γ S
N ]Q . (6.107)

2We ignore the discrete Z2 factor and consider only the double cover su(8) below.
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Expressing the connection with indices in the adjoint as in (6.101) the abelian part of the
second factor above vanish and we are left with

[DM , DN ] PQ = 2TαPQ ∂[MΓαN ] + 2δPQ∂[MΓN ]

+ fαβγT γPQΓαMΓβN + 2TαPQΓα[MΓN ].
(6.108)

Consider the inhomogeneous transformation of ∂MΓ P
NQ which by a straightforward cal-

culation at this point is given by

∆ξ∂MΓ P
NQ = ZPRSP ∂M∂N∂Rξ

S −∆ξΓ R
MN Γ P

RQ

+ ∆ξΓ P
MR Γ R

NQ −∆ξΓ R
MQ Γ P

NR .
(6.109)

Anti-symmetrising in [MN ] we get

2∆ξ∂[MΓ P
N ]Q = Y RS

TN ∆ξΓ T
SM Γ P

RQ − TαRN SαSLMT ∂L∂Sξ
TΓ P

RQ − 2∆ξ

(
Γ R

[M |Q| Γ P
N ]R

)
,

(6.110)
where the first two terms come from the transformation of torsion, the last term from the
second line in (6.109) and the term containing ∂3ξ vanish due to symmetry. The last term
in (6.110) cancels the contribution from [Γ,Γ] in [D,D] and we thus get

∆ξ[DM , DN ]PQ = Y RS
TN ∆ξΓ T

SM Γ P
RQ − TαRN SαSLMT ∂L∂Sξ

TΓ P
RQ . (6.111)

It is worth to note that due to the symmetry properties of Sα only the part anti-symmetric
in MT contributes in this expression. In double geometry with g = o(d, d) it is possible
to continue and construct a four-index object that indeed transforms covariantly. In the
general case this has not been done and instead we will use (6.111) to construct a two-
index tensor that transform like a tensor, this will then correspond to a generalised Ricci
tensor.

Contract (6.111) with δNP and symmetrise in (MQ) to find

∆ξ[D(M , D|P |]PQ) = ∆ξ

(1
2Y

RS
TP Γ T

SM Γ P
RQ

)
−TαRP SαSL(M |T ∂L∂Sξ

TΓ P
R|Q) . (6.112)

The first term in the expression above is easily canceled and we thus have constructed a
symmetric two-index tensor RMN that transforms covariantly up to ancillary transforma-
tions. Explicitly RMN is given by

RMN = ∂(MΓ P
|P |N) − ∂PΓ P

(MN) + Γ S
(MN) Γ P

PS

− Γ S
P (M Γ P

N)S − 1
2Y

RS
TP Γ T

SM Γ P
RN ,

(6.113)

and transforms as
∆ξRMN = −TαRP SαSL(M |T ∂L∂Sξ

TΓ P
R|Q) . (6.114)

Note that the transformation of RMN is independent of whether the torsion vanishes or
not. At this point this is indeed a two-index tensor but the modules of the connection
which are not determined by metric compatibility and vanishing torsion may still appear
in RMN . We can further project RMN on to g/k as follows

Rα := (G−1Tα)MNRMN . (6.115)
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It is the projection Rα that is a possible candidate for the equations of motion for the
generalised metric. It would therefore be interesting to find a metric-compatible torsion-
free connection specified in terms of the generalised metric and compare Rα with the
equations of motion derived from (6.84). This procedure would correspond to imposing
that the undetermined modules in the connection vanish. For consistency one would then
have to make sure that the variation of Rα does not contain any of these undetermined
modules as well. This is done for the exceptional case in [40].
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7
Flux compactifications and

(exceptional) generalised geometry

In this chapter we study (exceptional) generalised geometries. These are geometries based
on double geometries and exceptional geometries with a global solution to the section con-
straint. Especially this implies that fields are acted on naturally by the relevant duality
group and are patched together by the geometric subgroup of the duality group. Impor-
tantly this allows for the presence of a non-trivial form field as a part of the geometry.
Especially geometrical tools used for fluxless compactifications can be generalised and ap-
plied also in the presence of fluxes in the generalised geometric formulation. This merger
of gravitational degrees of freedom and non-gravitiational degrees of freedom is behind the
effectivness of generalised geometry in the study of flux compactifications.

In the first two sections we discuss shortly some phenomenology of compactification as
well as introducing geometrical tools to study supersymmetric compactifications without
fluxes. In Section 7.3 we consider supersymmetric backgrounds with fluxes and introduce
some basics of (exceptional) generalised geometry. The generalised geometrical tools are
then used in Section 7.4 to re-express the conditions of supersymmetric flux compactifica-
tions as integrability conditions of generalised structures. Since this topic by itself could
be a whole thesis we will not be able to give all the details, for more on compactifications in
general as well as Calabi-Yau compatictifications we refer to [12, 28]. For the formulation
of generalised geometry we refer to [45, 46, 47] and to [13, 16] for its application to study
flux compactifications.

7.1 Phenomenology and moduli stabilisation

As is well-known string theory/M-theory lives in a 10/11-dimensional spacetime, yet our
everyday experience tells us otherwise. Hence, in order for string theory/M-theory to be
able to describe the real world it has to have a consistent low-energy description that
matches our observations. Firstly, such a theory should reproduce the standard model
of particle physics which has been confirmed to high precision, i.e. among other things it
should be described by a gauge theory with gauge group SU(3)× SU(2)×U(1), together
with the correct particle spectrum. Another important notion is that of supersymmetry,
notably the standard model is not supersymmetric in contrast to string theory/M-theory.
The latter two are maximally supersymmetric theories and thus most, perhaps all, super-
symmetries needs to be spontaneously broken.
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The idea of compactification, where a compact internal manifold is “small” compared to
the typical size of say strings, is one way to obtain an effective theory in lower dimensions.
A generic feature of such compactifications is the presence of scalar fields typically due
to internal legs of some tensor field. Especially important are massless such scalar fields,
called moduli. The vacuum expection values of moduli are not fixed and appear as free
parameters in the theory. For a given compactification ansatz there are possibly hundreds
or thousands of such moduli which determine physical properties in the external theory,
e.g. gauge couplings, Yukawa couplings as well as the size and structure of the internal
manifold. However, if all these properties are free parameters the theory loses most of its
predictive power. Moreover, massless scalar fields would give rise to a long-ranged force
which would invalidate Einstein’s equivalence principle. Of course the coupling could be
extremely small such that these forces are not experimentally observable. However, this
approach comes with a lot of problems and instead one typically tries to generate mass to
these scalar fields, this is called moduli stabilisation. Generating a potential for the scalar
fields would imply that the moduli fields are no longer free parameters but rather fixed by
the procedure that stabilises the moduli, e.g. a complicated internal geometry or presence
of gauge fluxes.

The simplest internal manifold to compactify on is a torus but such a compactification
preserves all the supersymmetry, i.e. N = 8 in four external dimensions. In order to break
some supersymmetry we could abandon the torus and compactify on something more
complicated, e.g. a Calabi-Yau three-fold which we will discuss further below. Another
possibility is to introduce a non-zero flux for some (p+ 1)-form field∫

Σp+1
Cp+1 6= 0, (7.1)

corresponding to a p-brane winding some non-trivial cycle Σp+1 in the internal manifold.
Such a configuration schematically generates a potential for the moduli through the kinetic
term of such a form field

V ∼
∫
Mint

dCp+1 ∧ ?g dCp+1, (7.2)

where Mint denotes the internal manifold, and the presence of the metric moduli in the
hodge dual ? is the reason for a potential being generated. This can be seen by expanding
Cp+1 around its vacuum expectation value. This is one mechanism for generating mass to
a modulus (which by definition no longer is a modulus).

Phenomenology of flux compactifications could fill out a thesis of its own and for this
reason we refer the reader to the literature for further discussion about this. See e.g. [12,
28] and references therein.

7.2 Zero flux compactification

To begin with we will start by reviewing compactifications on backgrounds without fluxes.
The idea is to find vacua (solutions to the equations of motion and the Bianchi identities)
such that spacetime separates into an external spacetimeMext and an internal spacetime
Mint as

M =Mext ×Mint. (7.3)
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However, finding such solutions by solving the equations of motion are generally rather
difficult and we will take a different route. Supergravity in D = 11 has N = 1 local super-
symmetry, this is the maximal amount of supersymmetry with a total of 32 supercharges
and a generic vacuum solution will (spontaneuously) break all of this supersymmetry. By
restricting to solutions that preserve a certain amount of supersymmetry, say N = 1 in
D = 4, we will find constraints that give a more tractable way of finding vacua. Moreover,
we will assume that the external spacetime is Minkowski with possible generalisations,
especially to AdS.

Supersymmetry is generated by a supercharge Q and a parameter ε, both being spinors
of SO(1, D−1). A vacuum |0〉 is supersymmetric if it is annihilated by the supersymmetry
transformation

εQ|0〉 = 0. (7.4)

By taking an arbitrary field Θ and looking at its variation under the supersymmetry
transformation we find

〈δεΘ〉 = 〈0| [εQ,Θ] |0〉 = 0. (7.5)

Schematically we have (from now variations should be understood implicitly to be valid
as expectation values)

δεΘboson ∼ εΘfermion, δεΘfermion ∼ εΘboson. (7.6)

By the assumption that dimMext = d being a d-dimensional Minkowski space we have
to decompose the spinor representations under SO(1, d− 1)× SO(D− d), where D is the
dimension of the full spacetime. Typically these will transform in a non-trivial representa-
tion under SO(1, d− 1) and hence have to vanish in order to preserve Poincaré symmetry
of the vacuum. Thus in order to make sure that the vacuum preserve some amount of
supersymmetry we need to find non-trivial solutions of δεΘfermions = 0. Note that if such
a solution is found we also have to make sure that the equations of motion and Bianchi
identities are fulfilled.

With a constant dilaton and vanishing fluxes the supersymmetry variation of the grav-
itino ψM (which is always present in supergravity) [28] is given by

δεψM = ∇M ε = 0 ⇐⇒ ∇µε = 0, ∇mε = 0, (7.7)

where we have used that there is no mixing between greek external indices and latin
internal indices in the connection due to the metric being of a product form. A spinor
satisfying these conditions is called a Killing spinor. From this one can easily show by
taking a commutator of covariant derivatives that a necessary condition for the existence
of a covariantly constant spinor is that the internal manifold is Ricci-flat (obviously also
the external Minkowski space is Ricci-flat)

Rmn = 0. (7.8)

Curvature of a manifold is closely connected to the way an object transforms upon par-
allel transport. In this spirit take some object v and parallel transport it around a closed
loop on the manifold. Generally the object transforms in some representation of the holon-
omy group H ⊆ O(d) under parallel transport for a d-dimensional Riemannian manifold,
since the norm does not change assuming a metric compatible connection. Likewise, a
spinor parallel transported in a loop transforms in a representation of H as well and
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hence, especially, also the Killing spinor. But since the Killing spinor is covariantly con-
stant it does not transform when parallel transported and needs to be a singlet under the
holonomy group. Hence, a necessary condition for the existence of a covariantly constant
spinor is related to the restriction of the holonomy group, which in turn put constraints on
the metric. Such features as reduction of holonomy and structure group are conveniently
described in terms of fibre bundles briefly explained below.

7.2.1 Mathematical interlude – Fibre bundles

A short introduction to the notion of fibre bundles are introduced in order to set the
terminology. This will be convenient for more complicated compactifications later on as
well for the discussion of generalised geometry. Just as a manifold is a topological space
that looks locally like Rn, i.e. there exists some coordinate chart on Ui ⊆ M such that
φ : M → Rn, a bundle is a topological space that “looks locally” like a product of two
topological spaces. Moreover, in the cases we are interested in these topological spaces
will furthermore be differentiable manifolds.

A bundle is a triple (P,M, π), typically also denoted P
π−→ M, where P is the total

space, M the base space and π : P → M the projection, which is a surjection onto the
base space. The notion of a bundle is a rather general concept and we will instead only be
interested in (differentiable) fibre bundles. A (differentiable) fibre bundle (P,M, π, F,G)
is defined by a bundle (P,M, π), a differentiable manifold F called the fibre and a Lie
group G called the structure group. In order for a fibre bundle to “look locally” like a
product manifold there exists patches on Ui ⊆ M diffeomorphisms and linear maps φi :
Ui × F → π−1(Ui) such that π ◦ φi(u, f) = u, where u ∈ Ui, f ∈ F and π−1(Ui) = Fp ∼= F
is the fibre at u ∈ Ui. The maps φi are usually called local trivialisations since the map
φ−1 ◦ π−1 maps any Ui to Ui × F which “looks like a product manifold”. In order for this
to make sense there needs to be some compatibility on overlapping patches Ui ∩ Uj 6= ∅.
Take a point p ∈ P such that π(p) = u with u ∈ Ui ∩ Uj . Consider then mapping φu,i

φu,i : F → Fu,

f 7→ fu = φi(u, f),
(7.9)

which assigns to each point in F an element in the fibre Fu at u. On the overlap we can
look at

φj(u, f) = φi(u, tij(f)), (7.10)

where tij : f → f defined on Ui ∩ Uj are called transition functions. Composing with φ−1
i

we find
φ−1
i ◦ φj(u, f) = (u, φ−1

i,u ◦ φj,uf), (7.11)

and by the definition of the transition functions we find tij,u = φ−1
i,u◦φj,u. The compatibility

requirement is then to demand that tij : Ui ∩Uj → R(G), with R(G) some representation
of G, such that fibres are patched together by the structure group G. This moreover
defines a left action of G on the bundle.

A section of a bundle P π−→M is defined as a map σ :M→ P such that π ◦ σ = idM.
A well known example is a section of the tangent bundle, TM, which is a bundle defined
as

TM =
⋃
x∈M
{(x, y)|x ∈M, y ∈ TxM}, (7.12)
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with TxM being the tangent space ofM at a point x ∈ M. A section then associates a
vector in the fibre TxM to each point x ∈M

σ : M→M× TxM
x 7→ (x,X), X ∈ TxM,

(7.13)

which is just an ordinary vector field onM. Moreover, the space of sections of a bundle
P is often denoted Γ(P ).

An important class of fibre bundles are principal fibre bundles. A principal fibre bundle
(P ,M,π,G) is a fibre bundle with a typical fibre being the structure group G itself, i.e.
for some u ∈ U ⊆M we have π−1(u) ∼= G. Moreover, there is a right action of G on P as

/ : P ×G→ P, (7.14)

which is free. An important example of a principle fibre bundle is the frame bundle.
The frame bundle is a fibre bundle with a typical fibre consisting of all ordered basis
of the tangent space. In any patch Ui on a d-dimensional manifold M there exist local
coordinates which spans a basis {∂µ}µ=1,2,...d, and any other basis can be written as

eα = e µ
α ∂µ, (7.15)

with α = 1, 2, . . . d. The elements e µ
α can be seen as d× d-dimensional matrices and thus

the fibre is isomorphic to GL(d).

Importantly we also want to consider tensor fields on a manifold M which is formally
introduced by looking at associated vector bundles to a principle fibre bundle. Suppose
that (P, π,M, G) is a principle fibre bundle and (ρ,V) a G-representation. Then an
associated vector bundle PV is given by

PV = (P × V)/ ∼G, (7.16)

with ∼G defined by the natural action of G on both P and V. By construction elements
of the associated vector bundle is thus invariant under the action of the structure group
G, and the action of G on the first factor P can in some sense be considered as the inverse
action of G on V. As an example consider an element v = vαeα in tangent bundle v ∈ TM
which is an associated vector bundle, on which an element Λ ∈ G acts as

v 7→ ρ(Λ)αβvβeγΛγα. (7.17)

From invariance of v we find that ρ(Λ)αβ = (Λ)−1α
β.

What we mainly will be interested in is the possibility of finding so-called reduced
structures or H-structures for some some closed subgroup H ⊂ G. A principal bundle
(P, π,M, G) has an H-structure if it is possible to choose frames in P such that the
structure group reduces to H. A typical example of this is an O(d) ⊂ GL(d) structure
on Riemannian manifolds. Due to the presence of a metric we can consider orthonormal
frames ẽa such that

g(ẽa, ẽb) = δab, (7.18)

with g being the metric. This defines an O(d) structure since on overlapping patches
orthonormal frames are related by O(d) transformations. The importance of this in what
will follow is the fact that finding a reduced structure is equivalent to the presence of a
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globally defined non-vanishing tensor onM. Especially this tensor is invariant under some
subgroup H ⊂ G. Since it is globally defined we can choose a frame {eα}a=1,2,...d such
that the tensor is constant on overlapping patches which effectively reduce GL(d) to H.

The notion of reduced structure group is a vast subject and we will not go into more
details. Moreover, connections and the notion of holonomy is also best described in the
language of fibre bundles. We refer the reader to [48] for further discussion about these
topics.

7.2.2 Compactification on Calabi-Yau

Having reviewed the notion of reduced structure group and special holonomy a Calabi-Yau
n-fold, CYn, can be defined as 2n-dimensional compact Riemannian manifolds with holon-
omy contained in SU(n)[28]. We will be particularly interested in CY3 such that starting
with D = 10 supergravity, or string theory, the external spacetime is four-dimensional.

Since there is a reduced holonomy group we know that for a CY3 there exists some p-
forms, or equivalently a Killing spinor, invariant under the holonomy group H = SU(3).
This can be found by looking at the decomposition of one-, two- and three-forms of
Spin(6) ∼= SU(4)→ SU(3)

6→ 3 + 3,
15→ 8 + 3 + 3 + 1,
20→ 6 + 6 + 3 + 3 + 2 · 1.

It thus exist a one-form ω and two three-forms (these actually combine into a complex
three-form) Ω that are singlets under H . This pair of nowhere vanishing tensors defines
a structure. Note that we already know that such a structure is equally well defined by a
nowhere vanishing globally defined spinor 4 of SU(4) which decomposes under H as

4→ 3 + 1. (7.19)

Explicitly, a Weyl-spinor ψ of Spin(1, 9) decomposed under Spin(1, 3) × Spin(6) can be
parameterised as

ψ = η+ ⊗ ε+ + η− ⊗ ε−, (7.20)

where η± and ε± are Weyl-spinors with chirality ±1 under Spin(1, 3) and Spin(6) respec-
tively. Morever, imposing that ψ is a Majorana-Weyl spinor in ten dimensions further
imply that η+ is the charge conjugate of η− and likewise for ε±.

In what follows we will mainly consider structures defined by some bosonic forms, such
as (ω,Ω), but from the observation above we know that this corresponds to the existence
of a globally defined nowhere vanishing spinor. To preserve supersymmetry such a spinor
also satisfies a differential condition and, hence, also the structure (ω,Ω) needs to satisfy
certain differential conditions. In fact, the structure (ω,Ω) is related to the Killing spinor
as

ωmn = ∓iε†±γmnε±, (7.21)
Ωmnp = −iε†−γmnpε+. (7.22)
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Moreover, in order for the structures to be compatible they should satisfy the compatibility
conditions

ω ∧ Ω = 0 ω ∧ ω ∧ ω = 3i
4 Ω ∧ Ω. (7.23)

Taking the covariant derivative of these definitions we find that solving the Killing spinor
equations in terms of the structure (ω,Ω) is simply the statement that they are both closed
forms

dω = 0, dΩ = 0. (7.24)

7.3 Flux compactifications and generalised geometry

In the case of vanishing flux we have seen that the Killing spinor equation led to special
holonomy, which in turn put restrictions on the connection of the internal manifold. In
the presence of fluxes the Killing spinor is no longer covariantly constant, however, the
existence of globally defined nowhere vanishing spinors still imply a reduced structure
group. This is summarised by

vanishing flux⇐⇒ special holonomy,
non-zero flux⇐⇒ reduced structure group.

In the presence of fluxes the Killing spinor equations of type II supergravity are given by
[28]

δεψM =
(
∇M + 1

8ΓNPHMNPP + 1
16eΦ∑

n

/FnΓMPn

)
ε = 0,

δελ =
(
/∂Φ + 1

12ΓMNPHMNPP + 1
8eΦ∑

n

(−1)n(5− n)/FnPn

)
ε = 0,

(7.25)

where P and Pn are 2×2-matrices, /Fn = 1
n!ΓM1M2...MnFM1M2...Mn and n ∈ {0, 1, . . . , 10}

are even(odd) for type IIA(B). In the case of vanishing flux and a constant dilation this
reduces to a covariantly constant spinor ε as discussed above. We thus see that the presence
of gauge fluxes are according to (7.25) obstructions to the Killing spinor being covariantly
constant with respect to the Levi-Civita connection.

The obstruction to the Killing spinor being covariantly constant is conveniently analysed
in terms of intrinsic torsion. It is always possible to construct a connection ∇ with tor-
sion, such that the Killing spinor is covariantly constant with respect to that connection.
Consider therefore a connection ∇ = ∇′−κ such that ∇nVm = ∂nVm−Γ′ p

nm Vp−κ p
nm Vp,

where ∇′ is the Levi-Civita connection and κ is the so-called contorsion tensor. Gener-
ically the connection coefficents Γ p

mn take values in Λ1 ⊗ g, where Λ1 is the one-form
representation of G = GL(d) and g = gl(d) is the corresponding Lie algebra. Assuming
metric compatibility fixes the part in gl(d)/so(d) as we saw in Section 6.4 of the pair p

m .
This is contained in the Levi-connection but the Levi-Civita connection contain further
terms that ensures vanishing torsion, Γ p

[mn] = 0. This implies that the contorsion take
values in

κ p
mn ∈ Λ1 ⊗ h, (7.26)
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where h = so(d) is the maximal compact subalgebra of gl(d). Assuming a reduced structure
group G′ ⊆ SO(d) implies that we can separate the contorsion into two parts

κ = κint + κ0, where κ0 ∈ Λ1 ⊗ g′ and κint ∈ Λ1 ⊗ g
′⊥. (7.27)

The point now being that since the Killing spinor is a singlet under g′, the failure of
the Killing spinor to be covariantly constant with respect to the Levi-Civita connection
is given by κint, i.e. the intrinsic torsion. The part κint can further be decomposed into
irreducible representations of g′ called torsion classes. As an example take G = GL(6)
and G′ = SU(3). Under G′ we have the following decompositions Λ1 → 3⊕ 3, g′ = 8 and
g
′⊥ = 1⊕ 3⊕ 3 and

κint ∈
5⊕
i=1

Wi, (7.28)

where Wi are the five torsion classes given by

W1 = 1⊕ 1,
W2 = 8⊕ 8,
W3 = 6⊕ 6,
W4 = 3⊕ 3,
W5 = 3⊕ 3.

Using complex geometry and cohomology one can show, see [28] for details, that the
exterior derivative of the structure (ω,Ω) can be written in terms of torsion classes as

dω = 3
2 Im(W 1Ω) + W4 ∧ ω + W3 (7.29)

and
dΩ = W1ω ∧ ω + W2 ∧ ω + W 5 ∧ Ω. (7.30)

We thus see that all five torsion classes vanish for CY3 in order for (ω,Ω) to be closed.
Moreover, we have seen explicitly that the presence of intrinsic torsion corresponds to
compactifications with fluxes, which in turn is an obstruction to finding a covariantly
constant Killing spinor.

7.3.1 Generalised geometry

We have seen above that demanding some preserved supersymmetry in fluxless compact-
ifications led to two constraints:

• the existence of globally defined spinors led to a reduced structure group charac-
terised by (ω,Ω),

• imposing the Killing spinor equation led to a reduced holonomy.

Including fluxes alters the Killing spinor equation and the holonomy group need no longer
be reduced. This effectively weakens the constraints of the internal manifold which at the
same time make things more complicated. In the spirit of extended geometries we will try
to generalise the notion of geometry in order to accommodate flux degree of freedoms in
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terms of what is called (exceptional) generalised geometry. The reason for doing this being
that it is then possible to define an appropriate generalisation of the holonomy, or rather
of the structure, together with some integrability conditions. This will imply that a super-
symmetric compactification should have vanishing so-called generalised intrinsic torsion.
Especially, since gauge degrees of freedom are included in the geometry, this holds true
even when non-trivial fluxes are present. Below we will briefly introduce (exceptional) gen-
eralised geometry needed for discussing flux compactifications and generalised structures,
for a complete introduction to this field we refer to the literature [45, 46, 47, 49].

In extended geometries we enlarged spacetime by introducing coordinates in some mod-
ule of the underlying structure group G, and imposed a section constraint specifying a
GL(d) ↪→ G embedding. Generalised geometry can be considered as an extended geom-
etry with a global solution to the section constraint and a structure group given by the
“geometric” subgroup of G as we will see.

Therefore consider a manifoldM and its associated tangent bundle TM. A basis of the
tangent space in local coordinates is simply given by {∂/∂xi}i=1,...d, where d = dimM.
Now recall that in DFT space-time is enlarged to 2d-dimensions by letting xi → (xi, x̃i),
where the latter is the vector representation of O(d, d). In generalised geometry one instead
considers only a generalised tangent bundle on which, in the DFT case, O(d, d)×R+ acts
naturally and, in the exceptional case, Ed(d) × R+ acts naturally. In the former case the
generalised tangent bundle is isomorphic to a sum of the tangent bundle and the cotangent
bundle

E ∼= TM⊕ T ∗M, (7.31)

i.e. at a point x ∈ M the typical fibre is isomorphic to the formal sum of a vector and a
one-form. These are precisely the parameters for ordinary diffeomorphisms and the NS-NS
sector two-form gauge transformations.

There exists a natural inner product on sections XI = ξ + λ, Y I = η + ρ, where
X,Y ∈ Γ(TM ⊕ T ∗M), given by

(X,Y ) = 1
2 (ρ(x) + λ(y)) , (7.32)

which also can be written as ηMNX
MY N with XM , Y N being the components of X,Y

respectively and

ηMN = 1
2

(
0 1
1 0

)
. (7.33)

This inner product is manifestly invariant under SO(d, d) transformations parameterised
by elements in the algebra

O =
(
A β
B −AT

)
, (7.34)

with A ∈ gl(d), an anti-symmetric two-vector β = βij and B a two-form.

In order to include the presence of the NS-NS two-form B we will look at “twisted”
elements. These are sections of E that provide explicitly the isomorphism stated between
an element X̃ ∈ Γ(E) and X = v + λ ∈ Γ(TM ⊕ T ∗M), and is given by

X̃ := eBX = v + (λ+ ιvB) , (7.35)
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with ιvB(y) = B(v, y) denoting the interior product. The two-form B is not globally
defined, instead on overlapping patches Ui ∩ Uj 6= 0 it is possibly shifted by an exact
two-form

B(i) −B(j) = dλ(ij), (7.36)

with λ(ij) a one-form. This means that the twisted vectors are patched together as

X̃(i) − X̃(j) = ιvdλ(ij). (7.37)

Patching of twisted vectors are therefore done by elements in the geometric subgroup
GL(d) n Λ2

cl(M), with Λ2
cl(M) being closed two-forms on M. There are some further

consistency conditions which implies that this specifies a “gerbe structure” [50], but this
is outside the scope of the thesis and will not be needed. The infinitesimal action of a
generalised diffeomorphisms, with the structure group O(d, d)×R+, are parameterised by
elements in Y = w + ρ ∈ Γ(E) using the generalised Lie derivative on X = x+ λ ∈ Γ(E)
as

LYX
M = V N∂NX

M − (∂ ×ad V )MNX
N . (7.38)

Here we embedded the ordinary derivative in ∂M as ∂M = (∂i, 0), and we denoted (V ×D)ad
the projection on the adjoint of E×E as (D×ad V )MN = DNV

M − ηNP ηMSDSV
P . This

agrees with the definition of the generalised Lie derivative introduced in DFT.

7.3.2 Exceptional generalised geometry

In the same spirit we discuss exceptional generalised geometry (d ≤ 7) based on Ed(d)×R+

and a generalised tangent bundle

E ∼= TM⊕ T ∗M⊕ . . . , (7.39)

where . . . denote extra terms coming from the decomposition of the coordinate module
of Ed(d) under the GL(d,R) subgroup. As an example consider dimM = 7, then the
coordinate module is the fundamental 56 module of E7(7) which decompose underGL(7,R)
as

56→ 7 + 7 + 21 + 21, (7.40)

corresponding to a vector, a one-form, a two-form and a five-form. The generalised tangent
bundle E is then given by

E ∼= TM⊕ Λ2T ∗M⊕ Λ5T ∗M⊕
(
T ∗M⊗ Λ7T ∗M

)
. (7.41)

This is the general form for E for d ≤ 7 with the last term absent if d < 7. A section
X ∈ Γ(E) on a patch Ui is given by

X = v + ω + σ + τ, (7.42)

with v ∈ Γ(TUi), ω ∈ Γ(Λ2T ∗Ui), σ ∈ Γ(Λ5T ∗Ui) and τ ∈ Γ(T ∗Ui ⊗ Λ7T ∗Ui). Likewise
the adjoint of e7(7) × R decompose as

133→ 1⊕ 48⊕ 7⊕ 7⊕ 35⊕ 35. (7.43)

The corresponding adjoint tangent bundle is therefore given by

adF ∼= R⊕ (T ∗M⊗ TM)⊕ Λ3T ∗M⊕ Λ6T ∗M⊕ Λ3TM⊕ Λ6TM, (7.44)
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with a section W ∈ Γ(adF ) on a patch Ui given by

W = l + r + a+ ã+ α+ α̃, (7.45)

with l ∈ R, r ∈ (T ∗Ui ⊗ TUi), a ∈ Λ3T ∗Ui, ã ∈ Λ6T ∗Ui, α ∈ Λ3TUi and α̃ ∈ Λ6TUi. Note
especially the presence of a three-form and a six-form which corresponds to the three-form
and the dualised six-form of M-theory. Moreover, a section of Γ(E) contains a vector,
a one-form, a two-form and a five-form which parameterise diffeomorphisms and gauge
transformations of these form fields.

As in the introduction to O(d, d) generalised geometry above, sections of E and adF are
twisted by the form fields of the adjoint bundle, providing the isomorphism stated above.
Explicitly, a section X̃ ∈ Γ(E) of the generalised tangent bundle is twisted by the form
fields in the adjoint bundle as

X̃ = ea+ãX, (7.46)

with an action of E7(7) × R+ defined below. Elements in the generalised tangent bundle
are therefore patched together on U(i) ∩ U(j) 6= 0 as

X(i) = edΛ(ij)+dΛ̃(ij)X(j), (7.47)

with a three-form dΛ(ij) and a six-form dΛ̃(ij) corresponding to the gauge symmetry of
the three-form and six-form potential in M-theory respectively.

There is a natural action of Ed(d) × R+, given in e.g. [16], on a section X ∈ Γ(E) as
E′ = W · E which in components is given by

v′ = lv + r · v + αyω − α̃yσ,
ω′ = lv + r · ω + vya+ αyσ + α̃yτ,

σ′ = lσ + r · σ + vyã+ a ∧ ω + αyτ,

τ ′ = lτ + r · τ − jã ∧ ω + ja ∧ σ,

(7.48)

with the definitions

(v ∧ v′)i1i2...in+n′ := (n+ n′)!
n!n′! v[i1i2...v′in+1...in′ ],

(ω ∧ ω′)i1...in+n′ := (n+ n′)!
n!n′! ω[i1i2...ω

′
in+1...in+n′ ],

(vyω)i1...in′−n := 1
n!v

j1j2...jnωj1j2...jni1...in′−n if n < n′,

(vyω)i1...in′−n := 1
n′!v

j1j2...jn′ in′+1...in−n′ωj1j2...jn′ if n′ < n,

(jvyjω)ij := 1
(n− 1)!v

ik1k2...kn−1ωjk1k2...kn−1 ,

(jω ∧ ω′)i,i1i2...id := d!
(n− 1)!(d+ 1− n)!ωi[i1i2...in−1ω

′
inin+1...id].

(7.49)

Moreover, the gl(d) subalgebra parameterised by an element r acts naturally as r · vi =
rijv

i, r ·ωij = −rkiωkj− rkjωik with obvious extensions to other fields. The adjoint action

79



7. Flux compactifications and (exceptional) generalised geometry

W ′′ = [W,W ′] with elements W ∈ Γ(adF ) and W ′ ∈ Γ(adF ) is further given by

l′′ = 1
3(αya′ − α′ya) + 2

3(α̃′yã− α̃yã′),

r′′ = r · r′ + jαyja′ − jα′yja− 1
31(αya′ − α′ya)

+ jα̃′yjã− jα̃yjã′ − 2
31(α̃′yã− α̃yã′),

a′′ = r · a′ − r′ · a+ α′ · ã− αyã′

ã′′ = r · α′ − r′ · α− a ∧ a′,
α′′ = r · α′ − r′ · α+ α̃′ya− α̃ya′,
α̃′′ = r · α̃′ − r′ · α̃− α ∧ α′.

(7.50)

Just as in the O(d, d) generalised case, as well as extended geometries, we introduce a
generalised Lie derivative by the now well-known structure

LYX
M := Y N∂NX

M − (∂N ×ad Y )MNX
N , (7.51)

where we again embedded the ordinary partial derivative as ∂M = (∂i, 0, 0, 0) in obvious
notation. Moreover, ×ad denotes the projection of E⊗E to the adjoint. Using (∂×adX) =
∂ × v + dω + dσ it is easily found that

LXX
′ =Lvv′ + (Lvω − v′ydω) + (Lvσ′ − v′ydσ − ω′ ∧ dω)

+ (Lvτ ′ − jω′ ∧ dσ − jσ′ ∧ dω)
=LvX ′ −W ·X ′,

(7.52)

with Lv being the ordinary Lie derivative with respect to the GL(7) vector component v
and W = dω + dσ ∈ Γ(adF ).

7.4 Generalised structure

The bosonic sector of M-theory is given by the metric gMN and the three-form form field
A, and its corresponding four-form field strength F = dA. We consider a warped product
ansatz for the metric

ds2 = e2A(y)ds2(R1,D−1) + ds2(M), (7.53)

where x, y are coordinates on R1,D−1 and M respectively, and A depends only on the
internal manifold to preserve external Poincaré invariance. The non-trivial fluxes will be
chosen to lie entirely in M, again to preserve the symmetries in the external spacetime.
For simplicity we will consider the specific example of D = 4, such that the internal
manifold is seven-dimensional following the work of [16]. The generalised tangent space
with respect to an E7(7) × R+ exceptional generalised geometry is then given by

E ∼= TM⊕ Λ2T ∗M⊕ Λ5T ∗M⊕
(
T ∗M⊗ Λ7T ∗M

)
. (7.54)

In ordinary geometry the reduction of the structure group to some G-structure, where G
is a subgroup of the structure group, proved fruitful to characterise geometries preserving
some amount of supersymmetry. The goal is therefore to again find “reduced structures”,
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this time for some G ⊂ E7(7) subgroup. This is done by looking for tensors invariant under
the action of G, or in other words, finding singlets when decomposing modules of E7(7)
under G.

To this end decompose the adjoint representation 133 of E7(7) under SU(2)×Spin∗(12) ⊂
E7(7), with Spin∗(12) a specific real form of the double cover of SO(12),

133→ (1,66) + (2,32) + (3,1). (7.55)

We thus find a triplet of E7(7) tensors which are invariant under Spin∗(12). Such a triplet,
Jα, of invariant tensors define a structure, called the hyper-multiplet structure, and are
sections of the adjoint bundle

Jα ∈ Γ(adF ⊗ (T ∗M)1/2). (7.56)

This hyper-multiplet structure then satisfies the su(2) algebra

[Jα, Jβ] = 2ρεαβγJγ , (7.57)

with ρ ∈ detT ∗M. Note that, as in the case of vanishing flux, the hyper-multiplet
structure Jα can be written in terms of the Killing spinors. Before moving on to the
integrability condition that the hyper-multiplet structure should satisfy we look for another
structure. Decomposing the fundamental 56 of E7(7) under E6(2) we find two more singlets,

56→ 27 + 27 + 2 · 1. (7.58)

The two singlets in this decomposition V and V̂ defines the vector-multiplet structure,
and hence also an E6(2) sub-bundle. There is a further requirement that the singlet V is
chosen such that

q(V ) > 0, (7.59)

where q is the quartic invariant of E7. This ensures that the stabiliser group is precisely
the real form E6(2) [51]. The structure V̂ is further defined in terms of V as

s(Y, V̂ ) = 2√
q(V )

q(Y, V, V, V ), (7.60)

with s(·, ·) being the symplectic invariant of E7(7) and this should be valid for any section
Y ∈ Γ(E). It is also convenient to combine these into a complex object as X := V + iV̂ .

Just as in ordinary Calabi-Yau there are certain consistency conditions between the in-
variant tensors that defines the structure. Specifically, this further restricts the structure
group to their overlap defining a SU(6) = E6(2) ∩ Spin∗(12) structure [13]. The compat-
ibility condition between the hyper-multiplet Jα and the vector-multiplet X = V + iV̂ is
given by

J+ ·X = J− ·X = 0 ⇐⇒ Jα · V = 0
1
2is(X,X) = ρ2 ⇐⇒ κ(Jα, Jβ) = −2

√
q(V )δαβ

(7.61)

with ρ ∈ detT ∗M 1
2 and J± = J1 ± iJ2.
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7.4.1 Integrability of structures

Integrability of the hyper-multiplet structure and of the vector-multiplet structure are in
analogy to the fluxless case given by differential conditions on the corresponding invariant
tensors. In other words, these differential conditions are necessary for the Killing spinor
satisfying the Killing spinor equation, which in turn is the condition for preserving a cer-
tain amount of supersymmetry. In the case of vanishing flux this was related to vanishing
intrinsic torsion, i.e. given a G-structure the existence of a G-compatible torsion-free con-
nection implied that the structure was integrable. Motivated by this analogy we will look
at the conditions of vanishing generalised intrinsic torsion.

7.4.1.1 Generalised intrinsic torsion

To define generalised intrinsic torsion we first have to define a covariant derivative, D, as
follows

DM · V N = ∂MVN + Γ N
MP V P , (7.62)

where V ∈ Γ(E), Γ N
MP ∈ Γ(E∗ ⊗ adF ) and ∂M = (∂m, 0, 0, 0). Imposing Leibniz rule

DM (fV ) = (DMf)⊗ V + f(DMV ), (7.63)

the action of a covariant derivative is easily extended to sections of any associated vector
bundle, i.e. to any other generalised tensor field, analogous to the covariant derivative in
Section 6.4. The torsion of such a connection is then defined by

T (V ) ·X = LDV X − LVX, (7.64)

where X is an arbitrary generalised tensor field, LDV is the generalised Lie derivative with
the replacement ∂ → D and · denotes the adjoint action. Note that this definition agrees
with the one presented in extended geometries, i.e. torsion is the part of the connection
that transforms homogeneously under generalised diffeomorphisms, at least when ancillary
transformations are absent. In the E7(7) case we already know from Section 6.4.1, that
the torsion T of the E7(7) covariant derivative are given by

T ∈ 56⊕ 912. (7.65)

We define a G-compatible connection as one that preserves G-invariant tensors defining
the structure. As an example an E6(2) structure were defined by an E6(2) invariant tensor
V ∈ Γ(E), the connectionD is then E6(2) compatible ifDV = 0. Assuming a connectionD
is compatible with theG-structure any other compatible connection is given byD → D+Σ,
with

Σ ∈ Γ(E∗ ⊗ adPG), (7.66)

where adPG has a typical fibre LieG = g. Given a G-compatible connection with torsion
we define the intrinsic torsion as the part of torsion that can not be removed by adding
a term Σ. With this definition it is clear that the presence of intrinsic torsion is an
obstruction to finding a G-compatible torsion-free connection. This is analogous to the
appearence of intrinsic torsion introduced for ordinary geometry.
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7. Flux compactifications and (exceptional) generalised geometry

Another way to put it is to define a map φ that projects Σ onto its torsion part. The
intrinsic torsion is then given by

Wint = W/imφ, (7.67)

with Wint and W being the space of intrinsic torsion and the space of torsion respectively.
For more discussion about this see [16].

To clarify this take our main example with E7(7)×R+ and G = Spin∗(12)×SU(2). To
see what parts are intrinsic torsion decompose the torsion 56⊕ 912 under G to find

56⊕ 912→ 2 · (12,2) + (32,1) + (32,3) + (220,2) + (352,1). (7.68)

Likewise we decompose Σ under G using 56→ (12,2) + (32,1)

((12,2) + (32,1))× (66,1) =(220,2) + (12,2) + (560,2) + (22,1)
+ (1728,1) + (352,1).

(7.69)

The two big modules containing 1728 and 560 are not torsion and, hence, we find that
the intrinsic torsion are given by

Wint = (12,2) + (32,3). (7.70)

Performing the same analysis for G = E6(2) is straightforward, especially, the torsion
decompose as

56 + 912→ 1 + 2 · 27 + 78 + 351 + c.c. (7.71)

We also have
(1 + 27 + c.c.))× 78 = 78 + 27 + 351 + 1728 + c.c. (7.72)

We thus find the intrinsic torsion in the E6(2) case to be

W
E6(2)
int = 1 + 27 + c.c. (7.73)

Consider the definition of an E6(2) compatible covariant derivative DV = 0. From the
definition of torsion it is easily found that

LV V
M = L D

V V
M −T · VM

= V NDNV
M︸ ︷︷ ︸

=0

−DNV
MV N︸ ︷︷ ︸

=0

−T · VM . (7.74)

By definition of intrinsic torsion we can split T = Tint + T0, with Tint ∈ 56 ⊗ (e7(7) ×
R/e6(2)) and T0 ∈ 56⊗ e6(2), and since V is invariant under e6(2) we find

LV V = −Tint · V. (7.75)

Demanding that the intrinsic torsion vanish thus gives the integrability condition on the
vector-multiplet structure

LV V = 0. (7.76)

This is further equivalent to LXX = 0.

It was further shown in [16] that the vanishing of intrinsic torsion and, hence integrability
of the generalised structure, is equivalent to vanishing of so-called momentum maps. For
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7. Flux compactifications and (exceptional) generalised geometry

the hyper-multiplet structure these are given by a triplet of momentum maps, µα, acting
on any element Y ∈ Γ(E) as

µα(Y ) := −1
2εαβγ

∫
M
κ(Jβ,LY Jγ), (7.77)

with κ being the e7(7) Killing form. The integrability is then the requirement that the
triplet of momentum maps vanish for any element in the generalised tangent bundle,

µα(Y ) = 0 for any Y ∈ Γ(E). (7.78)

Likewise the integrability condition in (7.76) can be equivalently written as a momentum
map µ given by

µ(Y ) := −1
2

∫
M
s(V,LY V ), (7.79)

and an integrable vector-multiplet structure V satisfies

µ(Y ) = 0, for any Y ∈ Γ(E). (7.80)

If the hyper-multiplet structure and the vector-multiplet structure separately satisfies
the integrability condition they define a reduced structure. To define a SU(6) structure
they also need to satisfy the compatiblity condition given in (7.61), as well as the condition

LXJα = 0, (7.81)

with X = V + iV̂ . This is needed in order for the intrinsic torsion with respect to the
SU(6) structure to vanish [16].

In [16, 52] it was shown that vanishing intrinsic torsion, and hence vanishing of the
momentum maps, with respect to a Spin∗(12) ∩ E6(2) = SU(6) structure is equivalent to
preserving N = 2 supersymmetry. The idea is that vanishing supersymmetry variations
of fermionic fields are naturally expressed as Killing spinors being generalised covariantly
constant. One then shows that this demands vanishing intrinsic torsion with respect to a
SU(6) structure. Moreover, since the gauge degrees of freedom are naturally included in
the geometry, these also appear naturally through the covariant derivative; this should be
compared to the ordinary formulation discussed above, were they instead were obstructions
to finding covariantly constant Killing spinors. Using exceptional generalised geometry we
have thus seen how to use generalised geometrical tools to study supersymmetric flux com-
pactifications, especially this is similar to the way geometrical tools, introduced in Section
7.2, are used to study supersymmetric compactifications with vanishing flux. The appear-
ance of SU(6) can be further understood by noting that the Killing spinor transforms in
8 under (the double cover) of the maximal compact subgroup SU(8) of E7(7). Demanding
N = 2 preserved supersymmetry is then equivalent to the Killing spinor being stabilised
by SU(6) ⊂ SU(8).

There are further interesting models to study using the tools introduced above. In [14,
53] compactifications with an external AdS spacetime are examined. This is further applied
to study the AdS/CFT correspondence in [54], in which they compare deformations of the
CFT to deformations of the hyper-multiplet and vector-multiplet in generalised geometry.
In [55] it was further shown that any supersymmetric flux compactification is equivalent
to some integrable G structure.
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7. Flux compactifications and (exceptional) generalised geometry

7.4.2 Example Calabi-Yau

To clarify some of the concepts introduced above we consider a specific example of com-
pactification on CY3×S1 following [16]. Especially, we would like to reproduce the known
results obtained from ordinary geometric tools. However, in order to continue with a gen-
eralised geometry based on E7(7)×R+ we consider a slight extension by adding a circle S1.
Just as in the Calabi-Yau case discussed above, there exists a closed symplectic two-form
ω, a closed complex three-form Ω and then there also exists a closed one-form ζ = dy,
with y being the coordinate on S1. These structures satisfy the following compatibility
conditions 

ω ∧ Ω = 0,
ω ∧ ω ∧ ω = 3i

4 Ω ∧ Ω,
ιζ#ω = ιζ#Ω = 0,

(7.82)

where we have defined an isomorphism # on any form field as (ρ#)i1i2...ip = gi1j1gi2j2 . . . ρj1j2...jp ,
especially ζ# = ∂y, with y being the coordinate along S1. Moreover, the integrability con-
ditions state that ω,Ω and ζ are all closed and the volume form is given by

ρ2 := vol7 = i
8Ω ∧ Ω ∧ ζ. (7.83)

These invariant tensors can be written explicitly in a basis {ea}a=1,2,...7, with e7 = ζ = dy,
as

ω = e12 + e34 + e56,

Ω = (e1 + ie2) ∧ (e3 + ie4) ∧ (e5 + ie6),
(7.84)

with eij = ei∧j . From this it follows immediately that the compatibility conditions are
satisfied. Especially, in this basis we define the hodge dual, ?, as

? ei1i2...ip = 1
q!ε

i1i2...ip
j1j2...jq

ej1j2...jq , (7.85)

and ε12...d = ε12...d = 1. Importantly the inner product of forms with the same degree λ, ρ
is then given by

vol7(ρ#yρ) = λ ∧ ?ρ. (7.86)
Moreover, it is easily found that ?Ω = iΩ ∧ ζ which will be useful below.

We then want to show that there exists an integrable hyper-multiplet structure, Jα,
and an integrable vector-multiplet structure, V , given in terms of (ω,Ω, ζ) which satis-
fies the generalised compatibility and integrability conditions. We will assume that the
forms (ω,Ω, ζ) are given by the expressions above and satisfy the same compatibility and
integrability conditions. In [16] these conditions are on the other hand derived from the
generalised conditions.

The hyper-multiplet structure is given by

J+ = 1
2ρΩ︸ ︷︷ ︸
a

−1
2ρΩ#︸ ︷︷ ︸
α

,

J− = 1
2ρΩ︸ ︷︷ ︸
a

−1
2ρΩ#︸ ︷︷ ︸
α

,

J3 = 1
2ρI︸︷︷︸
r

−i 1
16ρΩ ∧ Ω︸ ︷︷ ︸

ã

− 1
16iρΩ# ∧ Ω#︸ ︷︷ ︸

α̃

,

(7.87)

85



7. Flux compactifications and (exceptional) generalised geometry

with Imn = −ωmn = 1
8 i(Ωmpqωnpq −ΩmpqΩnpq) being the complex structure, and we have

for convenience identified the elements with the general decomposition given in (7.45).
The vector-multiplet structure on the other hand is given by

X = ζ#︸︷︷︸
v

+ iω︸︷︷︸
ω

−1
2ζ ∧ ω ∧ ω︸ ︷︷ ︸

σ

−iζ ⊗ vol7︸ ︷︷ ︸
τ

. (7.88)

First we need to check that Jα indeed is a su(2) triplet using the action defined in (7.50).
Denoting W ′′ = [J+, J−] we find

l′′ = ρ2

12(−ΩijkΩijk + ΩijkΩijk) = 0,

r′′ = ρ2j(−1
2Ω#)yj(1

2Ω)− ρ2j(−1
2Ω#)yj(1

2Ω)

− ρ2

3 1(−1
2Ω#y

1
2Ω + 1

2Ω#y
−1
2 Ω)

= −2iIρ2,

a′′ = 0,

ã′′ = −ρ
2

4 Ω ∧ Ω,

α′′ = 0,

α̃′′ = −ρ
2

4 Ω# ∧ Ω#.

(7.89)

It is then seen that indeed W ′′ = −4iρJ3. Now instead let W ′′ = [J+, J3] and we find

l′′ = 0,
r′′ = 0,

a′′ = −1
8ρ

2I · Ω + i
32ρ

2Ω#y(Ω ∧ Ω),

ã′′ = 0,

α′′ = 1
8ρ

2I · Ω# − i
16ρ

2(Ω# ∧ Ω)yΩ,

α̃′′ = 0,

(7.90)

which, using I ·Ω = −3iΩ and I ·Ω# = −3iΩ#, gives [J+, J3] = 2iρJ+ and indeed {J±, J3}
is a su(2) triplet.

In order to check the compatibility condition J+ ·X = J− ·X = 0 we repeat the action
of an element W = r + a+ ã+ α+ α̃ ∈ adF . on an element Y = v + ω + σ + τ ,

v′ = r · v + αyω − α̃yσ,
ω′ = r · ω + vya+ αyσ + α̃yτ,

σ′ = r · σ + vyã+ a ∧ ω + αyτ,

τ ′ = r · τ − jã ∧ ω + ja ∧ σ.

(7.91)

86



7. Flux compactifications and (exceptional) generalised geometry

Consider first X ′ = J+ ·X = 0, then by the action (7.91) we find

v′ = − i
2ρΩ#yω,

ω′ = 1
2ρζ

#yΩ + 1
4ρΩ#y(ζ ∧ ω ∧ ω),

σ′ = i
2ρΩ ∧ ω + i

2ρΩ#y(ζ ⊗ vol7),

τ ′ = −1
4ρΩ ∧ ζ ∧ ω ∧ ω.

(7.92)

Using the explicit form of Ω and ω it is easily found that v′ = Ω#yω = 0, which also sets
ω′ = 0 using that ιζ#Ω = ιζ#ω = 0. The second term in σ′ also vanish since vol7 ∝ ω∧ω∧ω
and Ω∧ω = 0. Moreover, since Ω∧ω∧ω = 0 it follows that τ ′ vanish as well. Likewise it is
found that J− ·X = 0. We also need to check the normalisation condition 1

2 is(X,X) = ρ2,
with the symplectic invariant given for any vector Y, Y ′ ∈ Γ(E)

s(Y, Y ′) = −1
4(ιvτ − ιv′τ + σ ∧ ω′ − σ′ ∧ ω). (7.93)

We thus find
1
2is(X,X) : = −1

8i
(
−2iιζ#ζvol7 + iζ ∧ ω ∧ ω ∧ ω

)
= ρ2,

(7.94)

where we used ρ2 = vol7 = 1
8 iΩ∧Ω∧ζ and the compatibility condition ω∧ω∧ω = 3

4 iΩ∧Ω.
This shows that Jα and X indeed defines a compatible SU(6) structure. Moreover, this
reproduces the known compatibility condition from ordinary Calabi-Yau compactification
introduced in Section 7.2.2.

We also need to check if this structure is integrable, corresponding to satisfying the
differential conditions on the underlying Killing spinor. As we will see this reproduce the
known integrability condition on the Calabi-Yau structure. Consider therefore the triplet
of momentum maps µα(V ) = 0, which determines the integrability of the hyper-multiplet
structure. These can be rewritten in a J± basis as

µ3(Y ) =− i
2

∫
M
κ(J−,LY J+)

=− i
2

∫
M
κ(J−, LvJ+) + i

2

∫
M
κ(J−, (dω + dσ) · J+)

=− i
2

∫
M
κ(J−, LvJ+) + 2i

∫
M
ρκ(dω + dσ, J3),

(7.95)

where going to the second line we have used the observation in (7.52), and going to the
last line we used the invariance of the Killing form together with the fact that the hyper-
multiplet is a su(2) triplet. Likewise we can define the plus component of the momentum
map as

µ+(Y ) = −i
∫
M
κ(J3,LY J+)

= −i
∫
M
κ(J3, LvJ+) + 2

∫
M
ρκ(dω + dσ, J+),

(7.96)

with similar steps as above and it straightforward to define an analogous expression for µ−.
These momentum maps µ3, µ± should vanish for any generalised vector Y = v+ω̃+σ+τ ∈
Γ(E) and since the momentum maps are linear we can consider each GL(7) component
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separately. Note that we have denoted the two-form ω̃ to not cause confusion with the
two-form ω present in the structure. Note also that the component τ of Y drops out of
the momentum maps trivally. To continue we need the e7(7) Killing form given by

κ(W,W ′) = 1
2tr(r)tr(r

′) + tr(rr′) + αya′ + α′ya− α̃yã′ − α̃′yã. (7.97)

Consider then
µ+(σ) = 2

∫
M
ρκ(dσ, J+) = 0, (7.98)

since J+ does not contain any six-form. Likewise LvJ+ contains a three-form and an
anti-symmetric three-vector, but since J3 does not we find using the Killing-form

µ+(v) = 0. (7.99)

The only non-zero contribution from µ+ thus comes from the ω̃ component, κ(dω̃, 1
2ρΩ#) =

1
2ρΩ#ydω̃, and we thus get the momentum map

µ+(ω̃) ∝
∫
M
ρ2Ω#ydω̃. (7.100)

Using that ∫
M

vol7Ω#ydω̃ =
∫
M

dω̃ ∧ ?Ω

= i
∫
M

dω̃ ∧ Ω ∧ ζ,
(7.101)

and integration by parts this reduces to

µ+(w̃) ∝
∫
M

d(Ω ∧ ζ) ∧ ω̃ = 0, (7.102)

which indeed is fulfilled since Ω and ζ are closed. Considering the µ3 momentum map we
find

µ3(ω̃) = 2i
∫
M
ρκ(dω̃, J3) = 0, (7.103)

since J3 does not contain any anti-symmetric three-vector. For the action of the six-form
we find

µ3(σ) = 2i
∫
M
ρκ(dσ, J3)

= −1
8

∫
M
ρ2(Ω# ∧ Ω#)ydσ̃.

(7.104)

Using the same procedure as above we find∫
M

vol7(Ω# ∧ Ω#)ydσ =
∫
M

dσ ∧ ?(Ω ∧ Ω) ∝
∫
M

dζ ∧ σ = 0, (7.105)

which indeed is fulfilled since ζ is closed. The last condition from the triplet of momentum
maps is the following

µ3(v) = − i
2

∫
M
κ(J−, LvJ+)

= i
8

∫
M
ρ
(
Ω#yLv(ρΩ) + Lv(ρΩ#)yΩ

)
.

(7.106)
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Since Ω is closed it is also covariantly constant and Ω#yΩ is constant. We can then use∫
MΩ#yΩLvρ2 = 0, assuming that the boundary term vanishes, to move ρ outside of the
Lie derivative. Using ρ2Ω#yLvΩ = LvΩ ∧ ?Ω we then find

µ3(v) ∝
∫
M
LvΩ ∧ ?Ω

= −i
∫
M

(dιvΩ + ιvdΩ) ∧ Ω ∧ ζ = 0,
(7.107)

which follows from integration by parts and that Ω and Ω are closed. This shows that the
hyper-multiplet is integrable.

The integrability condition for the vector-multiplet structure is given by LXX = 0, i.e.

LXX = Lζ#X − idω ·X − (ζ ∧ ω ∧ dω) ·X = 0. (7.108)

This can be seen to vanish immediately by noting that ζ# is a Killing vector and using that
dω is a closed form. This shows that X defines an integrable vector-multiplet structure.

In order to define an exceptional Calabi-Yau the structures, i.e. to set to zero the intrinsic
torsion of the SU(6) structure, must also satisfy LXJ+ = LXJ− = 0. This is given by

LXJ+ = Lζ#J+ − idω · J+ + 1
2d(ζ ∧ ω ∧ ω) · J+, (7.109)

which again is easily seen to be fulfilled by the same reasoning as above.

We thus see that the hyper-multiplet structure in (7.87) and the vector-multiplet struc-
ture in (7.88) together with the compatibility conditions and integrability conditions re-
produce the known conditions obtained via ordinary results. Although fluxes were not
included in this example the formalism applies equally well when they are, for examples
of this see [16, 53]. The main difference when including fluxes is that one has to look at
elements that are “twisted” by the adjoint action of flux fields, the twisting in the case
above were trivial.
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8
Conclusions

String theory/M-theory are the most prominent frameworks of quantum gravity, but there
is still much about these theories that we do not know. Especially the notion of describing
extended objects has led to interesting dualities such as T -duality and U -duality. As
we have argued the corresponding low-energy effective theories, supergravity theories,
have related “hidden” symmetry groups when compactified on torii. The rôle of these
symmetries in M-theory is the motivation for this thesis and for developing extended
geometries.

Gravitational degrees of freedom and non-gravitational degrees of freedom are typically
mixed under these dualities and hence a covariant formalism suggest a merger of the un-
derlying fields leading to the notion of extended geometries. This extension is done by
introducing generalised diffeomorphisms and demanding that fields transform covariantly
under such transformations. The latter is equivalent to the closure of the algebra of dif-
feomorphisms which in turn demands the section constraint, i.e. a local embedding of
ordinary geometry. One can then construct an action invariant under generalised diffeo-
morphisms that encodes the dynamics of a generalised metric. Moreover, it is also possible
to construct geometrical objects such as a covariant derivative, torsion and a generalised
Ricci tensor which characterise the extended geometry.

With a global solution to the section constraint and a “twisting” by form fields an ex-
tended geometry reduces to what is called generalised geometry. This formalism is potent
in describing, among other things, compactifications of supergravity with fluxes. Including
fluxes typically invalidates the geometrical tools that works well to describe compactifica-
tions without fluxes. Since extended geometries merge gravitational and non-gravitational
degrees of freedom appropriate generalisations appear naturally and compactifications can
be dealt with using generalised geometrical tools.

In Chapter 6 a covariant formalism was introduced as well as a generalised Ricci tensor.
The latter is a candidate for the equations of motion for the generalised metric and it
would be interesting to compare this with the equations of motion derived from the action
introduced in the same chapter. In order to do this one should find a metric-compatible and
torsion-free connection in terms of the generalised metric. However, these two conditions
do not fully specify the connection and we were not able to find such an expression for a
general structure algebra. This would be an interesting direction for future studies.

Another pressing issue that would be interesting to solve is that of the global structure
and global transformations. As of yet the extended geometries are generally restricted to
the local behaviour, exceptions are for example double geometries. Another interesting
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question is that of the section constraint which we have seen play a crucial part in defining
a consistent theory. A truly different theory would be obtained if the section constraint
could be dropped completely.

Extended geometries ultimately presents an interesting way to merge gravitational and
non-gravitational degrees of freedom in order to exploit a larger part of the underlying
symmetry of M-theory. The full rôle of extended geometries in a complete formulation
of M-theory remains to be seen, but unification and symmetries have been incredibly
successful guiding tools to a better understanding of the fundamental laws of nature more
than once before.
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A
Closure of generalised

diffeomorphisms

In this appendix we provide the explicit calculation of the closure of generalised diffeo-
morphisms. We want to look at [Lξ,Lη]VM and start with one term

Lξ(LηV
M ) = Lξ(ηP∂PVM − ∂P ηMV P + YMR

ST ∂Rη
SV T )

= (Lξη
P )∂PVM + ηPLξ(∂PVM )− (Lξ∂P η

M )V P − ∂P ηMLξV
P

+ YMR
ST (Lξ∂Rη

S)V T + YMR
ST ∂Rη

SLξV
T .

(A.1)

The first term gives

(Lξη
P )∂PVM = ξK∂Kη

P∂PV
M − ∂KξM∂PV K + ∂Kξ

K∂KV
M

+ YMR
ST (∂RξS)∂PV T − Y TR

SP (∂RξS)∂TVM︸ ︷︷ ︸
=0 section constraint

. (A.2)

The second term gives

ηP (Lξ∂PV
M ) = ηP ξK∂K∂PV

M − ηP∂KξM∂PV K + ηP∂P ξ
K∂KV

M

+ YMR
ST (∂RξS)∂PV T − Y TR

SP (∂RξS)∂TVM︸ ︷︷ ︸
=0 section constraint

, (A.3)

where we note that the first terms is symmetric in ξ ↔ η and will vanish in the commutator.
The third term gives

−(Lξ∂PV
M )V P = −ξK∂K∂P ηMV P + ∂Kξ

M∂P η
KV P − ∂P ξK∂KηMV P

− YMR
ST (∂RξS)∂Tη V P + Y TR

SP (∂RξS)∂TV P︸ ︷︷ ︸
=0 section constraint

. (A.4)

The fourth term is given by

− ∂P ηMLξV
P = −∂Mη ξK∂KV P + ∂P η

M∂Kξ
PV K − ∂P ηMY PR

ST (∂RξS)∂P ηM︸ ︷︷ ︸
=0 section constraint

. (A.5)

The fifth term is given by

YMR
ST (Lξ∂Rη

S)V T = YMR
ST V

T
(
ξK∂K∂Rη

S − ∂KξS∂RηK + ∂Rξ
K∂Kη

S
)

+ YMR
ST V

T (Y SK
LQ (∂KξL)∂RηQ − Y QK

LR (∂KξL)∂QηS︸ ︷︷ ︸
=0 section constraint

)
. (A.6)
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And finally the last term is given by

YMR
ST (∂RηS)LξV

T = YMR
ST

(
∂Rη

SξK∂KV
T − ∂KξTV K + Y TK

QP (∂KξQ)V P
)
.

(A.7)
We also want to calculate 1

2(LLξη −LLηξ)VM to this end calculate

LLξηV
M = LξK∂KηV

M −L∂KξηKV
M + LY ◦RST ∂Rξ

SηT V
M . (A.8)

The first term gives

LξK∂KηV
M = ξK∂Kη

P∂PV
M −

(
∂P ξ

K∂Kη
M + ξK∂K∂P η

M
)
V P

+ YMR
ST

(
∂Kξ ∂Kη

S + ξK∂K∂Rη
S
)
V T .

(A.9)

The second term gives

−L∂KξηKV
M = −∂KξP ηK∂PVM +

(
ηK∂K∂P ξ

M + ∂Kξ
M∂P η

K
)
V P

− YMR
ST

(
∂R∂Kξ

SηK + ∂Kξ
S∂Rη

K
)
V T .

(A.10)

And the last term gives

LY ◦RST ∂Rξ
SηT V

M = Y KR
ST (∂RξS)ηT∂KVM︸ ︷︷ ︸

=0 section constraint

−YMR
ST V

K
(
∂K∂Rξ

SηT + ∂Rξ
S∂Kη

T
)

+ YMQ
LK Y LR

ST V
K
(
∂Q∂Rξ

SηT + ∂Rξ
S∂Qη

T
)
.

(A.11)
It is then straightforward but tedious to calculate [Lξ,Lη]VM − 1

2(LLξη−LLηξ)VM and
one finds that the contribution from the terms proportional to ∂2ξ is given by

1
2
(
YMR

ST ∂K∂Rξ
S − YMQ

LK Y LR
ST ∂Q∂Rξ

S
)
V KηT = −1

2Z
MQ

LKY
LR
ST ∂Q∂Rξ

SV T ηK ,

(A.12)
which is nothing but an ancillary transformation. The remaining terms are proportional
to (∂ξ∂η) and given by

1
2Y

MR
ST Y

SK
LQ ∂Kξ

L∂Rη
QV T + YMR

ST Y
TK

QP ∂Rη
S∂Kξ

QV P

−1
2Y

MR
ST ∂Kξ

T∂Rη
SV K − YMR

ST ∂Kξ
S∂Rη

KV T − (ξ ↔ η) != 0.
(A.13)

The identities that the Y tensor need to satisfy given in (6.13a)-(6.13b) are then easily
derived from this expression.
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