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Implementation of Active Noise Control on the air intake of a truck
Alexander Henriksson
Örn Smári Blumenstein
Department of Architecture and Civil Engineering, Division of Applied Acoustics
Chalmers University of Technology

Abstract

Noise control using passive solutions like damping layers, rubber bushings and ab-
sorption materials are well established and successful methods, but show limits in
the low frequency range. An alternative to passive measures is the implementation
of active noise control, first presented by Paul Leg in 1934. Advances in appropri-
ate low latency processing units required for active control over the last years and
the possibility of high-level programming have lowered the implementation costs for
realizing an active noise control system. On a truck, the air intake system is con-
nected to the rear wall of the cabin and the pressure pulsations inside the intake
system produce air borne noise in the cabin from the duct mouth and the duct wall.
Structure borne noise is transferred via the connections with the rear wall. The
cabin noise is today optimized with passive measures.

This master’s thesis is about the feasibility assessment and the implementation of
active noise control in the air intake system of a truck to optimize the cabin noise in
the frequency range 20 Hz to 350 Hz. To do so, the air intake system from a truck is
mounted on a aluminum rig to serve as experimental setup. A single channel feed-
forward NBFXLMS controller is proposed for the implementation. The controller
is implemented using a block-based LMS algorithm making the controller versatile
for possible future implementations both in time and frequency domain. Offline and
adaptive implementations are compared with measurements and virtual simulations
in Simulink. An investigation on the control loudspeaker limitations shows that the
loudspeaker used in the project cannot produce the sound pressure levels required
in the test conditions due to maximum consumed power and maximum excursion
limits. Due to the control loudspeaker limitations, final measurements were car-
ried out at lower sound pressure levels were the control loudspeaker operates within
it’s operating limits.The results show that an active control system is technically
possible to implement.

The obtained reduction for air borne sound at the inlet mouth and structure borne
vibrations transmitted to the aluminum rig is up to 15dB for sound pressure and
acceleration levels in the frequency range of interest at several truck driving condi-
tions. To be able to control the actual sound pressure levels in the air intake system
a new control loudspeaker study is suggested.

Keywords: ANC, active noise control, FXLMS, NBFXLMS, air intake, adaptive.
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1
Introduction

The cabin of a truck is a work place and drivers spend several hours at one stretch
inside the cabin [1]. Today the A-weighted sound pressure level in trucks are low
enough not to be harmful [2]. There is no immediate reason to reduce the sound
pressure levels further,but the need to be able to improve the overall impression
of the truck is still desirable to be able to keep a high standard of interior sound
quality inside the cabin. Sound quality is a mix of low or nonexistent noise levels
from truck components that the driver does not need acoustic feedback from, and
of well balanced and designed functional noise that helps the driver in his work.
Examples of functional noise for instance are the sound of the engine and the sound
of the activated engine brake. A schematic drawing of the air intake system is shown
in Figure 1.1.

Figure 1.1: Schematic drawing of the air intake.

Assuming that the air intake system of a truck is elastic, a time varying internal
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1. Introduction

pressure inside the duct will force the duct walls of the to vibrate, the vibrations
will cause the duct to start radiating noise to the back of the cabin, through the
cabin rear wall, into the cabin. The duct is fastened to the cabin wall with rubber
bushings and vibrations transferred from the inlet system to the bushings will excite
the cabin wall and cause it to radiate noise into the cabin. The inlet mouth is located
on the top of the cabin, pressure �uctuations inside the duct will cause an vibrating
air column to radiate noise at the inlet mouth into the cabin through the walls and
windows. If the pressure level inside the air intake system is lowered the noise level
inside the truck-cabin could be lowered.

This project is done in cooperation with Volvo Trucks with the aim to investigate
if it is technically possible to increase the insulation between a air intake system
and a cabin on a truck by using active noise control(ANC) on the trucks air intake
system. The project is limited to single channel control system controlling plane
waves which limits the frequency range of the controller. The control loudspeaker
provides a limitation in achievable sound pressure levels to be controlled.

2



2
Theory

2.1 Introduction to Active Noise Control

Passive approaches have traditionally been used to control sound pressure levels in
di�erent sound �elds. Passive approaches are suitable for absorbing mid and high
range frequencies but are expensive and impractical for controlling lower frequencies
due to the long wave lengths involved.

Active noise control strategies for controlling low frequency noise in a duct can be
implemented using one or several loudspeakers in an duct to achieve:

ˆ Local control

ˆ Global control

ˆ Minimize radiated sound power

ˆ Active impedance control

All of the above strategies can be implemented and designed using either a feed-
forward or a feedback system controller, see Figure 2.1. In feed-forward control the
wavefront is measured at the reference sensor processed and sent forward to the
control loudspeaker. In feedback control the wavefront is measured past the control
loudspeaker and then fed back to the control system. If a good reference signal can
be obtained feed-forward control is in general considered to be superior to a feedback
system. [3].

In this thesis a local feed-forward controller will be investigated. The purpose of
the control system is to control the sound �eld inside a duct close to and around
the position of the error microphone. The system must respond to the wave front
with a calculated destructive wave front in the duct before it passes by the control
loudspeaker location in the inlet system to cancel the disturbance.

3



2. Theory

(a) Feed-forward controller. (b) Feedback controller.

Figure 2.1: Feed-forward and feedback controller structure.

Local sound cancellation of low frequency sound in a duct is accomplished using the
principle of wave superposition [4]. If the sound in the duct is constant over the
whole cross-section of the duct, exception is the area around the control loudspeaker
and very close to the walls of the duct, the sound waves are said to be plane waves.
Plane waves in a duct appear at low frequencies as long as no cross modes have
been excited in the duct. The cut-o� frequency for plane wave propagation in a
duct can be approximated with equation 2.1, the wave length of the noise needs to
be approximately six times bigger then the diameter of the tube [5].

f cut � of f =
co

6dtube
; (2.1)

Cancellation of plane waves in a duct generated by a source, with a source strength
qp can be accomplished using a single control loudspeaker with source strengthqs.
If more complicated sound �elds are present a multiple loudspeaker approach is
required [4].

A two dimensional sound �eld created in a duct with two ideal sound sources can
be calculated with equations 2.2 and 2.3. Both sound sources are assumed to be
mounted on a in�nite ba�e generating plane waves only in a duct with a constant
cross sectionS. The primary sound source is located at positionx = 0 and the
secondary sound source is located atx = L. The sound pressure and density in the
enclosure are assumed to be small compared to their ambient values and the particle
velocity is assumed to be much lower than the speed of soundc0 [4].

pprimary (x) = qp

2S � 0c0e� jkx ej!t ; x > 0

pprimary (x) = qp

2S � 0c0ejkx ej!t ; x < 0
(2.2)

psecondary (x) = qp

2S � 0c0e� jk (x� L ) ; x > L

psecondary (x) = qp

2S � 0c0ejk (x� L ) ; x < L
(2.3)

4



2. Theory

Having the objective to cancel the sound pressure down the duct past the location
x > L in the duct the equations for the total sound pressure can be rewritten as a
super position of the two waves fronts in the duct:

Px>L =
� 0c0

2S

�
qpe� jkx + qse� jkx ejkL

�
= 0 (2.4)

The control loudspeaker in the duct could be used to cancel the sound pressure
generated by the primary source if the source strength of the control loudspeaker is
an exact copy of the primary noise with opposite phase and an frequency depending
phase shift according to equation 2.5 [6].

qs = � qpe� jkL (2.5)

Equation 2.5 is also called the feed forward control law and is the centre of feed
forward active noise control systems.

2.1.1 Single channel feed forward control in a duct

A single channel feed-forward controller can be implemented in either adaptive(online)
or non adaptive(o�ine) mode. In Figure 2.2 a block diagram for a o�ine feed-
forward control system in the frequency domain is shown.P(j! ) is the frequency
response of the primary path and is de�ned as

P(j! ) =
E(! )
X (! )

�
�
�
�
�
S(! )=0

(2.6)

with the secondary source turned o� so thatS(! ) = 0 . The output is then E(! ), the
frequency response at the error sensor and reference input isX (! ), the frequency
response at the reference sensor. The secondary path is the path from the reference
sensor trough the electronic control system, control loudspeaker and the physical
path between the control loudspeaker and the error microphone lumped together.
The frequency response of the secondary path,C(j! ), is de�ned as

C(j! ) =
E(! )
Y(! )

�
�
�
�
�
D (! )=0

(2.7)

with the primary source turned o� so that D(! ) = 0 . The output is the error sensor
signal E(! and the reference input isY(! ), the control �lter signal. Finally H (j! )
is the control �lter.

5



2. Theory

Figure 2.2: Block diagram for controlling sound in a duct in frequency domain.

To drive the error E(! ) to zero the control law to cancel the noise past the location
of the error microphone for the controllerH (j! ) can be calculated, assuming there is
no feedback from the control loudspeaker to the microphone or measurement noise,
to be:

H (j! ) = �
P(j! )
C(j! )

(2.8)

2.2 Least mean-square algorithm

A adaptive �lter can be described as a �lter that will adjust its coe�cients to reduce
the error so that the output of the �lter matches a desired output. The error is
formed by subtracting a desired output from the �ltered output. Figure 2.3 shows
a block diagram of a typical adaptive �ltering problem [7].

Figure 2.3: Block diagram showing a standard adaptive �ltering problem.

A common way to solve the adaptive �ltering problem is to adjust the �lter coef-
�cients so that the mean square error is minimized, By di�erentiating the instan-
taneous error with respect to the �lter coe�cients the LMS uses a estimate of the
gradient rather than the true gradient. The least mean square algorithm(LMS)
is the most commonly used algorithm for adjusting the coe�cients in a adaptive

6



2. Theory

linear �lter. The LMS is heavily used in active control due to its simplicity in im-
plementation and calculations [7]. A implementation of the LMS can be described
as following [3]. At each iteration,n, a new FIR �lter output is calculated as

y(n) = x(n)T h(n) (2.9)

wereh(n) is a FIR �lter with N coe�cients

h(n) = [ h0(n) h1(n) � � � hN � 1(n)]T (2.10)

and x(n) is the current and pastN values of the reference signal

x(n) = [ x(n) x(n � 1) � � � x(n � (N � 1))]T (2.11)

The error is the di�erence between the desired output and the actual output and is
obtained as

e(n) = d(n) � y(n) (2.12)

The �lter is then updated using the error function e(n), reference signalx(n) and
the convergence factor� .

h(n + 1) = h(n) + 2 � x (n)e(n) (2.13)

The rate of convergence is dependant on the convergence coe�cient also called step
size,� . The step size a�ects the obtainable mean square error and will determine the
convergence rate of the algorithm. The step size determines the ratio of how much
the actual error and in-signal(reference) a�ect the update of the �lter coe�cients. A
small step size value will result in slow converge and large step size value results in
fast convergence. Too large step size value will result in divergence of the algorithm
[8]. To improve the convergence rate a variable step size or normalisation of the
reference signal can be used. In the normalised LMS the �lter update equation
becomes

h(k + 1) = h(k) +
� n

 + x T (k)x (k)
e(k)x (k) (2.14)

were � n is a �xed convergenge factor with value0 < � n � 1,  is a small constant
added to avoid large step sizes whenx T (k)x (k) becomes small [9].
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2. Theory

2.2.1 Inverse �ltering

The LMS algorithm can be used to obtain an stable inverse �lter of a system in an
optimal way. This can be used for example to equalize the room gain on a recorded
signal.

Figure 2.4: Block diagram showing inverse �ltering.

A block diagram to obtain an inverse �lter, h(n), for a system represented with
the impulse response functionp(n) using the LMS algorithm is shown in Figure
2.4. To obtain a inverse �lter the reference signal to the LMS is �ltered with an
estimation of the system to obtain an inverse for. The delay, D, seen in Figure 2.4
is not necessary but will make the obtained inverse �lter stable whether the system
to obtain an inverse for is minimum phase or not. To check if the inverse function is
truly a inverse, convoluting the impulse response functionp(n) and the estimated
inverse impulse response function,h(n), should result in a delayed unit impulse in
the time domain.

2.2.2 System identi�cation

The LMS algorithm can also be used in modeling or identi�cation of an unknown
dynamic system. A block diagram to model a unknown system represented with the
impulse response,p(n), using the LMS algorithm is shown in Figure 2.5.

8



2. Theory

Figure 2.5: Block diagram showing system identi�cation.

2.2.3 Filtered-x LMS(FxLMS)

The FxLMS is a widely adopted type of LMS-algorithm used for feed-forward con-
trollers in active control. The FxLMS �lter can be implemented in both o�ine and
online mode. General properties of the FxLMS algorithm is that it is a robust al-
gorithm and relatively fast. It is robust to error in the estimated secondary paths
phase response up to90� . In the FxLMS the reference signal, x, is �ltered with
a �nite impulse response estimate of the secondary path before the �lter update
is carried out, therefore the name Filtered-x. This is done to compensate for the
existence of the secondary path [4].

2.2.3.1 O�ine FxLMS

The control �lter h(n) is calculated before being uploaded to the controller with a
training signal and known impulse responses for the primary path and the secondary
path, p̂ (n) and ĉ(n) using the block diagram in Figure 2.6. In the block diagram
for calculating the optimal �lter the measured secondary path is moved in front of
the controller to obtain the �ltered reference signal, this shift of transfer functions
blocks is allowed if the transfer functions are assumed to be linear and time invariant
[4].

9



2. Theory

Figure 2.6: O�ine controller calculations.

From the block diagram in 2.6 the error becomes

e(n) = d(n) � y(n) (2.15)

wered(n) is the signal after the reference signal has being convoluted with the �nite
impulse response of the primary path.f (n) is the "�ltered x", it is the convolution
of the reference signal with a �nite impulse response of the secondary path.f (n) =
xT (n)c(n). y(n) is the output from the control �lter h(n), y(n) = f T (n)h(n). The
�lter update can then be written as

h(n + 1) = h(n) + 2 � f (n)e(n) (2.16)

The control �lter obtained using the block diagram in 2.6 has a estimation of the
secondary path,ĉ(n), located before the control �lter which will return a inverse
estimate ofc(n) and a system identi�cation of p(n). After the �lter has converged
the �lter will be that of the control law in equation 2.8.

2.2.3.2 Online FxLMS

In adaptive or online mode there are some di�erences in the implementation of the
FxLMS from the o�ine. The control �lter h(n) is then adaptive and the physical
impulse responses of the primary path,p(n), and the secondary path,c(n), are
included in the controller update process. The primary path,p(n), can be unknown
but a estimation of the secondary path,c(n), needs to be known. In Figure 2.7 the
online FxLMS setup is shown. In the online implementation the psychical impulse
responsec(n) is a part of the algorithm, located after the control �lter. To obtain
the control law presented in 2.8 the FxLMS �lter update equation needs to have a
�ltered reference signal, that is the reference signal convoluted with the a estimate
of the secondary path,̂c(n), while the �ltering process of the reference signal going
trough the control �lter, h(n) and c(n) is independent of in which order the �ltering
is done. This is solved by updating the control �lter parallel to the �ltering process
as seen in Figure 2.7.
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Figure 2.7: Block diagram for FxLMS in online mode.

At each iteration, n the output from the control �lter is

y(n) = xT (n)h(n) (2.17)

The control source output,s(n) is the convolution of the �lter output y(n) and the
physical secondary pathc(n)

s(n) = yT (n)c(n) (2.18)

Another di�erence implementing the FxLMS online is that all summation signs
become addition, since transducers can only add signals. The signal from the error
microphone will now be

e(n) = d(n) + s(n) (2.19)

wered(n) is the generated disturbance after the source signal has being convoluted
with the primary path. Finally the �lter update can be written as

h(n + 1) = h(n) � 2�e (n)f (n) (2.20)

were f (n) is the �ltered reference signal, the reference signalx(n) convoluted with
estimate of the secondary path,̂c(n).

f (n) = xT (n)ĉ(n) (2.21)

11
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2.2.4 Feedback Neutralization

When a microphone is used as a reference sensor the microphone will pick up the
control signal coming from the control loudspeaker. This will introduce a feedback
path, F (j! ), in the system. Figure 2.2 from Section 2.1.1 is now extended to
include the feedback path and feedback compensation, see Figure 2.8. The frequency
response of the feedback path is modelled as

F (j! ) =
X (j! )
Y(j! )

�
�
�
�
�
R(j! )=0

(2.22)

were the primary source is turned o� makingR(! ) = 0 . The feedback path has the
same reference input as the secondary path,Y(! ) but the output is the reference
microphone signalX (! ). The feedback path can cause acoustic feedback if the gain
is high enough and can deteriorate the reference signal and can cause instability
in the control system. There are couple of solutions to this problem. One is to
use directional sensors and or directional control sources. Another solution is using
signal processing techniques. The feedback path is then estimated and removed
from the reference signal within the controller, see Figure 2.8.

Figure 2.8: Feedback compensation.

If the feedback path,F (j! ), is modelled accurately so that:F̂ (j! ) � � F (j! ), it is
possible to almost neutralize the feedback path. Feedback neutralization by adding
a second feedback loop within the controller itself can cause the system to become
unstable. The controller can be kept stable using this approach by ensuring the
gain of the controller does not exceeds unity gain, upholding the Nyquist stability
criterion.

2.2.5 Block based FxLMS

An alternative implementation of the sample by sample FxLMS is an block based
version of the algorithm. A block based least mean square schematic extends the
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controllers ability to �lter signals of in�nite lengths in both time and frequency-
domains, making it a very good experimental platform to build from. There are
mainly two methods used to support block based �ltering. These are Overlap-add
method and Overlap-save method see Figure 2.9. The method used in this report is
the Overlap-save method.

Figure 2.9: Overlap save method

The controllers �lter taps are updated after each collected block of data samples.
The size of each block, L, should be equal or more than the �lter tap length N. Some
of the past input samples need to be saved to be able to reuse them when performing
the �ltering operation on the next block. This is done by using a �dummy� vector
of length M-1 plus the size of the input data block-size. When the function is called
it is assumed that the M-1 �old� samples of the input are stored in the beginning
of the state vector. By then also adding the new input data to the same vector
we have one long vector which contain all data needed to produce the entire block
�ltered output.[8]

2.3 Delay

The electrical delay in the secondary path is a limiting factor in the system design
since it sets at limit on the distance between the reference microphone and the
control loudspeaker. In a feedforward controller causality constrain must be met for
random or non-periodic signals. Slowly varying periodic signals dont need to meet
this condition since the characteristics of one period are assumed to be su�ciently
similar to the period preceding it [3]. In order for the controller to react in time on
the signal measured at the reference microphone the time it takes sound to propagate
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from the reference microphone location to the error microphone location has to be
greater then the electrical delay in the secondary path, see Figure 2.10.

Figure 2.10: Delays in feed-forward controller.

The total electric delay in the secondary path consists of

� E = � X + � F + � T + � W (2.23)

were � X is the delay of the control loudspeaker,� F is the delay in the analog anti
aliasing and reconstruction �lters estimated by

� F = n=8f c (2.24)

were n is the �lter order and f c is the cut o� frequency [4], � T is the delay for
AD/DA conversion and one sample processing time and� W is the delay of the
digital controller. The causality constrain can now be formulated as

� A � � E (2.25)

were� E it the total electrical delay in the secondary path and� A is the acoustic delay
for the time it takes sound to propagate from the reference microphone location to
the error microphone location,� A = l i =c, were l i is the length between reference
microphone and the control loudspeaker [10].

It is known that � F and � T are the biggest contributors to the total electric delay in
the secondary path,� E . A faster sampling frequency,f s, will reduce both of these
delays. As the sampling frequency is raised, more samples will be needed to the
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cover the same response length in the impulse responses used to model the di�erent
paths in the controller. This creates a upper limit when choosing the sampling
frequency. A rule of thumb says ten times the highest frequency of interest is a good
compromise when choosingf s [3].

2.4 Signal analysis

The in�uence of the training signal used in the LMS-update process will be pre-
sented in this chapter. This chapter was used to analyze the di�erence in results
obtained from the o�ine and online controller. The transfer paths needed to cal-
culate the o�ine control �lter was measured using white noise and the calculations
were performed using a white noise training signal. In the online controller the
primary transfer path and control �lter was identi�ed and calculated respectively
using the provided test conditions. The test conditions are non-stationary with an
uneven frequency response.

Investigating the in�uence of the reference signal characteristics on the optimal
�lter h(n) in Figure 2.3 and its descent to the optimal value assume a sample based
criterion as an approximation of the variance of the error signale(n), wherex(n) is
the reference signal andd(n) is the desired output:

E[e(n)2] � =
1

N + 1

NX

n=0

e(n)2 =
1

N + 1

NX

n=0

(d(n) � hT x(n))2 (2.26)

The error function e(n) is a quadratic function where the minimum is obtained when
the gradient with respect to the control �lter h is zero as mentioned above. If the
signals in the system are ergodic the solution to the cross and auto spectrum will
be unique as seen in equation 2.27[8]. Ergodic signals must be stationary and time
invariant. The mean of ergodic signal can be calculated using the time average and
the auto-correlation of a ergodic signal is a function of how far apart two samples
are spaced.[11]. An example of a ergodic process is gaussian white noise.

lim
N ! 1

1
N + 1

R yy(N ) = � yy ;
lim

N ! 1
1

N + 1
R yx (N ) = � yx (2.27)

If the ergodic condition for the reference signal is meet and the reference signal auto
power spectrum is not zero in the desired frequency interval of control, the control
�lter will converge towards an optimal value:

lim
N ! 1

h(N ) = � � 1
yy � yx = hopt (2.28)
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The reference signal frequency spectrum also in�uence on the convergence towards
an optimal solution. By subtracting the optimal �lter h(n) in equation 2.13 from
the �lter update equation:

h(n) = h(n � 1) + 2� x(n)e(n) = (2.29)

h(n � 1) + 2� x(n)(d(n) � hT (n � 1)x(n)) = (2.30)

h(n � 1) + 2� x(n)(d(n) � xT (n)h(n � 1)) (2.31)

And taking the expected value of equation 2.31:

h(n) = h(n � 1) + 2� (� xy � � yyh(n � 1)) = ( I � 2� � yyh(n � 1)) (2.32)

The desired convergence to a zero error function will occur if the absolute value of
equation 2.32 is smaller then one. Hence the largest eigenvalue in the reference signal
limits the value that the step size parameter� can take to guarantee convergence
towards a optimal value. In the same way does the smallest eigenvalue of the
reference signal correspond to the slowest convergence rate and the convergence
rate is given by(1 � 2�� M ) [8].
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3
Methods

3.1 Test Conditions

The project was provided with 6 truck test conditions from Volvo to be used to
investigate the possibility for implementing active control. The test conditions are
6 di�erent sound pressure measurements recorded on a operating truck inside the
intermediate pipe of the air intake system, see table 3.1. The test conditions are
noise related to the regeneration process, engine brake and the compressor. Both
the regeneration process and the engine brake use the butter�y valve, see Figure 3.1,
which chokes the exhaust from the engine and by doing that increases the pressure
in the hot side of the engine. Choking the exhaust is bene�cial for the regeneration
process to burn diesel particles, it also increases the motor resistance that can be
used as a engine brake. The compressor, see Figure 3.1, gets clean air from the
air intake after it has gone trough the air �lter and thus radiates noise into the
exhaust.

Figure 3.1: Test conditions schematic overview.
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Table 3.1: Description of the six test conditions used in the study.

Signal name Description

Butter�y valve on
Engine brake on,

Truck coasting down in gear 7

Butter�y valve o�
Engine brake o�

Reference for Butter�y valve on
Truck coasting down in gear 7

Normal regeneration
Regeneration with Volvo's current

regeneration solution
Slow take o�, gear 5

New regeneration
Regeneration with Volvo's future

regeneration solution
Slow take o�, gear 5

No Regeneration
No regeneration

Reference for regeneration
Slow take o�, gear 5

Compressor
Compressor on until t=16.5 sec,

then compressor o�

After analyzing the frequency response of all the recorded test conditions in table
3.1, seen in appendix A a initial control interval was decided to be20 Hz to 350 Hz.
In this frequency range the energy levels are the highest for all the provided test
conditions.

3.2 Rig at Chalmers

A prestudy was undertaken on a small test rig at the department of technical Acous-
tics at Chalmers. This was done in order to get acquainted with how a active noise
controller can be implemented on a duct in di�erent frequency ranges.

3.2.1 Setup

The setup at Chalmers is a duct made from a folded50 mm in diameter PVC pipe
with a approximately cut-o� frequency for plane wave plane propagation at944 Hz,
see Figure 3.2.
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