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Abstract

The exponential growth in wireless systems require rapid prototyping of radio frequency circuits (RF) using computer-aided design (CAD) enabled models. Most of the RF circuits (e.g. switches, amplifiers, mixers, etc.) use transistors as their active component for a variety of key functions. This thesis deals with application-oriented empirical modeling of high electron mobility transistors (HEMTs) for RF switches and amplifiers.

Transistors used in switching and resistive mixer circuits are typically intrinsically symmetrical around the gate. Therefore, a symmetrical small-signal model is proposed, which mirrors the transistor behavior as its source and drain terminals are interchanged. The proposed model allows a significant reduction in the number of measurements required to extract the model parameters with a minimum compromise in accuracy. The proposed small-signal equivalent circuit is extended to create a symmetrical nonlinear transistor model. It is shown that only one current and one charge expression is sufficient to model the overall nonlinear characteristics of a symmetrical transistor. The method is demonstrated first with a GaAs transistor and then extended to a GaN device, where a new symmetrical nonlinear current model is proposed.

Transistors also show trapping effects caused by the capture of electrons (and holes) in energy levels within the bandgap. This deviates the high frequency operation of a transistor from its dc-IV characteristics. Therefore, a new model based on Shockley-Read-Hall (SRH) theory is presented to correctly model the trapping effects. The proposed model differentiates the trap potential and how the trapped electrons modulate the current in a transistor. Furthermore, high power transistors often have field-plates to relax peak electric-fields, which influence both the number and distribution of the trapped electrons. Therefore, the proposed model is also used to investigate the effect of field-plates on the trapping, showing an interesting trade-off between the trap potential and modulation of the current by the trapped electrons. The investigation also opens a scope to build a trap model scalable with respect to the field-plate dimensions in GaN HEMTs.

In this work, the modeling procedures, although exemplified using GaN and GaAs HEMTs for switches and amplifiers, can be applied equally well for other FET technologies e.g., Si, SiC, GaAs, InP, and other application areas e.g. mixers, oscillators. The work has shown that by incorporating physical information in the modeling, simpler models with improved accuracy can be developed which can reduce time-to-market for new products.

Keywords: HEMT, model, symmetry, trap, GaAs, GaN, nonlinear model, small-signal model, symmetrical model, trap model, field-plate.
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## Notations and Abbreviations

### Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_T$</td>
<td>Thermal model Parameter</td>
</tr>
<tr>
<td>$C_{ds}$</td>
<td>Intrinsic drain-source capacitance</td>
</tr>
<tr>
<td>$C_{gd}$</td>
<td>Intrinsic gate-drain capacitance</td>
</tr>
<tr>
<td>$C_{gs}$</td>
<td>Intrinsic gate-source capacitance</td>
</tr>
<tr>
<td>$C_m$</td>
<td>Intrinsic transcapacitance dependent on gate-source voltage for constant drain-source voltage</td>
</tr>
<tr>
<td>$C_{+m}$</td>
<td>Intrinsic transcapacitance dependent on gate-source voltage for constant gate-drain voltage</td>
</tr>
<tr>
<td>$C_{-m}$</td>
<td>Intrinsic transcapacitance dependent on gate-drain voltage for constant gate-source voltage</td>
</tr>
<tr>
<td>$C_{pd}$</td>
<td>Drain pad capacitance</td>
</tr>
<tr>
<td>$C_{pg}$</td>
<td>Gate pad capacitance</td>
</tr>
<tr>
<td>$C_T$</td>
<td>Trap capacitance in equivalent circuit model</td>
</tr>
<tr>
<td>$C_{th}$</td>
<td>Thermal sub-circuit capacitance</td>
</tr>
<tr>
<td>$E_A$</td>
<td>Energy level of acceptor type trap</td>
</tr>
<tr>
<td>$E_C$</td>
<td>Conduction band energy level</td>
</tr>
<tr>
<td>$E_V$</td>
<td>Valence band energy level</td>
</tr>
<tr>
<td>$FoM_{Johnson}$</td>
<td>Johnson’s figure of merit</td>
</tr>
<tr>
<td>$g_m$</td>
<td>Intrinsic transconductance dependent on gate-source voltage for constant drain-source voltage</td>
</tr>
<tr>
<td>$g_{+m}$</td>
<td>Intrinsic transconductance dependent on gate-source voltage for constant gate-drain voltage</td>
</tr>
<tr>
<td>$g_{-m}$</td>
<td>Intrinsic transconductance dependent on gate-drain voltage for constant gate-source voltage</td>
</tr>
<tr>
<td>$I_C$</td>
<td>Capture current</td>
</tr>
<tr>
<td>$I_{ds}$</td>
<td>Drain-source current</td>
</tr>
<tr>
<td>$I_{Core}^{ds}$</td>
<td>Core drain-source current with low trapping and thermal effect</td>
</tr>
<tr>
<td>$I_{Meas}^{ds}$</td>
<td>Measured drain-source current with low trapping and thermal effect</td>
</tr>
</tbody>
</table>
\( I_E \)  
Emission current

\( i_T \)  
Trap current

\( k_B \)  
Boltzmann Constant

\( L_d \)  
Drain inductance

\( L_g \)  
Gate inductance

\( L_s \)  
Source inductance

\( P_{in} \)  
Incident power

\( P_{refl} \)  
Reflected power

\( Q_d \)  
Drain charge expression

\( Q_{d}^{\text{sym}} \)  
Symmetrical drain charge expression

\( Q_g \)  
Gate charge expression

\( Q_{s}^{\text{sym}} \)  
Symmetrical source charge expression

\( R_{th} \)  
Thermal sub-circuit resistance

\( R_d \)  
Drain resistance

\( R_g \)  
Gate resistance

\( R_s \)  
Source resistance

\( T_A \)  
Ambient temperature

\( V_0 \)  
Maximum trap potential

\( V_{ds} \)  
Intrinsic drain-source voltage

\( v_{ds} \)  
RF intrinsic drain-source voltage

\( V_{DS} \)  
DC intrinsic drain-source voltage

\( V_{ds,(i)} \)  
Intrinsic in-pulse drain-source voltage

\( V_{ds,(q)} \)  
Intrinsic quiescent drain-source voltage

\( V_{dsc} \)  
Extrinsic drain-source voltage

\( V_{gd} \)  
Intrinsic gate-drain voltage

\( v_{gd} \)  
RF intrinsic gate-drain voltage

\( V_{GD} \)  
DC intrinsic gate-drain voltage

\( V_{gde} \)  
Extrinsic gate-drain voltage

\( V_{gs} \)  
Intrinsic gate-source voltage

\( v_{gs} \)  
RF intrinsic gate-source voltage

\( V_{GS} \)  
DC intrinsic gate-source voltage

\( V_{gs,(i)} \)  
Intrinsic in-pulse gate-source voltage

\( V_{gs,(q)} \)  
Intrinsic quiescent gate-source voltage

\( V_{gse} \)  
Extrinsic gate-source voltage

\( v_I \)  
Input potential to trap equivalent

\( v_T \)  
Trap potential in trap equivalent

\( V_{\text{Eff}} \)  
Effective trap potential

\( V_{T,(00)} \)  
Trap potential at \( V_{gs} = V_{ds} = 0 \) V

\( Y_{\text{int}} \)  
Intrinsic admittance matrix for small signal model

\( Y_{\text{sym}} \)  
Intrinsic admittance matrix for symmetrical small-signal model

\( \alpha \)  
Modulation factor

\( \epsilon \)  
Modeling error

\( \epsilon^- \)  
Modeling error contribution in negative \( V_{ds} \) region
$\epsilon^+$ Modeling error contribution in positive $V_{ds}$ region
$\tau$ Current source delay
$\omega_0$ Characteristic trap frequency

### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-DEG</td>
<td>2-Dimensional Electron Gas</td>
</tr>
<tr>
<td>ACPFR</td>
<td>Adjacent Channel Power Ratio</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
</tr>
<tr>
<td>BJT</td>
<td>Bipolar Junction Transistor</td>
</tr>
<tr>
<td>BPF</td>
<td>Band Pass Filter</td>
</tr>
<tr>
<td>BSIM</td>
<td>Berkeley Short-channel IGFET Model</td>
</tr>
<tr>
<td>BTE</td>
<td>Boltzmann Transport Equation</td>
</tr>
<tr>
<td>CAD</td>
<td>Computer Aided Design</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>DUT</td>
<td>Device Under Test</td>
</tr>
<tr>
<td>FET</td>
<td>Field Effect Transistor</td>
</tr>
<tr>
<td>FP</td>
<td>Field Plate</td>
</tr>
<tr>
<td>GaAs</td>
<td>Gallium Arsenide</td>
</tr>
<tr>
<td>GaN</td>
<td>Gallium Nitride</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>GSM</td>
<td>Global System for Mobile communications (originally Groupe Spécial Mobile)</td>
</tr>
<tr>
<td>HEMT</td>
<td>High Electron Mobility Transistor</td>
</tr>
<tr>
<td>IGFET</td>
<td>Insulated Gate Field Effect Transistor</td>
</tr>
<tr>
<td>InP</td>
<td>Indium Phosphide</td>
</tr>
<tr>
<td>LDMOS</td>
<td>Laterally Diffused Metal Oxide Semiconductor</td>
</tr>
<tr>
<td>LNA</td>
<td>Low Noise Amplifier</td>
</tr>
<tr>
<td>LSNA</td>
<td>Large Signal Network Analyzer</td>
</tr>
<tr>
<td>MESFET</td>
<td>MEtal Semiconductor Field Effect Transistor</td>
</tr>
<tr>
<td>mHEMT</td>
<td>Metamorphic High Electron Mobility Transistor</td>
</tr>
<tr>
<td>MOSFET</td>
<td>Metal Oxide Semiconductor Field Effect Transistor</td>
</tr>
<tr>
<td>NL</td>
<td>Nonlinear</td>
</tr>
<tr>
<td>PA</td>
<td>Power Amplifier</td>
</tr>
<tr>
<td>pHEMT</td>
<td>Pseudomorphic High Electron Mobility Transistor</td>
</tr>
<tr>
<td>PIV</td>
<td>Pulsed-IV</td>
</tr>
<tr>
<td>RADAR</td>
<td>Radio Detection And Ranging</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>SRH</td>
<td>Shockley-Read-Hall</td>
</tr>
<tr>
<td>VCCS</td>
<td>Voltage Controlled Current Source</td>
</tr>
<tr>
<td>VNA</td>
<td>Vector Network Analyzer</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

The United Nations resolution (A/HRC/32/L.20) “The promotion, protection and enjoyment of human rights on the Internet” adopted in June 27th, 2016 condemns internet access disruptions as a violation of human rights. Thus, the resolution seeks to make the internet (a global system of interconnected computer networks, where a part of the communication is wireless) a basic right for humans. The internet is but one, albeit prominent, of the various wireless systems existing in the world today. Other examples of wireless systems include TV/Radio broadcast, mobile communication, radio imaging and sensing, GPS navigation, Radars, atmospheric monitoring, etc. Many of these wireless systems have evolved from being a niche product to a product intended for mass market, leading to a multifold rise in the number of devices. A short time-to-market is crucial in large-volume production. This can be addressed with fast prototyping, quick testing, and first-time success for radio frequency (RF) circuit designs.

RF circuits usually contain a transceiver (or transmitter/recevier) as illustrated in Fig. 1.1. Most of the RF circuit blocks (marked in Fig. 1.1) use transistors as their active component for a variety of key functions, including the transformation of DC current to RF current (oscillation), the conversion of a signal at one frequency to another (multiplication, mixing), the redirection of a signal (switching), and the intensification and replication of a signal (amplification). Therefore, transistors often are a critical part of the circuit design. A computer-aided design (CAD) enabled transistor model with accurate prediction of its behavior allows designers to quickly test and optimize the circuit performance. This significantly reduces the number of design iterations required and shortens the turn-around time for fabricating the RF circuits.

More often than not, transistors operate as an amplifier or in a similar operating region. Therefore, more focus is given to model the transistors in such operating conditions as illustrated in Fig. 1.2. However, every model has its constraints and its validity can only be guaranteed within a certain range of e.g., bias points, frequencies, temperatures, or output power levels. Therefore, there is a need for the development of transistor models suited for their target applications.
1.1 Application oriented modeling

Modern micro- and millimeter-wave circuits use different transistor technologies depending on the requirements from the intended application. Gallium Arsenide (GaAs) pseudomorphic high electron mobility transistors (pHEMTs) have been extensively used for military, communication, automotive, instrumentation applications [1]. The heterostructure in the device allows the formation of 2-dimensional electron gas (2-DEG) as shown in Fig. 1.3. The 2-DEG enables higher mobility and saturation velocity due to confinement of electrons [2, 3]. Apart from the use in amplifier circuits, GaAs pHEMTs are also used for switching functions in power amplifier (PA) modules in cellular handsets [4]. Unlike PAs, transistors used in switches are often symmetrical around the gate as shown in Fig. 1.3. This physical symmetry can be used to simplify the modeling procedure for HEMTs and other symmetrical field-effect transistors e.g. GaAs metamorphic HEMTs (mHEMTs), MOSFETs, InP HEMTs etc., except power FETs with field-plates and non-FP devices, where the gate-drain separation is typically larger than the gate-source separation [5–9].

Apart from GaAs technology, GaN HEMTs offer a unique combination of high electron mobility and high breakdown electric field, which make them ideal for high-power RF applications [10–12]. The Johnson’s figure of merit \( (F_o M_{\text{Johnson}}) \) [13] which indicates the high-frequency performance of power devices, is significantly higher for GaN compared to GaAs, and other transistor technologies as summarized in Table 1.1. This makes GaN HEMTs a potential candidate for next generation base station transceivers, space, radar, electronic counter-measure applications, etc., [12,14–20]. However, GaN technology is constantly evolving to achieve better performance. The varying ma-
1.2. Transistor models for circuit simulation

Different kinds of transistor models are available depending on how they are derived. The majority of these are either physics-based models (e.g. [6,23–25]), surface potential-based compact models. (e.g. [26–28]), empirical models (e.g. [29–34]), table-based models (e.g. [35, 36]), or artificial neural network (ANN) based models (e.g. [37–40]). On one hand, physics-based and compact models require details about the transistor to be modeled which are not commonly available. On the other hand, table-based models suffer from interpolation and extrapolation issues, and ANN-based models do not provide insights as the neurons do not contain any useful information. Empirical models, however, have been widely used for modeling high frequency transistors due to their relative simplicity and correspondence to the physical operation of a device. Fig. 1.4 illustrates a use of an empirical current model to predict the current-voltage characteristics of a transistor. Empirical models provide a good balance between the amount of prior information and the number of parameters required to build the model. Therefore continuing the tradition, this thesis focuses on empirical modeling techniques for GaAs and GaN HEMTs.

---

Table 1.1: Johnson figure of merit for various semiconductor materials [10]

<table>
<thead>
<tr>
<th>Material</th>
<th>Si</th>
<th>GaAs</th>
<th>4H-SiC</th>
<th>GaN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breakdown electric field: $E_{br}$ (MV cm$^{-1}$)</td>
<td>0.3</td>
<td>0.4</td>
<td>3.0</td>
<td>3.3</td>
</tr>
<tr>
<td>Saturation velocity: $v_{sat}$ ($10^{7}$cm s$^{-1}$)</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2.5</td>
</tr>
<tr>
<td>Johnson’s figure of merit: $FoM_{Johnson}$</td>
<td>1</td>
<td>2.7</td>
<td>20</td>
<td>27.5</td>
</tr>
</tbody>
</table>

$FoM_{Johnson} = \frac{E_{br} v_{sat}}{2\pi}$ [13]; specified $FoM_{Johnson}$ values are relative to Si.
1.3 Contributions and outline of the thesis

The thesis begins with a discussion of the empirical small signal model in Chapter 2. First, the linear operation of a transistor is analyzed for the derivation of the small-signal model. The widely used small-signal transistor model and its parameter extraction process are briefly reviewed. Thereafter, the symmetry in the transistor used in switch circuits (and resistive mixers) is considered and utilized to build a symmetrical small-signal model as proposed in [Paper A]. This is followed by a corresponding simplification in the direct extraction procedure for the symmetrical model. In the end, a modified optimization based extraction is presented wherein the symmetry is used to improve the small signal extraction result for a symmetrical GaN HEMT as proposed in [Paper B].

Chapter 3 begins with a discussion on the nonlinear operation of a transistor. Thereafter, how to build a nonlinear model from the small-signal parameters is discussed. A number of available nonlinear current models are presented including a new current expression to model the symmetrical GaN HEMTs presented in [Paper C]. Further on, the use of one charge expression to model the reactive part of a symmetrical transistor as proposed in [Paper A] is also described. Thereafter, a number of model validation techniques are briefly reviewed.

Trapping effects in transistors are discussed in Chapter 4 with a focus on GaN HEMTs. A number of trap models including the proposed model in [Paper D] are presented outlining their strengths and weaknesses. An analysis of a field-plated GaN device using the proposed trap model is presented in [Paper E] in order to identify the parameters for scalable models.

Finally, Chapter 5 summarizes the important conclusions from the work presented in earlier chapters. It also provides recommendations on how the empirical models can be further improved for future research into micro- and millimeter-wave wireless technologies and utilized in developing next-generation wireless applications.
Chapter 2

Small-Signal FET Model
Linear Model and Parameter Extraction Techniques

Transistors are the building blocks for active microwave circuits like amplifiers, oscillators, mixers, frequency multipliers etc. The behavior of a transistor is inherently nonlinear. However, if the excitation is small enough, linear approximation can be used to define the operation of a transistor around an operating point (or bias point). This approximation can be modeled by an equivalent circuit consisting of linear elements like resistors, capacitors, inductors, voltage-controlled current sources (VCCSs), etc. The linear equivalent circuit is called the small-signal model. There are two important benefits of the small-signal models. First, the small-signal behavior can be easily measured by commonly available measurement setups like a vector network analyzer (VNA). This makes the availability of the measurements for the model extraction easy to obtain. Second, the small-signal model at different bias points forms a basis for the empirical nonlinear models, as will be described in Chapter 3. Moreover, the small-signal models are a good approximation for the transistor when used with small excitation. Therefore, they can be directly used to predict the transistor behavior in the design and analysis of applications like small-signal amplifiers, low-noise amplifiers, etc.

This chapter presents an overview of the small-signal model and its extraction procedure for a field-effect transistor (FET). The chapter begins with a brief discussion on the small-signal approximation of the transistor behavior and the derivation of the ideal small-signal model in Section 2.1. Thereafter, the widely used small-signal model and its extraction technique are discussed in Section 2.2 and 2.3, respectively. A brief discussion on the unique physical feature and operation of the symmetrical transistors is given in Section 2.4. In Section 2.5, a new symmetrical small-signal equivalent circuit is presented to model symmetrical devices. This is followed by a discussion on the required modification in the extraction procedure for the symmetrical model in Section 2.6.
2.1 FET operation under small excitations

A FET operates using a combination of a vertical and a horizontal electric field controlled by the gate-source and drain-source voltages respectively. The current flows from the drain to the source terminal when a drain-source voltage is applied. The current flows along a path called the channel as illustrated in Fig. 2.1. The physical thickness of the channel is fixed, but its electrical thickness is varied by the gate-source voltage. The channel conductivity is dependent on the electrical thickness [41]. Thus, a small change in the gate-source voltage causes a change in the channel conductivity leading to a large variation in the current flowing from the drain to source terminals. Although the channel properties depend on the FET technology, the transistor operation is more or less similar irrespective of the technology. Therefore, the small-signal models discussed in this chapter can be used for all FET transistor technologies.

![Illustration of the small-signal operation of a GaAs pHEMT. The small change in the gate-source voltage \(V_{gs}\) changes the number of carriers in the channel by \(q\) and the current flowing through the channel by \(i_{ds}\).](image)

The drain-source current through a transistor depends on both the applied gate-source and drain-source voltages. This current-voltage relationship can be safely assumed to be both continuous and infinitely differentiable and is defined by a function \(f : \mathbb{R}^2 \rightarrow \mathbb{R}\) as:

\[
I_{ds} (V_{gs}, V_{ds}) = f (V_{gs}, V_{ds})
\]  

(2.1)

The function \(f (V_{gs}, V_{ds})\) in (2.1) can be any function (linear or nonlinear) dependent on the two bias voltages. Taylor series expansion can be used to find the current and voltage relationship around an operating point \((V_{GS}, V_{DS})\) is given by

\[
I_{ds} (V_{gs}, V_{ds}) = f (V_{GS}, V_{DS}) + (V_{gs} - V_{GS}) \frac{\partial f (V_{gs}, V_{ds})}{\partial V_{gs}} \bigg|_{V_{GS},V_{DS}}
\]

\[
+ (V_{ds} - V_{DS}) \frac{\partial f (V_{gs}, V_{ds})}{\partial V_{ds}} \bigg|_{V_{GS},V_{DS}}
\]

\[
+ \frac{1}{2!} \left( (V_{gs} - V_{GS})^2 \frac{\partial^2 f (V_{gs}, V_{ds})}{\partial V_{gs}^2} \bigg|_{V_{GS},V_{DS}}
\]

\[
+ 2 (V_{gs} - V_{GS}) (V_{ds} - V_{DS}) \frac{\partial^2 f (V_{gs}, V_{ds})}{\partial V_{gs} \partial V_{ds}} \bigg|_{V_{GS},V_{DS}}
\]

\[
+ (V_{ds} - V_{DS})^2 \frac{\partial^2 f (V_{gs}, V_{ds})}{\partial V_{ds}^2} \bigg|_{V_{GS},V_{DS}} \right) + \cdots
\]  

(2.2)
The higher order terms in (2.2) can be neglected for small excitations. Therefore, the drain-source current $i_{ds}$ around any given DC operating point ($V_{GS}, V_{DS}$) can be approximated by a linear function as

$$i_{ds}(v_{gs}, v_{ds}) = I_{ds}(V_{gs}, V_{ds}) - f(V_{GS}, V_{DS})$$

$$= \frac{\partial f(V_{gs}, V_{ds})}{\partial V_{gs}}|_{V_{GS}, V_{DS}} (V_{gs} - V_{GS})$$

$$+ \frac{\partial f(V_{gs}, V_{ds})}{\partial V_{ds}}|_{V_{GS}, V_{DS}} (V_{ds} - V_{DS})$$

$$= g_m (V_{GS}, V_{DS}) \cdot v_{gs} + g_d (V_{GS}, V_{DS}) \cdot v_{ds} \tag{2.3a}$$

where $v_{gs} = V_{gs} - V_{GS}$ and $v_{ds} = V_{ds} - V_{DS}$. \tag{2.3b}

This gives a small-signal representation of the current expression with one current source ($g_m$) and conductance ($g_d$) at the operating point ($V_{GS}, V_{DS}$). The small-signal equivalent circuit for the drain-source current in (2.3a) is illustrated in Fig. 2.2.

![Figure 2.2: A FET where the drain-source current is represented by a nonlinear function $f(\bullet)$ (center) and an ideal small-signal representation (right). $i_{ds}$ is the net current flowing through the drain terminal.](image)

### Ideal transistor example

The analysis used to identify the small-signal expression for the drain-source current in (2.3) can also be used for the gate-source current to fully describe the two-port behavior. Therefore, a two port node admittance matrix can be built for an ideal transistor shown in Fig. 2.2 and is given by

$$\begin{bmatrix} i_{gs} \\ i_{ds} \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ g_m & g_d \end{bmatrix} \begin{bmatrix} v_{gs} \\ v_{ds} \end{bmatrix}. \tag{2.4}$$

The node admittance matrix ($Y_{\text{ideal}}^{\text{int}}$) in (2.4) is directly related to the scattering matrix parameters (S-parameters). The relation between node admittance matrix and S-parameters is given by [42]

$$S = (Y_0 + Y)^{-1} (Y_0 - Y) \tag{2.5}$$

where $S$ is the S-parameter matrix, $Y$ is the admittance matrix and $Y_0$ is the diagonal matrix of port admittances. The ease of measuring S-parameters at RF frequencies and their conversion using (2.5) allow the extraction of model parameters of the small-signal equivalent circuit using analytical techniques.


2.2 Commonly used small-signal model

The voltage-controlled current source shown in Fig. 2.2 is the most important element of the transistor model. The VCCS models the amplification or control of the RF signal flowing through a transistor. However, a transistor also consists of parasitics along with the VCCS which influence the electrical response. Therefore, the ideal model (see Fig. 2.2) is not sufficient to predict the electrical behavior of a transistor. Hence, an extensive equivalent circuit is considered to model the observed small-signal behavior at any operating point. The equivalent circuit consists of two parts: (a) intrinsic, and (b) extrinsic. The intrinsic part represents the active area of a transistor and the related parameters are bias-dependent in nature. The extrinsic part, however, denotes the connection to the active area and the related parameters are bias-independent in nature. In this section, the commonly used small-signal equivalent circuit for FETs is discussed.

2.2.1 Intrinsic small-signal model

A transistor channel in the active area is surrounded by many physical features which change the frequency response of the transistor. The channel itself is a collection of charges (electrons/holes) in the active layer (see Fig. 2.1). Therefore, capacitances $C_{gs}$ and $C_{gd}$ represent the formation of the channel (the VCCS and conductor shown in Fig. 2.2) in the active layer. A capacitor $C_{ds}$ represents the depletion region between the drain and source nodes. Fig. 2.3 illustrates a commonly used intrinsic model for a FET which is valid up to very high frequencies (e.g. up to 110 GHz in [43]). The transcapacitance $C_m$ models the delay in the response of the channel current to the gate-source voltage [21]. This model along with some variations has been extensively used in previous modeling and circuit design work [29, 43–56].

![Figure 2.3: The intrinsic small-signal FET model [43].](image)

The small-signal model shown in Fig. 2.3 is given by the intrinsic admittance relation between the small-signal gate-source and drain-source currents and voltages as

$$\begin{bmatrix} i_{gs} \\ i_{ds} \end{bmatrix} = \begin{bmatrix} Y_{gs} + Y_{gd} & -Y_{gd} \\ Y_{ds} + Y_{gd} & Y_{gd} \end{bmatrix} \begin{bmatrix} Y_{int} \\ v_{gs} \\ v_{ds} \end{bmatrix} \tag{2.6}$$
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where

\[ Y_{gs} = \frac{j\omega C_{gs}}{1 + j\omega C_{gs} R_i} \]  
\[ Y_{gd} = \frac{j\omega C_{gd}}{1 + j\omega C_{gd} R_j} \]  
\[ Y_{ds} = j\omega C_{ds} + g_{ds}. \]

The admittance relation in (2.6) is used to analytically calculate the values of the model parameters, and will be discussed later in Section 2.3.

Figure 2.4: The traditional small-signal model of a common source field-effect transistor containing 16 parameters and the extrinsic and intrinsic reference planes. The intrinsic part represents the active area and the extrinsic part represents the connection to the former.

2.2.2 Extrinsic parameters

The 16-parameter model illustrated in Fig. 2.4 shows both the intrinsic and extrinsic small-signal model parameters. The extrinsic parameters represent the connection from the external contacts (or probe pads) to the active intrinsic device. Several variations have been proposed for the extrinsic model. Some variation of the extrinsic network depends on the pad structure [44,53,57–59], whereas other variations depend on the package used in the transistor [60,61].

2.3 Small-signal model parameter extraction

The small-signal properties of a transistor can be directly measured using a vector network analyzer (VNA). The two-port admittance parameters can then be computed using (2.5), which are then used to extract the small-signal model parameters. There exists two different methods of extraction: (a) direct extraction and (b) optimizer based extraction, which are briefly explained in this section.

2.3.1 Direct Extraction

The direct extraction method is based on the direct determination of a parameter value at a specific frequency or an averaged value over a frequency
range [59]. The method uses reverse analytical calculations to obtain the model parameter values from the admittance parameters [43,44,62,63], where the latter can be directly obtained from the measured S-parameters using (2.5). In this method first the extrinsic parameters are extracted and de-embedded, followed by the extraction of the bias-dependent intrinsic parameters.

**Extrinsic parameters**

The extrinsic parameters need to be extracted and deembedded from the measurements in order to get the behavior of the intrinsic device. The direct extraction technique uses cold-FET (zero drain-source voltage) measurements under two sets of conditions [43,44,59,64,65]. The two chosen conditions enable simplification of the small-signal equivalent circuit models as shown in the Fig. 2.5. The subthreshold condition is used to determine the pad-capacitances \( C_{pg} \) and \( C_{pd} \), whereas, the forward gate bias condition is used to determine other extrinsic parameters shown in Fig. 2.4.

![Small-signal equivalent circuit](image)

Figure 2.5: Small-signal equivalent circuit in the subthreshold condition \( V_{ds} = 0 \text{ V}, V_{gs} \ll V_{\text{threshold}} \) (top) used for the gate and drain pad capacitances extraction and the forward gate bias condition \( V_{ds} = 0 \text{ V}, V_{gs} \gg 0 \text{ V} \) (bottom) used for the extraction of other extrinsic parameters.

By first extracting the extrinsic parameters allows their effect to be deembedded from the network response of the intrinsic device [44]. The deembedding of extrinsic parameters shifts of reference plane from the extrinsic nodes to the intrinsic nodes as illustrated in Fig. 2.4.

**Intrinsic parameters**

The intrinsic parameters of the commonly used small-signal model (see Fig. 2.3) are extracted directly from the deembedded network response using the admittance relation of the equivalent circuit [43]. The effect of the intrinsic parameters \( R_i \) and \( R_j \) mainly appear at very high frequencies, and therefore they are often neglected [50]. The admittance relation \( Y_{\text{int}} \) in (2.6) therefore
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gets simplified to

$$Y_{\text{int}} = \begin{bmatrix}
  j\omega (C_{gs} + C_{gd}) & -j\omega C_{gd} \\
g_m + j\omega (C_m - C_{gd}) & g_{ds} + j\omega (C_{ds} + C_{gd})
\end{bmatrix}. \quad (2.8)$$

The parameter values are calculated using the reverse analytical technique at each of the measured bias points, and will be later used to build a nonlinear model in Chapter 3.

2.3.2 Optimizer based extraction

While the direct extraction method is extensively used, higher modeling consistency can be achieved by optimizer based extraction methods [66–72]. A robust model parameter extraction and sequential model building method is presented in [67], where the model is built from a basic structure. The parameter extraction technique in [68] is based on optimization with bidirectional search with multiplane (extrinsic and intrinsic reference planes shown in Fig. 2.4) data fitting. Some methods use decomposition based optimization, where a new set of linearly independent artificial parameters are created from existing ones to extract weaker dependencies [69–72]. In [70–72], a sequential single parameter optimization technique is used which is robust against local minima. The optimization order for the sequential single parameter optimization technique is determined by the relative influence of the model parameters on the error function being minimized.

2.4 Symmetry in device and operation

The first field-effect transistor developed in 1952 by Shockley was symmetric around the gate [73]. The gate in the transistor is equidistant from the drain and source terminals as illustrated in Fig. 2.6. Commonly available transistors today continue to be symmetrical, except for the transistors used for high power applications [6, 74]. The benefit of the symmetry is that the transistor remains the same even when its drain and source terminals are interchanged. Although such transistors can be used in all of the circuit blocks illustrated in Fig. 1.1, switches and resistive mixers are the applications where the symmetry best can be utilized to simplify modeling and parameter extraction [49].

![Figure 2.6: An illustration of symmetry in GaAs pHEMTs typically used in switch (and resistive mixer) circuits.](image)

Fig. 2.7 shows an illustration of a FET operating in shunt configuration in a switch and a resistive mixer. Transistors used in switch and resistive mixer circuits are biased at zero volt at the drain ($V_{DS} = 0 \text{V}$) [75–79]. Therefore, the RF swing present in the drain terminal drives $V_{ds}$ to both the positive and
negative values over an RF cycle as illustrated in Fig. 1.2. Many models do not consider the operation in the negative $V_{ds}$ region, and therefore can not be used to design circuits (e.g. [29,80,81]). However, some models do consider the operation in the negative $V_{ds}$ region (e.g. [49,82]). The available symmetrical models simply mirror the nonlinear current expression from the positive to the negative $V_{ds}$ region and they are discussed in Chapter 3. However the small-signal model used for the transistors, which has more or less remained the same since it was first reported in [83], can be simplified using the symmetry [Paper A].

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure.png}
\caption{A FET operating in shunt configuration in a switch application.}
\end{figure}

\section{Symmetrical intrinsic model}

For a symmetrical device, the symmetry is observed along the gate as illustrated in Fig. 2.6. Hence for a three-terminal device, the two independent voltage set ($V_{gs}$, $V_{ds}$) does not make the use of the inherent symmetries and makes it difficult to simplify the model. The symmetry of a FET can be utilized by the selection of ($V_{gs}$, $V_{gd}$) as a set of two independent voltages, since the drain and source terminals are equivalent and mirror to each other [49]. Therefore, one can expect to see symmetries when the drain and source terminal are mirrored i.e. $V_{gs}$ and $V_{gd}$ are interchanged. To illustrate the symmetry in ($V_{gs}$, $V_{gd}$) bias grid, the measured drain-source current contours are shown in Fig. 2.8. The inverted symmetry between the upper left ($V_{gs} > V_{gd}$ or $V_{ds} > 0\ \text{V}$) and lower right ($V_{gs} < V_{gd}$ or $V_{ds} < 0\ \text{V}$) regions in $I_{ds}$ clearly shows the benefit of using the symmetrical bias grid.

In ($V_{gs}$, $V_{gd}$) control voltage set, the intrinsic parameters like ($C_{gs}$, $C_{gd}$) and ($R_i$, $R_j$) in Fig. 2.3 are interchanged whenever the drain and source terminal (or $V_{gs}$ and $V_{gd}$) are interchanged. Furthermore, the control voltage must be taken across $C_{gs}$ as well as $C_{gd}$ in order to preserve the symmetry in the VCCS. Therefore, the current source $g_m$ (see Fig. 2.3) is divided into two independent VCCS controlled by $v_{gs}$ and $v_{gd}$ respectively as [Paper A]

\begin{align*}
  i_{ds}^+ &= g_m^+ \cdot v_{gs} \\
  i_{ds}^- &= g_m^- \cdot v_{gd}
\end{align*}

\begin{align*}
  g_m^+ &= \left. \frac{\partial I_{ds}}{\partial V_{gs}} \right|_{V_{gd}=\text{const}} \quad (2.10a) \\
  g_m^- &= -\left. \frac{\partial I_{ds}}{\partial V_{gd}} \right|_{V_{gs}=\text{const}}.
\end{align*}
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Thus, $g_{m+}$ and $g_{m-}$ line up with the symmetry of the device observed in the $(V_{gs}, V_{gd})$ bias grid, see Fig. 2.8. Moreover, since the FET is a three terminal device, the two current-sources $i_{ds}^+$ and $i_{ds}^-$ are sufficient to model the small-signal resistive current, thereby making $g_{ds}$ redundant. The same reasoning is applied to $C_m$ and $C_{ds}$, which are replaced by $C_{m+}^+$ and $C_{m-}^-$ to build the symmetrical small-signal model shown in Fig. 2.9 [Paper A]. Thus in the new model, all the intrinsic parameters exist in pairs and their derivatives align to the set of control voltages ($V_{gs}$, $V_{gd}$).

For the symmetrical equivalent circuit shown in Fig. 2.9, the admittance relation is given by

$$Y_{\text{sym int}} = \begin{bmatrix} j\omega(C_{gs} + C_{gd}) & \frac{j\omega(C_{gs} + C_{gd})}{2} & -j\omega C_{gd} \\ j\omega(C_{m+}^+ - C_{gd} + C_{m-}^-) + g_{m+}^+ - g_{m-}^- & j\omega(C_{gd} + C_{m+}^- + C_{m-}^+) + g_{m+}^- \\ -j\omega C_{gd} & j\omega(C_{gd} + C_{m+}^- + C_{m-}^+) + g_{m+}^- \\ \end{bmatrix}$$

(2.11)

where $R_i$ and $R_f$ are neglected since their effects appear mainly at higher frequencies [50]. The equivalent circuit model in Fig. 2.3 and Fig. 2.9 represent the same active area, therefore, (2.8) and (2.11) give the relation between the
model parameters according to

\begin{align}
  g_m^- &= g_{ds} \quad (2.12a) \\
  g_m^+ &= g_{ds} + g_m \quad (2.12b) \\
  C_m^- &= C_{ds} \quad (2.12c) \\
  C_m^+ &= C_{ds} + C_m. \quad (2.12d)
\end{align}

Thus, the proposed model parameters can be directly calculated from the existing model parameters.

2.6 Extraction of symmetrical intrinsic model

Symmetry in the device and the equivalent circuit model, shown in Fig. 2.6 and 2.9 respectively, also simplifies the parameter extraction procedure. The procedure using direct and optimizer based extraction is briefly explained in this section.

2.6.1 Direct extraction

The extraction of the symmetrical model parameters follows similar procedure as described in Section 2.2.2. As discussed in the previous section, the interchange of the drain and source terminals mirrors \( C_{gs} \) and \( C_{gd} \) as shown in Fig. 2.10. The extracted \( g_m \) (and \( C_m \)) of the existing model shown in Fig. 2.10 also exhibits an inverted symmetry similar to the current contours (see Fig. 2.8). However, \( C_{ds} \) (and \( g_{ds} \)) does not exhibit any feature related to the symmetry of the device.

The extracted symmetrical model parameters are shown in Fig. 2.11. It is evident that each of these parameters appear in pairs and are mirrors to each other along \( V_{ds} = 0 \) V. Thus, the parameters of the proposed model can be mirrored whenever the drain and source terminals (or \( V_{gd} \) and \( V_{gs} \)) are interchanged. This essentially means that either the number of required measurement points or the number of parameters to be extracted can effectively be halved.

2.6.2 Optimizer based extraction

The advantages of the symmetrical intrinsic model are exploited using the optimization based parameters extraction technique in [70–72]. The intrinsic parameters at any bias point \( (V_{gs} = x, \ V_{gd} = y) \) are optimized together with its mirrored bias point \( (V_{gs} = y, \ V_{gd} = x) \) [Paper B]. The error function being minimized in the optimization process has contributions from both the regions with equal weights. Due to the symmetry, only four of the eight intrinsic parameters of the symmetrical model are extracted for a commercial GaN HEMT in [Paper B]. The modeling error \( (\epsilon) \) defined as

\[
\epsilon = \sum_{j=1}^{2} \sum_{k=1}^{2} \frac{1}{\max |S_{jk}|} \sum_{i=1}^{N} \left| S_{jk}(\omega_i) - S_{jk}^{mod}(\omega_i) \right|^2
\]  

(2.13)
is compared for the direct and optimizer based extraction for the symmetrical model. Fig. 2.12 shows an overall improvement in the modeling error is achieved when the symmetry is used to simplify the model parameter extraction procedure.

2.7 Summary

This chapter has concentrated on the small-signal transistor model and its extraction procedure. It is shown that the small-signal equivalent circuit model can be simplified to reflect the symmetry of the device. The simplification allows a reduction in the number of measurements required or the intrinsic parameters to be extracted by half, while increasing the accuracy of the model for a symmetrical device.
Figure 2.11: The bias dependence of the extracted symmetrical intrinsic model parameters (a) $g_m$ (or $g_{ds}$) (mS), (b) $g_m^+$ (mS), (c) $C_m^-$ (or $C_{ds}$) (fF), and (d) $C_m^+$ (fF) for the commercial GaAs HEMT used in [Paper A]. The parameters $C_{gs}$ and $C_{gd}$ are shown in Fig. 2.10.

Figure 2.12: The modeling error $\epsilon$ given by (2.13) for the direct extraction (left) and the modified optimizer based extraction (right) for the GaN DUT used in [Paper B]. $V_{gsE}$ and $V_{gdE}$ are the gate-source and gate-drain voltages measured at the extrinsic plane of references.
Chapter 3

Nonlinear Transistor Model

Bias-Dependent Current and Charge Relations

It has been discussed in the previous chapter that the transistor operation around an operating point can be approximated by a linear expression. However, the approximation requires the excitation signal to be small enough to neglect the higher order derivatives in (2.2). Beyond that range of excitation, the operation of a transistor is nonlinear due to its inherent physical behavior. While it may seem that the nonlinear behavior of a transistor is unnecessary and must be minimized, it is of utmost importance in circuits like mixers and frequency multipliers. Furthermore, modern communication systems use advanced modulation schemes which require accurate nonlinear models to predict the output signals of a transistor.

This chapter presents an overview of the nonlinear transistor models and their extraction procedure. The chapter begins with a brief explanation on the source of nonlinear behavior of a field effect transistor in Section 3.1. This is followed by a discussion on building a nonlinear current model based on the extracted small-signal parameters in Section 3.2. Some of the existing current models for GaAs and GaN HEMTs will also be presented in this section. In Section 3.3, a brief discussion is presented on how to model the charge to correctly predict the reactive currents in a transistor. It is also shown that modeling a single charge expression is sufficient to predict the reactive currents in a symmetrical transistor. This is followed by a brief description of a self-heating model in Section 3.4. Furthermore, different measurements used for the model validation is presented in Section 3.5.

3.1 Transistor operation and source of nonlinearity

The operation of a FET as explained in Chapter 2 gives a simplified operation under small excitation signals. However, FETs are nonlinear electrical devices and the origin of their nonlinear behavior is illustrated for a junction-FET operation shown in Fig. 3.1 [41]. The channel is kept fully open by grounding the gate-source voltage ($V_{gs}$) (for depletion-mode transistors). $I_{ds}$ is low for small values of $V_{ds}$, therefore the thickness of the depletion region near the
source and drain are similar as illustrated in Fig. 3.1. With an increase in the current, the voltage $V_x$ near the drain end of the channel is larger than the voltage at the source end. Since the depletion region depends on the gate-to-channel potential, the shape of the depletion region changes as illustrated in Fig. 3.2(a). With an increase in the applied $V_{ds}$, the depletion region widens, intruding the channel near the drain end. Thus, the effective channel area is constricted as shown in Fig. 3.2(a). With further increase in the drain-source bias, the channel gets completely encroached as shown in Fig. 3.2(b). In this situation, the current through the channel cannot increase and gets saturated. The electrons from the channel are swept away towards the drain by the electric field-present in the depletion region.

From the brief description present above, the observed current-voltage (IV) behavior of a transistor is obviously nonlinear. The estimation of the IV relationship of a FET under nonlinear operation is often simplified by assuming
that the saturation current beyond pinch-off\(^1\) remains fairly constant. The *Gradual channel approximation* (GCA) is used to calculate the current-voltage relationship until the full constriction of the channel at the drain end \([73]\). According to the GCA, it is required that the rate of variation of the lateral field along the channel must be smaller than the rate of variation of the vertical field, and the change in channel potential must be gradual as a function of position. While the GCA is a good starting point, many of the modern FETs have extremely short channel lengths, and therefore, the aforementioned requirement is often not met. Hence, empirical methods are used to model the IV-characteristics.

### 3.2 Nonlinear current model

The nonlinear expression for the current is directly related to the small-signal parameters according to (2.3a). Therefore, the bias-dependent behavior of the parameters is utilized to build the nonlinear empirical expressions for the resistive part of the drain-source current \((I_{ds})\) according to

\[
\frac{\partial I_{ds}(V_{gs},V_{ds})}{\partial V_{gs}} \bigg|_{V_{GS},V_{DS}} = g_m(V_{GS},V_{DS}) \quad (3.1a)
\]

\[
\frac{\partial I_{ds}(V_{gs},V_{ds})}{\partial V_{ds}} \bigg|_{V_{GS},V_{DS}} = g_{ds}(V_{GS},V_{DS}). \quad (3.1b)
\]

Referring back to Chapter 2 for symmetrical transistors, the drain-source current is related to the derivatives in (2.10) according to

\[
\frac{\partial I_{ds}(V_{gs},V_{gd})}{\partial V_{gs}} \bigg|_{V_{GS},V_{GD}} = g_m^+(V_{GS},V_{GD}) \quad (3.2a)
\]

\[
\frac{\partial I_{ds}(V_{gs},V_{gd})}{\partial V_{gd}} \bigg|_{V_{GS},V_{GD}} = -g_m^-(V_{GS},V_{GD}). \quad (3.2b)
\]

Therefore, the current model shall be such that its derivatives should fit the extracted small-signal parameters according to (3.1) or (3.2).

A number of empirical current expressions are available to model the nonlinear drain-source current. The models are dependent on the transistor technology and observed IV-characteristics. Some of them are discussed below.

#### Curtice quadratic model

This is one of the first MESFET current model suggested by Curtice [45]. The current expression is given by

\[
I_{ds} = \begin{cases} 
\beta_1 (V_{gs} - V_{T0})^2 (1 + \lambda V_{ds}) \tanh(\alpha V_{ds}) & \text{if } V_{ds} > 0, (V_{gs} - V_{T0}) > 0 \\
\beta_1 (V_{gs} - V_{T0})^2 (1 + \lambda V_{ds}) \tanh(\alpha V_{ds}) & \text{if } V_{ds} < 0, (V_{gd} - V_{T0}) > 0 \\
0 & \text{otherwise}
\end{cases}
\quad (3.3)
\]

\(^1\)Pinch-off denotes the constriction of the channel by the depletion region.
The model is quite simple with only four parameters. However, it is not possible to achieve a good fit to the device behavior as the transconductance \( g_m \) predicted by the model has an unrealistic linearly increasing behavior as shown in Fig. 3.3.

**Curtice cubic model**

The cubic model by Curtice is an improvement to the quadratic model for MESFETs [46]. Similar to the previous case, this model is also simple with a better transconductance behavior compared to the quadratic model. However, there is an unrealistic negative transconductance below the threshold voltage predicted by the model as shown in Fig. 3.3. The drain-source current is given by

\[
I_{ds} = \begin{cases} 
(A_0 + A_1 V_1 + A_2 V_1^2 + A_3 V_1^3) \tanh(\gamma V_{ds}) & \text{if } V_{ds} \geq 0 \\
0 & \text{if } V_{ds} < 0 
\end{cases}
\]  

(3.4a)

where \( V_1 = V_{gs} \left[ 1 + \beta (V_{dso} - V_{ds}) \right] \).

\[
V_p = V_{p0} + \gamma V_{ds}. 
\]  

(3.4b)

**Materka model**

The Materka model is also designed for MESFETs [85] and is given by

\[
I_{ds} = I_{ds} \left( 1 - \frac{V_{gs}}{V_p} \right)^2 \tanh \left( \frac{\alpha V_{ds}}{V_{gs} - V_p} \right) 
\]  

(3.5a)

\[
V_p = V_{p0} + \gamma V_{ds}. 
\]  

(3.5b)

The model also shows difficulties in modeling the transconductance similar to the Curtice models as illustrated in Fig. 3.3.
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Modified Materka model

The modified Materka model is also designed for MESFETs [86] and is given by
\[ I_{ds} = I_{dss} \left( 1 + S_S \frac{V_{ds}}{I_{dss}} \right) \left( 1 - \frac{V_{gs}}{V_{po} + \gamma V_{ds}} \right)^{(E+K_E V_{gs})} \cdot \tanh \left[ \frac{S_L V_{ds}}{I_{dss} (1 - K - g V_{gs})} \right]. \] (3.6)

The model has significantly improved performance above the threshold voltage as shown in Fig. 3.3. However, the transconductance is not real below threshold voltage due to the presence of logarithmic term with the argument \([1 - V_{gs}/(V_{po} + \gamma V_{ds})]\) in the derivative of the current expression.

Statz/Raytheon model

The Statz/Raytheon model in [87] is a MESFET model where the hyperbolic tangent function on \(V_{ds}\) is not used unlike the previously shown current expressions. It was proposed to save computation time. However, this feature is not so important today when there is a significant improvement in the computational capacity. The model current is given by
\[ I_{ds} = \begin{cases} \frac{\beta (V_{gs} - V_T)^2}{1 + \delta (V_{gs} - V_T)} \left[ 1 - \left( 1 - \frac{a V_{ds}}{3} \right)^3 \right] (1 + \lambda V_{ds}) & \text{if } 0 < V_{ds} < 3/\alpha \\ \frac{\beta (V_{gs} - V_T)^2}{1 + \delta (V_{gs} - V_T)} (1 + \lambda V_{ds}) & \text{if } V_{ds} \geq 3/\alpha \end{cases}. \] (3.7)

The proposed model is simple and has only five parameters. The transconductance in Statz/Raytheon model similar to previously described models is unrealistic as shown in Fig. 3.3.

The TriQuint's Own Model (TOM) is a variation of the Statz/Raytheon model wherein the exponent in the square-law term \((V_{gs} - V_T)^2\) is changed to an adjustable model parameter [88, 89]. The current expression is given by
\[ I_{ds} = \begin{cases} I_d \left[ 1 - \left( 1 - \frac{a V_{ds}}{3} \right)^3 \right] (1 + \lambda V_{ds}) & \text{if } 0 < V_{ds} < 3/\alpha \\ I_d & \text{if } V_{ds} \geq 3/\alpha \end{cases} \] (3.8a)
\[ I_d = \frac{\beta (V_{gs} - V_T)^Q}{1 + \delta V_{ds}/\beta (V_{gs} - V_T)}. \] (3.8b)

The TOM model, similar to the Statz/Raytheon model, has issues around the threshold voltage which is clearly shown in Fig. 3.3.
Tajima model

The Tajima model uses an exponential function instead of the tangent hyperbolic function \[90\]. The current is defined as

\[ I_{ds} = I_{d1}I_{d2} \] (3.9a)

\[ I_{d1} = \frac{1}{k} \left[ 1 + \frac{V_{gs}}{V_p} - \frac{1}{m} + \frac{1}{m} \exp \left\{ -m \left( 1 + \frac{V_{gs}}{V_p} \right) \right\} \right] \] (3.9b)

\[ I_{d2} = I_{dsp} \left[ 1 - \exp \left\{ -\frac{V_{ds}}{V_{dss}} - a \left( \frac{V_{ds}}{V_{dss}} \right)^2 - b \left( \frac{V_{ds}}{V_{dss}} \right)^3 \right\} \right] \] (3.9c)

\[ k = 1 - \frac{1}{m} [1 - \exp(-m)] \] (3.9d)

\[ V_p = V_{po} + pV_{ds} + V_\phi \] (3.9e)

\[ V'_{gs} = V_{gs} - V_\phi \] (3.9f)

The model has similar features like the Curtice Cubic model. The transconductance becomes negative below the threshold voltage as shown in Fig. 3.3.

Chalmers model

The Chalmers model is one of the first empirical models able to predict the transistor performance for a wide range of operation \[29\]. The model in its simplest form is expressed as

\[ I_{ds} = I_{pk} \left[ 1 + \tanh(\psi) \right] (1 + \lambda V_{ds}) \tanh(\alpha V_{ds}) \] (3.10a)

\[ \psi = \sum_{n=1}^{N} P_n (V_{gs} - V_{pk})^n \] (3.10b)

The Chalmers model does not have any strange behavior (e.g. negative or complex transconductance) as observed in the previously discussed models, see Fig. 3.3. Over the years, the model has also been improved for higher accuracy by including higher order terms in \( \psi \), and \( V_{ds} \) dependence on the shift of the peak of the maximum transconductance \( (V_{pk}) \) \[80, 91\]. The model has been extensively used for GaAs, SiC (Silicon Carbide), InP (Indium Phosphide), GaN MESFETs and HEMTs. The Chalmers model is also developed for the symmetrical transistors, where the current expression is also valid for the negative \( V_{ds} \) region \[82\].

Yhland model

Another symmetrical model was reported by Yhland et. al. \[49\] targeting the resistive mixer operation regime. The model is based on the assumption that the intrinsic transistor is symmetrical around the gate with respect to the source and drain. Unlike previously described models, the drain-source current in \[49\] is a function of the gate-source and gate-drain voltages. The current expression is given by

\[ I_{ds} = g \left[ f_1 \left( U_{gd}^+, U_{gs}^+ \right) f_2 \left( V_{gs} - V_{gd} \right) - f_1 \left( U_{gs}^-, U_{gd}^- \right) f_2 \left( V_{gd} - V_{gs} \right) \right] \] (3.11)
where
\[ f_1(x, y) = [1 + ax] \left[ 1 - \tanh \left( e^{-b(y+c)} \right) \right] \]  
(3.12a)
\[ f_2(z) = 1 - \tanh \left( e^{-dz} \right). \]  
(3.12b)

The first part of (3.11) dominates for \( V_{ds} > 0 \) V, whereas the second part dominates for \( V_{ds} < 0 \) V. \((U_{gd}^+, U_{gs}^+)) and \((U_{gd}^-, U_{gs}^-)\) define the coordinate system rotated by the angle \( \phi \) relative to the \((V_{gd}, V_{gs})\) coordinate system in the counter-clockwise and clockwise directions respectively, as
\[
\begin{bmatrix}
    U_{gd}^+ \\
    U_{gs}^+
\end{bmatrix} =
\begin{bmatrix}
    \cos(\phi) & \sin(\phi) \\
    -\sin(\phi) & \cos(\phi)
\end{bmatrix}
\begin{bmatrix}
    V_{gd} \\
    V_{gs}
\end{bmatrix},
\]  
(3.13a)
\[
\begin{bmatrix}
    U_{gd}^- \\
    U_{gs}^-
\end{bmatrix} =
\begin{bmatrix}
    \cos(\phi) & -\sin(\phi) \\
    \sin(\phi) & \cos(\phi)
\end{bmatrix}
\begin{bmatrix}
    V_{gd} \\
    V_{gs}
\end{bmatrix}.
\]  
(3.13b)

The model in [49] is used for modeling the symmetrical GaAs HEMT in [Paper A]. The agreement between the measured and modeled IV-characteristics is shown in Fig. 3.4(a) and the contour plot in \((V_{gd}, V_{gs})\) coordinate system is shown in Fig. 3.4(b).

Figure 3.4: Yhland symmetrical current model for the GaAs DUT showing (a) comparison of measured(marker) versus modeled(-) I-V characteristics, (b) contour plot of \( I_{ds} \) with constant \( V_{gs} \) sweeps in the left figure drawn in corresponding colors in the extrinsic bias grid [Paper A].

**Fager model**

The current model in Fager et. al. [81] has been developed for laterally diffused metal oxide semiconductor (LDMOS) transistors. The model has also been used for GaN transistors [32, 92]. The current expression is built on the transconductance characteristics which can be divided into four distinct regions, i.e. sub-threshold, quadratic, linear and compression. The model
expressions are given as

\[ V_{gs1} = V_{gs} - V_t \] (3.14a)

\[ V_{gs2} = V_{gs1} - \frac{1}{2} \left( V_{gs1} + \sqrt{(V_{gs1} - VK)^2 + \Delta^2} \right) \] (3.14b)

\[ V_{gs3} = VST \ln \left( 1 + e^{V_{gs2}/VST} \right) \] (3.14c)

\[ I_{ds} = \left\{ \frac{\beta V_{gs3}^2}{V_{p,lin} g_{ds} V_L} \right\} \cdot \{(1 + \lambda V_{ds}) \} \cdot \left\{ 1 + \tanh \left( \frac{\alpha V_{ds}}{V_{p, sat} g_{ds3}} \right) \right\} \] (3.14d)

Equation (3.14a) models the threshold voltage and (3.14c) and the square term in (3.14d) model the transconductance in the subthreshold and quadratic regions. The denominator in the first term in (3.14d) controls the transition from the quadratic to the linear region. The compression region is modeled by saturating \( V_{gs} \) at a constant voltage \( VK \) and according to (3.14b). Some of these parameters may not necessarily be a constant and are made a function of the applied voltages and temperature [81].

**Fager Symmetrical Model**

The model in [81] is only valid for \( V_{ds} \geq 0 \) V and does not model the transistors in the negative \( V_{ds} \) region. Therefore, the model is modified to reflect the symmetry and operation of GaN transistors in switch circuits in [Paper C]. The modified current expression is given by

\[ I_{ds}^{sym} (V_{gs}, V_{gd}) = \frac{1}{2} \left[ I_{ds} (V_{gs}, V_{gs} - V_{gd}) - I_{ds} (V_{gd}, V_{gd} - V_{gs}) \right] \] (3.15)

where

\[ I_{ds} (V_{gs}, V_{ds}) = \left\{ \frac{\beta V_{gs3}^2}{V_{p, lin} V_{gds} V_L} \right\} \cdot \{(1 + \lambda V_{ds}) \} \cdot \left\{ 1 + \tanh \left( \frac{\alpha V_{ds}}{V_{p, sat} V_{gds3}} \right) \right\} \] (3.16a)

\[ V_{gs2} = V_{gs1} - \frac{\phi}{2} \left( V_{gs1} + \sqrt{(V_{gs1} - VK)^2 + \Delta^2} \right) \] (3.16b)

The modification in the third term in (3.16a) allows the expression to model the current correctly around \( V_{ds} \sim 0 \) V. Whereas, the parameter \( \phi \) added in (3.16b) controls the amount of saturation in the gate-source voltage in the positive \( V_{ds} \) region and the gate-drain voltage in the negative \( V_{ds} \) region.

**Jardel model**

There is another current expression valid for symmetrical GaN HEMTs reported by Jardel et. al. in [93]. The current expression in [93] does not have a hyperbolic tangent dependence on \( V_{ds} \) unlike [49, 82], [Paper C]. The model contains nested asymptotic functions to accurately model higher order harmonics for a transistor in the operating condition as a switch [93].
3.3 Nonlinear charge model

Modeling the nonlinear charges along with the resistive current in a transistor is critical to accurately predict the bias dependent S-parameters, harmonic and intermodulation distortion, adjacent channel power ratio (ACPR) etc. [94]. In general, the contribution of the charge to the current at node \( i \) is expressed as [21, eq. 5.9]

\[
I_i(t) = \frac{dQ_i(V_1(t), V_2(t))}{dt} \tag{3.17}
\]

where \( V_1(t) \) and \( V_2(t) \) are the two independent intrinsic voltages of a three terminal device. Either the capacitances or the charge as a function of applied voltages can be used to model the reactive currents in (3.17). However, it is important to consider the charge conservation according to

\[
\frac{\partial^2 Q_i}{\partial V_1 \partial V_2} = \frac{\partial^2 Q_i}{\partial V_2 \partial V_1} \tag{3.18}
\]

where \( i \) can be replaced by \( g \) or \( d \) for the gate or drain terminals, respectively. The charge expression can be modeled directly from the extracted small signal capacitances by a path independent line integral when (3.18) is satisfied [21]. The integral is expressed as

\[
Q_i = \int_{\text{contour}} C_{i1} dV_1 + C_{i2} dV_2 \tag{3.19}
\]

where \( C_{ij} = \partial Q_i / V_j \). Modeling the charge expressions for the terminals automatically satisfies the condition in (3.18). This is not the case if developing a model directly from the small-signal capacitances.

3.3.1 Charge model expressions

Different empirical expressions for the charge are commonly not identified by any name, unlike the current models. However, they are an essential part of the transistor model. The empirical charge expressions model the bias dependent extracted intrinsic small-signal capacitances. For example, the Curtice quadratic [45] and cubic [46] models use the same charge model, which consists of a constant \( C_{ds} \) and two expressions \( Q_{gs} \) and \( Q_{gd} \) representing \( C_{gs} \) and \( C_{gd} \), respectively [95, 96]. The Chalmers model, on the other hand, is formulated with three choices, either fixed capacitances, nonlinear capacitance expressions, or nonlinear charge expressions, which can be used together with the current model [97]. The symmetrical model in [49] consists of three fixed capacitances. Like the current, nonlinear charge modeling can also be simplified by incorporating the symmetry around the gate.

3.3.2 Symmetry in charge model

The gate and drain charge functions \( Q_g(V_{gs}, V_{ds}) \) and \( Q_d(V_{gs}, V_{ds}) \) are typically used to define the reactive currents in a nonlinear transistor model. However, since the drain and source terminals of a symmetrical device are a
mirror of each other, it is advantageous to instead model the drain charge \( Q_d^{\text{sym}}(V_{gs}(t), V_{gd}(t)) \) and the source charge \( Q_s^{\text{sym}}(V_{gs}(t), V_{gd}(t)) \). Using (3.17), the reactive currents at the source and drain terminals are given by

\[
\begin{bmatrix}
I_s(t) \\
I_d(t)
\end{bmatrix} = \begin{bmatrix}
\frac{dQ_s^{\text{sym}}}{dt} \\
\frac{dQ_d^{\text{sym}}}{dt}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial Q_s^{\text{sym}}}{\partial V_{gs}} & \frac{\partial Q_s^{\text{sym}}}{\partial V_{gd}} \\
\frac{\partial Q_d^{\text{sym}}}{\partial V_{gs}} & \frac{\partial Q_d^{\text{sym}}}{\partial V_{gd}}
\end{bmatrix} \begin{bmatrix}
\frac{dV_{gs}(t)}{dt} \\
\frac{dV_{gd}(t)}{dt}
\end{bmatrix}.
\]

Thus, the partial derivatives of the charges at the source and drain ports are computed as

\[
\begin{align*}
\frac{\partial Q_s^{\text{sym}}}{\partial V_{gs}} \bigg|_{V_{gd}=\text{const}} &= -C_{gs} - C_{m}^+, \\
\frac{\partial Q_d^{\text{sym}}}{\partial V_{gd}} \bigg|_{V_{gs}=\text{const}} &= -C_{gd} - C_{m}^-;
\end{align*}
\]

\[
\begin{align*}
\frac{\partial Q_s^{\text{sym}}}{\partial V_{gd}} \bigg|_{V_{gs}=\text{const}} &= C_{m}^-, \\
\frac{\partial Q_d^{\text{sym}}}{\partial V_{gs}} \bigg|_{V_{gd}=\text{const}} &= C_{m}^+.
\end{align*}
\]

(3.20a)

where \( C_{gs}, C_{gd}, C_{m}^+ \) and \( C_{m}^- \) correspond to the small signal model parameters defined in Section 2.5. Using the symmetry observed in Fig. 2.11, the partial derivatives of \( Q_s^{\text{sym}} \) and \( Q_d^{\text{sym}} \) according to (3.21) are symmetrical. Therefore, the charge functions are also symmetrical according to

\[
Q_s^{\text{sym}}(V_{gs}, V_{gd}) = Q_d^{\text{sym}}(V_{gd}, V_{gs}).
\]

Consequently, it is sufficient to model either \( Q_s^{\text{sym}} \) or \( Q_d^{\text{sym}} \) to define the reactive part of the intrinsic device. Thus, compared to modeling the gate and drain charges independently, as in the traditional models, the symmetry simplifies the modeling procedure with only one charge expression needed [Paper A].

For the exemplified GaAs HEMT in [Paper A], the source charge expression is built from existing expressions and is given by

\[
Q_s^{\text{sym}}(V_{gs}, V_{gd}) = f(V_{gs}, V_{gd}) + C_{gs0} \cdot V_{gs} + f(V_{gd}, V_{gs}) + C_{gd0} \cdot V_{gd} + Q_d(V_{gs}, V_{gd})
\]

(3.23)

[98, eq. (13)]

[98, eq. (14)]

[56, eq. (A-2)]

where

\[
f(V_a, V_b) = C_0 \cdot \left[ V_a + C_f \cdot \log(\cosh(S_g \cdot W(V_a, V_b))/S_g) - R(V_a) \right]
\]

[81, eq. (7)]

\[
W(V_a, V_b) = V_a - \eta \cdot V_a \cdot V_b - D_c \cdot \tanh(D_k \cdot V_b)
\]

(3.24)

(3.25)

\[
R(V_a) = (a_1/m_2) \cdot \ln \left( 1 + e^{m_2 \cdot (V_a-V_r)} \right).
\]

(3.26)

The drain terminal charge is then calculated according to (3.22). The parameters of the nonlinear charge model for the GaAs DUT were extracted by manual fitting to the extracted small-signal intrinsic capacitances. Fig. 3.5 shows the modeled capacitances using a common charge expression (3.23) used
for the GaAs HEMT. Even though some mismatch is observed in $C_{m}^{+}$ at high ($V_{gs}$, $V_{gd}$), it can be concluded that a common charge function is sufficient to define the complete nonlinear model shown in Fig. 3.6.

A nonlinear current model together with the charge expression and extrinsic parameters form an important part of the transistor model. A schematic of the model is illustrated in Fig. 3.6.

### 3.4 Self-heating model

The current in a transistor is also affected by thermal effects [99]. It is therefore important to model the self-heating effects. There exist different models to accurately predict the thermal response of a transistor [100–105]. In all of the exemplified models in the appended papers, [Paper A]-[Paper E], a simple RC-circuit based thermal equivalent circuit is used to model the channel temperature as illustrated in Fig. 3.6 [105]. A manual fitting parameter ($a_{T}$) is added to model the effect of the channel temperature on the current according to

$$ I_{ds} (V_{gs}, V_{ds}, T) = I_{ds}^{Core} (V_{gs}, V_{ds}) \cdot \left[ 1 - a_{T} (T - T_{A}) \right] \tag{3.27} $$

where $I_{ds}^{Core} (V_{gs}, V_{ds})$ is the current model extracted from the measurements at the ambient temperature of $T_{A}$. The simple RC-circuit based model is used to put more focus on the other aspects of modeling highlighted in the respective paper.

Along with the thermal effects, transistors are also affected by trapping due to which the high-frequency operation deviates from the dc-IV characteristics. The trapping effects and the associated models are discussed in detail in Chapter 4.

### 3.5 Model validation

The complete model is validated using various small- and large-signal measurements of the transistor. A good agreement of the model behavior with the measurements generates a good confidence in the reliability of the model.
3.5.1 dc-IV characteristics

Validating dc-IV characteristics give confidence on the dc (or steady state) performance of a transistor. This can be important to determine the validity of the current-voltage relationship predicted by the model. Fig. 3.7 shows a comparison between the measured and modeled dc-IV characteristics showing a good agreement.

3.5.2 Pulsed-IV characteristics

Similar to dc-IV characteristics, pulsed-IV characteristics are also used to determine the validity of the current-voltage relationship. Pulsed-IV measurements are used for the extraction and validation under the minimal effect of self-heating and trapping, which both can cause inaccuracy in the IV-model [106]. Pulsed-IV measurements have been extensively used for characterization, extraction and validation of the trap models, and will be discussed later in Chapter 4.
3.5.3 Small-signal operation

Small-signal behavior of a transistor can be readily measured using a vector network analyzer (VNA), giving the scattering matrix parameters (S-parameters). The S-parameters not only gives information about the linear operation of a transistor but also allows a rough tracing of the output signal waveform. Therefore, a comparison with the measured S-parameters forms one of the basic model validation methods for RF operation.

In [Paper A], the transistor is intended to be operated as a switch in either ON or OFF state. Therefore, for the small signal verification, $V_{ds}$ bias is kept fixed at 0 V while $V_{gs} = 0$ V for the ON state and $V_{gs} = -4$ V for the OFF state. Measured and simulated S-parameters are compared and shown in Fig. 3.8. The mismatch is observed in the phase of $S_{11}$ in the ON state indicates a mismatch in $C_{in}$, see Fig. 3.5(b). Hence, further improvements are required in the charge model to correctly predict the extracted small-signal capacitances.

![Model S11 ON, Measured S11 ON, Model S11 OFF, Measured S11 OFF, Model S22 ON, Measured S22 ON, Model S22 OFF, Measured S22 OFF](a)

![Figure 3.8: Measured(×-ON, ◦-OFF) and modeled(-) S-parameters (a) $S_{11}$ and $S_{22}$, (b) $S_{21}$ of the GaAs HEMT used in [Paper A] from 100 MHz to 50 GHz at ON and OFF-state of a switch.](b)

3.5.4 Load-pull measurements

Unlike S-parameters, pulsed- or dc-IV measurements, validation with load-pull measurements show the worthiness of the model for realistic RF applications. The transistor performance depends on the bias, input power, source and load terminations. Therefore, it is necessary to validate the model under such conditions. The measurement setup consists of a large-signal network analyzer (LSNA) which is capable of multi-harmonic measurements. The setup shown in Fig. 3.9 is used to emulate the operation of a transistor in a real high power shunt switch operation. The drain-source bias is kept fixed at 0 V volts while the gate-source voltage is set at 0 V for the ON state and $-2.5$ V for the OFF state. The DUT is excited with RF signal at the drain terminal similar to shunt switch operation and the incident and reflected waves are measured at both the drain and gate terminals.

To predict the harmonic response of the model in a CAD simulation, it is important to emulate the correct harmonic terminations observed by the transistor during the measurements. Therefore, the measured incident waves
at the fundamental and the higher harmonic frequencies are injected in the respective ports during the model simulations. At low frequencies, the harmonics are generated mainly by the nonlinear current source, while at higher frequencies, the harmonics are also dependent on the reactive currents generated by the nonlinear charge model. Therefore, to validate the current and charge model, the simulated and measured reflected power are compared for varying incident RF power at 600 MHz and 16 GHz, respectively.

Fig. 3.10 shows the comparison between the simulated and measured harmonics at the ON state of the shunt switch. The good agreement in Fig. 3.10(a) validates the nonlinear current model and in Fig. 3.10(b), it validates the nonlinear charge model for the GaAs pHEMT. At power levels below the noise floor of the measurement setup, the measured noise is injected into the model causing the noisy response. This injected noise through the incident waves used as model excitation, also influences the phase of the reflected wave at higher harmonics. Therefore, the phase of the measured and simulated reflected wave at the fundamental frequency of the measurements are compared in Fig. 3.10(c) showing good agreement. Thus, the validation using both small- and large-signal measurements confirm the accuracy of the model and the overall symmetrical modeling procedure proposed in [Paper A].

3.6 Summary

This chapter has concentrated on nonlinear current and charge modeling along with model validation techniques. It is shown that the symmetry allows the modeling of the reactive currents using a single charge expression. This can help in simplifying the model extraction procedure. While the transistor model consists of extrinsic parameters along with nonlinear current and charge expressions, transistors are also affected by thermal effects (briefly discussed in this chapter) and trapping (to be discussed in detail in Chapter 4). Hence, a complete model would require all these effects to be taken into the account.
Figure 3.10: Comparison between magnitude of the measured (x: fundamental frequency, ◦: second harmonic, +: third harmonic) and modeled (-) reflected versus incident power at the drain of the DUT at (a) 600 MHz, (b) 16 GHz at the ON state ($V_{gse} = 0$ V, $V_{dse} = 0$ V), (c) comparison between the measured (Δ: 600 MHz, +: 16 GHz) and modeled (-) phase of the reflected wave ($P_{refl}$) at the drain port for the fundamental frequencies. For the OFF-state large-signal validation, see Fig. 14 in [Paper A].
Table 3.1: List of model parameters values used from [84] for the illustration of the current expressions in Fig. 3.3.

<table>
<thead>
<tr>
<th>Curtice quadratic model parameters</th>
<th>( \beta_1 )</th>
<th>( V_{T0} )</th>
<th>( \lambda )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 )</td>
<td>0.0273</td>
<td>-1.207</td>
<td>0.0754</td>
<td>2.265</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Curtice cubic model parameters</th>
<th>( A_0 )</th>
<th>( A_1 )</th>
<th>( A_2 )</th>
<th>( A_3 )</th>
<th>( V_{dso} )</th>
<th>( \beta )</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_0 )</td>
<td>0.046</td>
<td>0.096</td>
<td>0.0024</td>
<td>-0.056</td>
<td>2</td>
<td>0.008</td>
<td>1.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Materka model parameters</th>
<th>( I_{dss} )</th>
<th>( V_{po} )</th>
<th>( \alpha )</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{dss} )</td>
<td>0.041</td>
<td>-1</td>
<td>2.31</td>
<td>-0.0085</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Modified Materka model parameters</th>
<th>( I_{dss} )</th>
<th>( V_{po} )</th>
<th>( \gamma )</th>
<th>( E )</th>
<th>( K_E )</th>
<th>( S_L )</th>
<th>( K_G )</th>
<th>( S_S )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{dss} )</td>
<td>0.0347</td>
<td>-0.587</td>
<td>-0.076</td>
<td>1.64</td>
<td>-0.752</td>
<td>0.0924</td>
<td>-0.508</td>
<td>0.0052</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statz/Raytheon model parameters</th>
<th>( \beta )</th>
<th>( V_t )</th>
<th>( b )</th>
<th>( \alpha )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta )</td>
<td>0.768</td>
<td>-0.585</td>
<td>10.27</td>
<td>2.704</td>
<td>0.107</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tajima model parameters</th>
<th>( I_{dss} )</th>
<th>( V_{dss} )</th>
<th>( V_{po} )</th>
<th>( V_\phi )</th>
<th>( a )</th>
<th>( b )</th>
<th>( p )</th>
<th>( m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{dss} )</td>
<td>0.109</td>
<td>0.467</td>
<td>0.639</td>
<td>0.7</td>
<td>0.376</td>
<td>-0.088</td>
<td>0.028</td>
<td>5.417</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chalmers model parameters</th>
<th>( I_{pk} )</th>
<th>( V_{pk} )</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
<th>( P_3 )</th>
<th>( \alpha )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{pk} )</td>
<td>0.045</td>
<td>0.048</td>
<td>1.87</td>
<td>-0.49</td>
<td>1.62</td>
<td>2.05</td>
<td>0.066</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Yhland model parameters</th>
<th>( a )</th>
<th>( b )</th>
<th>( c )</th>
<th>( d )</th>
<th>( g )</th>
<th>( \phi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>-0.08</td>
<td>3.3</td>
<td>0.41</td>
<td>10</td>
<td>0.056</td>
<td>2.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fager model parameters</th>
<th>( V_t )</th>
<th>( V_K )</th>
<th>( \triangle )</th>
<th>( V_{ST} )</th>
<th>( p_{lin} )</th>
<th>( \beta )</th>
<th>( VL )</th>
<th>( \lambda )</th>
<th>( \alpha )</th>
<th>( p_{sat} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_t )</td>
<td>-3.45</td>
<td>1.4</td>
<td>2.15</td>
<td>0.15</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.14</td>
<td>0.7</td>
<td>0.003</td>
<td>3.1</td>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Yhland model parameters</th>
<th>( a )</th>
<th>( b )</th>
<th>( c )</th>
<th>( d )</th>
<th>( g )</th>
<th>( \phi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>-0.08</td>
<td>3.3</td>
<td>0.41</td>
<td>10</td>
<td>0.056</td>
<td>2.4</td>
</tr>
</tbody>
</table>
Transistors are found to have trapping effects which deviate the high frequency operation from the dc-IV characteristics. Trapping effects are also called frequency dispersion [108], current slump [109], current compression [110], power slump [111], knee walk-out [112], kink effect [113], gate lag [114], and drain lag [115]. The trapping effects are caused by the capture and emission of electrons (and/or holes) at energy levels within the bandgap. The charging and discharging of these traps depend on their location in the energy band. The trapped charges modulate the number of carriers in the 2-DEG, thereby changing the electrical characteristics of a transistor. The presence and identification of traps in GaAs transistors have been extensively studied [116]. Unlike GaAs transistors, trapping effects are more pronounced in GaN HEMTs due to high surface charge densities, high concentration of threading dislocations, the lattice mismatch with the substrate, etc., [117]. Therefore, the focus of this chapter will be on GaN HEMTs. Moreover, the trapping effects induce similar effects on the electrical characteristics of both GaN and GaAs devices. Hence, the trap models discussed in this chapter can be applied to GaAs, GaN, and other similar field-effect transistors.

Trapping in FETs is triggered by the electric field in the device [118]. The electric field in the device is also influenced by the field-plates (FPs), where the latter are used to reduce the peak electric field in order to increase the breakdown voltage [6, 119]. Apart from reducing the number of trapped electrons due to reduced peak electric field, FPs also change the distribution of the trapped electrons. Therefore, there is a relation between field-plates and the trapping effects in HEMTs.

In this chapter, an overview of the modeling of trapping effects is presented. The chapter begins with a discussion on the origin of traps in Section 4.1. This is followed by the description of the physical process of trapping and emission of electrons in the traps in Section 4.2. In Section 4.3, the effects of traps on the electrical characteristics of a transistor are discussed. Later on, an overview of the available empirical trap models is presented in Section 4.4. In Section 4.5, a new Shockley-Read-Hall (SRH) theory based model with effective back gating potential is discussed. The trap model addresses the influence of the trapped charges on the current (or the number of carriers) in
2-DEG due to the distributed nature of the former. This is followed by the validation of the proposed model. In Section 4.8, the influence of field-plate is investigated using the proposed model to distinguish the former’s effect on the trap model parameters, and to open a scope for scalable trap models.

4.1 Physical Origins of Traps

One of the sources of traps are the crystal defects which introduce energy levels in the band gap [120]. The trap identification in GaN HEMTs are found to be more difficult than GasAs transistors due to the varying material qualities and growth process [121], higher trap densities due to lattice-mismatch and surface states [21, 122], and higher electric field enabling mechanisms like the Poole-Frankel effect [123].

Traps can be divided into two groups depending on their location in a transistor: (a) surface traps and (b) buffer traps.

4.1.1 Surface traps

Surface traps appear near the AlGaN surface as shown in Fig. 4.1. The source of surface states has been suggested to be the ambient water molecules bonding to the AlGaN surface at the room temperature [124]. Surface traps are linked to gate-lag effects, which can be reduced by passivation of these surface states. Thermal annealing is one such method to remove the water (and related molecules). Another effective method of surface passivation is by deposition of a layer of SiN_x on the AlGaN surface. This method has shown drastic improvements in reducing the surface trapping in transistors [125–127].

![Figure 4.1: Cross-section of HEMT showing location of surface states and buffer dopants which contribute to buffer traps.](image)

4.1.2 Buffer traps

The source of buffer traps are the crystal defects in the buffer due to lattice mismatch, threading defects, nitrogen (N) vacancies, etc. Higher crystal quality is achieved for the GaN buffer grown on SiC substrate. However, the two materials have different lattice constants. Therefore, a thin AlN nucleation layer and thick GaN buffer are added between the substrate and the HEMT structure to overcome the lattice mismatch [128].

Apart from the improvements in growth technique of GaN on SiC that have made it possible to obtain high-quality crystals, high carrier confinement close to AlGaN/GaN interface is important to improve pinch-off and reduce
short channel effects [129]. This is done by adding deep acceptor dopants, e.g. carbon (C) [130], magnesium (Mg) [131], iron (Fe) [132], during the growth of the buffer. These dopants, shown in Fig. 4.1, help in creating a high resistive buffer which improves the RF performance of the GaN HEMTs. While buffer dopants are necessary to ensure high carrier confinement, the former also show a strong correlation to dispersive effects [130,133–135]. This makes it necessary to understand the trapping mechanism and its effects on the transistor operation.

4.2 Capture and emission process of electrons

Trap levels are essentially energy levels in the band gap which capture electrons (and/or holes) from either the conduction or the valence band as shown in Fig. 4.2. Thus, there exist four competing processes for charge transfer between the trap level and the valence or conduction band. These capture and emission processes can be described by the SRH statistics [136,137]. For a deep acceptor level trap interacting with the conduction band, the rate of electron-density increase \( R_{cn} \) and decrease \( R_{en} \) due to electron capture and emission, respectively, are given by [136–139]

\[
R_{cn} = c_n n (N_A - n_A) \tag{4.1a}
\]
\[
R_{en} = e_n N_C n_A \tag{4.1b}
\]

where \( n \) is the concentration of free electrons in the conduction band, \( c_n \) is the rate of electron capture, \( n_A \) is the density of filled trap states, and \( N_A \) is the total density of trap states. \( e_n \) and \( N_C \) in (4.1b) are the rate of electron emission and effective density of states in the conduction band. Under thermal equilibrium, the electron emission is balanced by the capture. Therefore, \( c_n \) and \( e_n \) are related to each other as given by [136, eq. (2.9)]

\[
\frac{e_n}{c_n} = \exp \left( \frac{E_A - E_C}{k_B T} \right) \tag{4.2}
\]

where \( E_A \), \( E_C \) are energy levels of the acceptor state and the conduction band, respectively. \( k_B \) and \( T \) in (4.2) are Boltzmann constant and temperature, respectively. Using (4.1) and (4.2), the net rate of electron accumulation in the acceptor trap is given by

\[
\frac{dn_A}{dt} = R_{cn} - R_{en} = \omega_T \left[ (N_A - n_A) \exp \left( \frac{F_I - E_A}{k_B T} \right) - n_A \right] \tag{4.3}
\]
where
\[ n = N_C \exp \left( \frac{F_I - E_C}{k_BT} \right) \]  
(4.4a)
\[ \omega_T = c_n N_C \exp \left( \frac{E_A - E_C}{k_BT} \right) = \sigma_n v_n N_C \exp \left( \frac{E_A - E_C}{k_BT} \right) \]  
(4.4b)
\[ \sigma_n \text{ and } v_n \text{ in (4.4) are the capture cross-section and the thermal velocity of the electrons. Over the typical operating temperatures, the thermal velocities of electrons and conduction band densities are proportional to } \sqrt{T} \text{ and } T^{3/2}, \text{ respectively [140]. Thus, } \omega_T \text{ is of the form} \]
\[ \omega_T = AT^2 \exp \left( \frac{E_{\text{act}}}{k_BT} \right) \]  
(4.5)
\[ \text{where } A \text{ is a constant and } E_{\text{act}} \text{ is the activation energy for the trap energy level. Such a dependence of } \omega_T \text{ on temperature } (T) \text{ in (4.5) comes from the Arrhenius law given by} \]
\[ e_n = \frac{1}{\tau_{\text{emission}}} = AT^2 \exp \left( \frac{E_{\text{act}}}{k_BT} \right) . \]  
(4.6)

From the above analysis, three important observations can be made. The first observation is that the net capture or emission processes are first order differential equations with exponential solutions according to (4.3). The second observation is that the nature of exponential behavior is dependent on the applied voltage conditions due to the term \((F_I - E_A)\) in (4.3) [138, 140]. The third important observation is that the net capture or emission processes are strongly dependent on temperature according to (4.5) [136–138]. Together, these three properties essentially dictate the trapping effects which change the electrical characteristics of a transistor.

### 4.3 Effect of traps on transistor electrical characteristics

The trapping effects manifest themselves in transistor behavior such as knee-walkout effects [112] current suppression [110], kink effect [113], etc., as illustrated in Fig. 4.3. These effects deviate the high frequency operation from dc-IV characteristics leading to a reduced gain and output power. Trapping effects can also be observed in the drain-source current transients [141]. Fig. 4.4 shows an illustration of the measured drain-source current after a step change in the applied drain-source voltage. The exponential recovery observed in the current is often related to trapping effects. Similar effects are also observed in the associated gain of the transistor [139]. The recovery in the drain current can have multiple transients associated with single or multiple trap energy levels [135,142]. The deviations caused due to trapping in transistors can lead to a significant mismatch between the designed and measured performance of the circuits containing them.
4.4 Modeling Trapping Effects

Trap models are necessary in order to take into account the trapping effects, and predict the correct behavior of a transistor in order to take their full advantage in RF circuits. There can be many ways to distinguish different trap models, e.g. linear vs. nonlinear models, RC (resistive-capacitive) vs. non-RC models, delay vs. virtual gate potential/drain current implementations, etc. In this thesis, the trap models are looked as a two step procedure. The first step is to model the trapping effects, and the second step is its implementation in the transistor model. Based on these two steps (effect and implementation), trap models can be divided into four different categories:

- RC-branch delay implemented in the applied voltages;
- RC-branch delay implemented using a virtual gate;
- RC-branch delay implemented using an effective drain-source current;
- SRH-theory based models implemented using a virtual gate.

4.4.1 RC-branch delay in the applied voltages

Delay based trap models were initially designed to model the drain-lag effects. These models take into account the difference between the output conductance extracted from the small-signal RF characteristics and the dc (or low
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frequency) IV measurements. The difference in the two measurements are typically used to extract the trap model parameters. Transient measurements are used to estimate the time-constant related to the trap, which is then used to set the capacitance values in the RC-branch. Some examples for this type of trap models are given below.

**Camacho et. al. model**

The output impedance dispersion in [143] is typically modeled by introducing a low frequency RC-branch between the drain and source nodes of the transistor as shown in Fig. 4.5. Thus, the output impedance in saturation region and at low frequencies can be given by

\[
Z_d(f) \simeq R_{ds} \left( \frac{1 + j\omega C_T R_T}{1 + j\omega C_T (R_T + R_{ds})} \right). \tag{4.7}
\]

Therefore, the low frequency (dc) impedance is observed as \(Z_d(f = 0) \simeq R_{ds}\). Whereas, the impedance at microwave frequencies beyond \(f \gg 1/R_T C_T\) is observed as \(Z_d(f) \simeq R_T R_{ds}/(R_T + R_{ds})\). This explains how the single RC-branch delay models like [143] predict the trap behavior in a transistor.

![Figure 4.5: Trap model represented by RC-network as illustrated in [143].](image)

**Golio et. al. model**

The equivalent circuit model in Golio et. al. [144] replicates both the output and transconductance dispersion unlike the model in [143]. The model is illustrated in Fig. 4.6. The output impedance for the model is given by

\[
Z_d(f) = \frac{R_{ds} (1 + j\omega C_T R_T)}{1 + j\omega C_T (R_T + R_{ds} + g_{mT} R_T R_{ds})}. \tag{4.8}
\]

The modeled output resistance and transconductance vary from the dc conditions to the microwave frequencies. At the two extremes, they are given by
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\[ Z_d(f = 0) = R_{ds} \]  
\[ Z_d(f \to \infty) = \frac{R_{ds}R_T}{R_{ds} + R_T + g_{mT}R_TR_{ds}} \]  
\[ g_{m,NET}(f = 0) = g_m \]  
\[ g_{m,NET}(f \to \infty) = g_m - g_{mT} \]

where \( g_{mT} \) and \( g_{m,NET} \) are the transconductance due to the trapping effects and the net transconductance due to both the gate-source voltage and trapping, respectively. These models, e.g. [143,144], are used due to their relatively simple topologies and parameter extraction processes. Such models are mostly used under small-signal operating conditions due to the limitations in the voltage and temperature operating range of the model.

![Figure 4.6: Trap model using RC-network with VCCS controlled by the drain-gate voltage as illustrated in [144].](image)

4.4.2 RC-branch delay implemented using a virtual gate

The trapping effects can also be viewed as an additional virtual gate in a transistor. Therefore, the trapping behavior can be modeled by a subcircuit and implemented into a transistor model through the addition of a virtual gate [145–150]. Similar to the previous models, the trap model parameters are extracted from the difference between the measured dc-IV and S-parameters.

**Jeon et. al. model**

The trap model in [147] uses two RC-branches to implement gate and drain delay as shown in Fig. 4.7. The two voltage controlled voltage sources (VCVS) implement the delay into the effective gate-source voltage, where the latter is given by

\[ V_{gs}^{\text{Eff}} = V_{GS} + \alpha_1 (V_{ds}(t) - V_{DS}) + \alpha_2 (V_{gs}(t) - V_{GS}) . \]  

The effective gate voltage is then used to determine the drain-source current flowing through FET2 as

\[ I_{ds}(t) = f (V_{gs}^{\text{Eff}}, V_{ds}(t)) \]
where \( f(\bullet) \) describes the dc drain-source current. In (4.10), \( \alpha_1 \) and \( \alpha_2 \) are output conductance and transconductance dispersion parameters, respectively. \( R_3, R_4 \) and \( C_2 \) determine \( \alpha_1 \) and the transition frequency of output impedance dispersion. Similarly, \( R_1, R_2 \) and \( C_1 \) determine \( \alpha_2 \) and the transition frequency of the transconductance dispersion. In the circuit shown in Fig. 4.7, the conduction path for the drain and gate currents are through FET2 and FET1, respectively. The drain current and gate current path in FET1 and FET2, respectively, are disabled.

![Figure 4.7: Trap model using two RC-networks creating the effective gate-source voltage as illustrated in [147].](image)

**Matsunaga et. al. model**

Another very similar implementation is reported in [149]. There exist two low frequency RC-branches to model the gate and drain delay, and a VCVS to implement the combined effect into the applied gate-source voltage. The use of an RC-branch in the trap models in [147,149] ensure that the time-constants of the electron capture and release processes are fixed.

![Figure 4.8: Trap model using two RC-network creating the effective gate-source voltage as illustrated in [149].](image)

**Jardel et. al. model**

Some models distinguish the fast capture and slow emission processes using two separate RC-branches. The trap model in [151] is shown in Fig. 4.9. Two resistances placed in each path have very different values \((R_{fill} \ll R_{empty})\). The diode is used to differentiate the two processes, and selects one over another depending on the applied voltage conditions. This allows the model to
take into account the asymmetry between charging and discharging of traps. In Fig. 4.9, the left part of the equivalent circuit incorporates the equivalent charge of traps represented by a capacitor. The right part of the circuit treats the trap voltage to modify the gate-source voltage for the current source in order to implement the trapping effects in the transistor model. The model parameters are extracted from the transient and dc-IV measurements [151]. Furthermore, the RC-network time-constant related to the charging of traps is typically set to a small value ($\tau_{\text{fill}} < 50\text{ns}$), whereas the RC-network time-constant for the discharging path is extracted from the drain-source current transient measurements.

![Figure 4.9: Trap model using RC-network with a diode distinguishing the capture and emission processes as illustrated in [151].](image)

### 4.4.3 RC-branch delay implemented using an effective drain-source current

Similar to the effective gate-source voltage, delay circuits can also be used to implement the difference in the drain-source current. The models in [152–154] use error correcting terms in the drain-source current expression to implement the trapping effects in the transistor. The model parameters are typically extracted using a fitting procedure based on a large number of pulsed- and dc-IV measurements.

![Figure 4.10: Trap model using two RC-branches as illustrated in [153].](image)

**Filocori et. al. model**

The Filocori et. al. model implementation is illustrated in Fig. 4.10, where the capacitances $C_{GF}^{LF}$ and $C_{DF}^{LF}$ model the charge trapping [153]. The resistive-capacitive branches in the equivalent circuit model the delay time-constants. The drain-source current $i_{CH}$ is defined as a function of both instantaneous...
and mean conditions as

\[ i_{CH} = F(v_G, v_D, V_{G0}, V_{D0}, \theta_0) . \]  

(4.12)

The expression is linearized under the assumption that the trapping effects are not strong enough to involve nonlinear effects. Therefore, (4.12) is simplified as

\[ i_{CH} = F_{dc}^* [v_G, v_D] + f_\theta [v_G, v_D] [R_\theta (P_0 - P_0^*) + \theta_C - \theta_C^*] 
+ f_G [v_G, v_D] (v_G - V_{G0}) + f_D [v_G, v_D] (v_D - V_{D0}) \]  

(4.13)

where

\[ f_G = - \left. \frac{\partial F}{\partial V_{G0}} \right|_* \]  

(4.14a)

\[ f_D = \left. \frac{\partial F}{\partial V_{D0}} \right|_* \]  

(4.14b)

\[ F_{dc}^* = F|_* + f_G (V_{G0}^* - v_G) + f_D (V_{D0}^* - v_D) \]  

(4.14c)

In (4.12), \( V_{G0}, V_{D0}, \theta_0 \) are the mean gate-source, drain-source voltages and channel temperature respectively. The four functions \( F_{dc}^*, f_\theta, f_G, \) and \( f_D \) in [153] are identified from a model fitting procedure. A least squares algorithm is therefore used with a large number of static and dynamic measurements performed for different quiescent bias conditions. It is important to note that (4.13) is a first order approximation assuming that the dynamic effects due to the traps and the dynamic heating are not strong. In some cases, the resistor in the LF-RC branch is replaced by a nonlinear current source expanding the flexibility in the correction term [155, 156]. The drain-source current is then expressed as

\[ I_{ds} = I_{ds,DC} (V_{gs}, V_{ds}) + f_{correction} (V_{gs}, V_{ds}) \cdot (V_{ds} - V_{ds}^{LF}) \]  

(4.15)

where \( f_{correction}(*) \) represents the nonlinear correction term in (4.15). The correction term can be extracted from pulsed-IV measurements [154], and modeled by nonlinear expressions [156] or lookup tables [157]. The error correction term based models in [153, 154] are used due to their relative simplicity in terms of extraction of parameters from the pulsed-IV measurements. The models show good accuracy in predicting both the small signal and pulsed-IV measurements.

**Leoni et. al. model**

Another RC-branch subcircuit based trap model is presented in [158]. The equivalent circuit is similar to [151] in using diodes to distinguish charging and discharging of traps. However, unlike [151], trapping effects observed in [158] shows that the change in drain-source current is linearly dependent on the drain-gate voltage, whereas the trap related time-constants are approximately constant over wide range of the drain-gate voltage. Therefore, the drain-source
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The current is modeled as

\[
I_{ds} = I_{DS} (V_{gs}, V_{ds}) \left[ 1 - \sum_{J=1,2,3} (\alpha_J \cdot V^{OFF}_{DG} + \beta_J) \cdot \left\{ 1 - \exp \left( -\frac{t_{OFF}}{\tau_J} \right) \right\} \cdot \exp \left( -\frac{t}{\tau_J} \right) \right]
\]

(4.16)

where \(\alpha_J\) and \(\beta_J\) are fitting constants. The decrease in the drain current is implemented using a VCCS controlled by a time-dependent drain-gate voltage \(V_{dg}'\), where the latter is generated by the trap circuit shown in Fig. 4.11. The three sets of double RC-branches with diodes in the trap equivalent circuit represent three trapping/emission time-constants. Furthermore, the increase in the access resistance is modeled by a FET operating in the linear region. The trap model represented in Fig. 4.11 can also be transformed into a nonlinear RC-branch to represent a large-signal behavior with variable electron emission time-constants. Under such conditions, the change in the emission time-constant can be represented using variable resistor as

\[
R_{empty,i} = \tau_0 \exp(\gamma V_{GS} + \delta V_{DS})
\]

where \(\tau_0\), \(\gamma\) and \(\delta\) are fitting constants.

4.4.4 SRH theory-based models implemented using a virtual gate

The models discussed in the previous sections were based on the observed trapping behavior of a transistor. The exponential nature of the behavior allowed the use of RC-branch which is often sufficient to model the effects. Trapping effects are, however, strongly influenced by temperature. Therefore, the use of an RC-branch can often restrict the validity of the model to a limited region of operation. Unlike the error correction based models in [153, 154], SRH-theory based models closely follow physics, thereby having much wider range of validity in terms of voltage and temperature. The SRH theory-based models can also be viewed as temperature dependent nonlinear RC-circuit based models. These models tend to have higher accuracy in predicting the trapping behavior in a transistor operation.
One of the first large-signal trap models including the thermal effects was proposed by Kunihiro et al. in [159]. The trap model is based on the SRH-theory, where the time-dependent expression for the trap charge is given by

$$\frac{d\Delta Q_B}{dt} = - J_S \left[ \exp \left( \frac{e\Delta Q_B}{C_B k_B T} \right) - 1 \right] - \frac{\Delta Q_B}{R_B C_B}$$

(4.17)

The two terms in (4.17) represent the electron capture and emission processes from the traps. The expression (4.17) can be described by currents through a diode and a resistor, respectively, which charge and discharge the traps represented by the back-gate capacitance $C_B$ as shown in Fig. 4.12. The back-gate capacitance is given by $C_B = C_{BD} + C_{BS}$ and the back-gate terminal charge is given by $Q_B$. The related back-gate voltage $V_B$ is then added to the threshold voltage of the main current source which emulates the effects of traps on the number of carriers and therefore, the current in 2-DEG according to

$$V_{th} = V_{th0} - \gamma V_B$$

(4.18)

where $\gamma$ here is the back-gating transconductance parameter and represents the ratio of real-front gate and pseudo-back gate distances. The term $J_S$ in (4.17) is of the similar form as the Arrhenius law in (4.6)

$$J_S = AT^2 \exp \left( \frac{-E_C - E_T}{k_B T} \right).$$

(4.19)

Therefore, the temperature effects of trapping are automatically incorporated into the model. The presented model is shown to predict both the output conductance dispersion and the thermal effects under both small-signal and large-signal conditions. The model parameters in [159] are typically calculated from the physical parameters of the device, which might not be easily available.

Rathmell et al. model

Another model has been developed based on SRH statistical theory, where the trapping process explained in Section 4.2 is modeled using two anti-parallel VCCSs [138]. The trap current formulation is given by

$$i_T = \omega_T C_T \left[ (V_0 - v_T) - v_T \exp \left( \frac{v_T}{k_B T} \right) \right]$$

(4.20)
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where \( i_T \) is the net trapping current, \( \omega_T \) is trap frequency, \( v_I \) and \( v_T \) are the trap model input and output potential. \( V_0 \) is the maximum trap potential under a fully ionized trap state, and it is negative for hole trapping at an acceptor level, and positive of electron trapping at a donor level. The trap current is represented by an equivalent circuit shown in Fig. 4.13. The two parts of the expression in (4.20) represent the emission and capture of electrons in the traps respectively, and are shown by two VCCSs in Fig. 4.13. Under steady-state conditions with no net capture or emission of electrons (or holes), \( i_T = 0 \) in (4.20). Thus, the relationship is derived between the input and output trap potential as

\[
v_T = \frac{V_0}{1 + \exp\left(\frac{v_I}{k_B T}\right)}.
\]

(4.21)

Furthermore, the characteristic frequency of the trapping effect on the current is given by

\[
\omega = -\frac{1}{C_T} \frac{d}{d v_T} i_T = \omega_T \left[ 1 + \exp\left(\frac{v_I}{k_B T}\right) \right].
\]

(4.22)

The behavioral description of the relationship between the terminal potentials \( (V_{gs} \text{ and } V_{ds}) \) and the trap input potential \( (v_I) \) is given by

\[
v_I = \alpha V_{gs} + \gamma V_{gd} - \phi
\]

(4.23)

where \( \alpha, \gamma \) and \( \phi \) are fitting parameters. The trap potential \( v_T \) is added to the applied gate-source voltage to implement the trapping effects into FETs similar to [159] as

\[
I_{ds}(V_{gs}, V_{ds}, v_T, T) = f (V_{gs} + v_T, V_{ds}, T).
\]

(4.24)

The model in [138] can predict the trapping characteristics such as kink effect, shift in the threshold voltage, change in the drain and source access resistance of the transistor etc. [160]. Furthermore, both electron and hole trapping processes in a single trap energy level have also been considered to create a comprehensive model [161]. The model parameters can be extracted from the drain-source current transient measurements [138].

SRH-theory based models are closely related to the capture and emission processes of electrons (or holes) [138, 159]. Therefore, the models have much wider voltage and temperature operational limit and can be used to predict the large-signal behavior under different operating conditions of a transistor.
4.5 Trap potential interaction with 2-DEG in a FET

Due to the non-accessibility of the trap terminal, the trap potential is often characterized or analytically computed from the drain-source current. Under isothermal conditions, a small change in the current in (4.24) is given by

$$\Delta I_{ds}(V_{gs}, V_{ds}, v_T, T) = g_m \Delta V_{gs} + g_m \Delta v_T + g_{ds} \Delta V_{ds}. \quad (4.25)$$

If the transistor is pulsed to the same $V_{gs}$ and $V_{ds}$ from two different $v_T$, eq. (4.25) is further simplified as

$$\Delta I_{ds}(V_{gs}, V_{ds}, v_T, T) = g_m \Delta v_T. \quad (4.26)$$

Thus, the change in $I_{ds}$ should be proportional to $g_m$. However, the measurements shown in Fig. 4.14 indicates a 50% change in $\Delta I_{ds}$ as opposed to merely 10% change in $g_m$ when $V_{ds}$ is varied from 4 V to 14 V. Thus, an offsetting $V_{gs}$ with $v_T$ according to (4.24) is not sufficient to accurately model the effects of traps in a large voltage operating range.

![Figure 4.14: PIV measurement of 2 × 50µm GaN device from two different quiescent points ($V_{gs} = 0 V$, $V_{ds} = 0 V$) and ($V_{gs} = -7 V$, $V_{ds} = 40 V$) and small-signal transconductance ($g_m$) along $V_{gs} = 0 V$. Arrows represent the amount of current suppression due to the change in quiescent bias point at three different $V_{ds}$.](image)

The deep acceptor dopants required for the high resistive buffer have a non-uniform doping/distribution profile as illustrated in Fig. 4.1 [130, 139]. A non-uniform distribution of the traps in the buffer provides a good balance between the current collapse and buffer leakage [162]. Therefore, the location of the traps and trapped electrons are most likely non-uniformly distributed in the buffer, unlike the electrons at the gate-interface. Such a distribution leads to a different interaction between the trapped electrons and the 2-DEG compared to the electrons at the gate-interface or the related $V_{gs}$. Therefore, the trap potential used in [138] can not be directly added to the gate-source voltage as described by (4.24). This is the reason why the difference in the relative change in $g_m$ and $\Delta I_{ds}$ is observed in Fig. 4.14.

Similar implementations are also observed in the models in [144,163]. Some models, e.g. [147–149,151,153,154,158,159] can also be observed to differentiate $V_{gs}$ and $v_T$ using a factor on the trap potential, or on the trap related current...
in the respective models. The trap models in [147, 148] have a scaling factor allowing them to predict response under small-signal operation. For large-signal operations, nonlinear functions are used to create the error correction terms to predict the drain-source current in the models in [153, 154]. Similarly, an amplification factor which is a function of the drain-source current is used in the model in [151]. The model in [159] has a back-gate transconductance factor multiplied with the trap (back-gating) potential, which is then added in the threshold voltage of the transistor model. This transconductance factor can be made nonlinear not only to distinguish the effect of \( v_T \) from \( V_{gs} \), but also to increase the voltage range of the transistor operation.

For the model in [138], the trap potential and \( V_{gs} \) is differentiated by introducing a modulation factor in (4.24) according to [Paper D]

\[
I_{ds}(V_{gs}, V_{ds}, v_T, T) = f\left( V_{gs} + \alpha (V_{gs}, V_{ds}) \cdot v_T (V_{gs}, V_{ds}, T), V_{ds}, T \right). \tag{4.27}
\]

Here, \( \alpha \) is a function of the instantaneous \( V_{gs} \) and \( V_{ds} \), and \( v_T^{\text{Eff}} \) is the effective trap potential. The implementation according to (4.27) allows \( \alpha \) to be extracted from pulsed-IV measurements using analytical techniques described later in this section.

The effect of \( \alpha \) on \( I_{ds} \) can be illustrated by looking at the change in the drain-source current due to the trap potential \( v_T \) as shown in Fig. 4.14. For easier understanding, the function \( f(\bullet) \) in (4.27) can be factorized according to

\[
I_{ds}(V_{gs}, V_{ds}, v_T, T) \approx f_G(V_{gs} + \alpha v_T)f_D(V_{ds})f_T(T) \tag{4.28}
\]

where \( f_G(\bullet) \), \( f_D(\bullet) \) and \( f_T(\bullet) \) represent the current dependence on the vertical electric-field through \( V_{gs} \) and \( v_T \), horizontal electric-field through \( V_{ds} \) and temperature \((T)\) respectively. If the isothermal conditions are assumed for a minimal change in the threshold voltage, a small variation in the drain-source current in (4.28) is given by

\[
\Delta I_{ds}(V_{gs}, V_{ds}, v_T, T) \approx f_{DF} f_T \left( \frac{\partial f_G}{\partial V_{gs}} \Delta V_{gs} + \frac{\partial f_G}{\partial v_T} \Delta v_T \right) + f_G f_T \frac{\partial f_D}{\partial V_{ds}} \Delta V_{ds}
\]

\[
\approx f_{DF} f'_G \left[ \left( 1 + \frac{\partial \alpha}{\partial V_{gs}} v_T \right) \Delta V_{gs} + \alpha \Delta v_T \right] + f_T \left( f_G f'_D + f_D f'_G \frac{\partial \alpha}{\partial V_{ds}} v_T \right) \Delta V_{ds} \tag{4.29}
\]

where \( f'(x) = \partial f(x)/\partial x \). For a small change in \( v_T \), (4.29) gets simplified to

\[
\Delta I_{ds}(V_{gs}, V_{ds}, v_T, T) \approx f_{DF} f'_G \Delta V_{gs} + f_{DF} f'_G \frac{\partial \alpha}{\partial v_T} \Delta v_T + f_T f'_G \frac{\partial \alpha}{\partial V_{ds}} \Delta V_{ds}
\]

\[
\Rightarrow \Delta I_{ds} = g_m \Delta V_{gs} + g_m \alpha \Delta v_T + g_d \Delta V_{ds}. \tag{4.30}
\]

Therefore, the change in \( I_{ds} \) behavior due to two different \( v_T \) related to the quiescent points as observed in Fig. 4.14 can be approximated by

\[
\Delta I_{ds} = g_m \alpha \Delta v_T \tag{4.31}
\]
where $\alpha$ modulates the transconductance $g_m$. This modulation factor along with the parameters of the trap model in [138] are extracted from the pulsed-IV and drain-source current transient measurements [Paper D].

### 4.6 Extraction procedure for the trap model in [Paper D]

The parameter extraction procedure for the trap model in [Paper D] involves three steps. The steps are briefly explained below, however for the detailed procedure, kindly refer to [Section IV, Paper D].

(a) Extracting core-current model parameters

The first step is to extract the core current model ($I_{ds}^{\text{Core}}(V_{gs}, V_{ds})$) with the minimal effects of trapping and temperature. Therefore, pulsed-IV characteristics from the quiescent point $V_{gs} = V_{ds} = 0$ V are used to model the core current as the associated trap potential ($v_T$) is low in the absence of any electric-field [55, 142, 164–166]. The drain-source current transient measurements is used to identify the trap related time-constants. The latter is then used to determine the pulse-profile for the IV-measurements [Paper D].

The measured pulsed-IV characteristics can then be used to fit a current expression depending on the type of HEMT used to obtain $I_{ds}^{\text{Core}}(V_{gs}, V_{ds})$. For the symmetrical GaN HEMT used in [Paper D], the current expression in [Paper C] is used.

(b) Extracting trap model parameter $v_T^{\text{Eff}}$

The next step is to estimate $v_T^{\text{Eff}}$ in (4.27). $v_T$ and $\alpha$ can then be extracted from $v_T^{\text{Eff}}$ for measurements where the conditions for $v_T$ and $\alpha$ can be differentiated. The double-pulse measurement technique proposed in [167] is one such method where $v_T$ and $\alpha$ can be associated to the pre- and measure-pulse conditions respectively. This method is useful in the presence of faster trap transients.

![Figure 4.15: Selected pulse-to and quiescent voltage levels to extract the trap potential $v_T$ and modulating factor $\alpha$. The pinch-off of the GaN DUT is approximately $-3.9$ V.](image)

Another simpler procedure to extract the parameters from pulsed-IV measurements is proposed in [Paper D]. Under the proposed procedure, it is important that the traps have negligible transients during the pulse in the mea-
4.7 Validation of the proposed trap model

The proposed model exemplified using a GaN transistor in [Paper D] is intended for nonlinear application (e.g. power amplifier). Therefore, apart from the dc- and pulsed-IV measurements, the model is validated with transient and load-pull measurements. The dc-IV characteristics of the model are compared to the measured behavior in Fig. 4.18(a). There is a good overall agreement in the response of the model. Furthermore, Fig. 4.18(b) shows a good agreement of the modeled and measurement pulsed-IV response for the DUT in
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Figure 4.16: Comparison of the measured (−) and modeled (marker) transient response when the drain-source voltage across the DUT is stepped from 0 V to 20 V (top) and 30 V (bottom) respectively. The gate-source bias is fixed at −2.5 V.

Figure 4.17: Transistor model in [Paper D] showing the extrinsic parameters, nonlinear capacitances modeled by the charge expressions, gate-diodes, an RC-branch thermal model on bottom right, and the trap model with the modulating factor $\alpha$ on bottom left. The VCCS implements the trapping effects $(v_T - V_{T,(0,0)})\alpha$ through $V_{gs}$, and the thermal effects in the core current model.

[Paper D]. The traps not just modulate the current in the 2-DEG, but also the resistivity of the drain and source access regions outside the influence of the gate contact. This, in turn, modulates the on-resistance and consequently a deviation in the knee region is observed in Fig. 4.18(b) [21].

The transient response of the model is already shown in Fig. 4.16, where the model is in correspondence to the measured behavior. The nonlinear characteristic of the model is validated with load-pull measurements where the load seen by the transistor is fixed at 10Ω and 500Ω. The transistor is excited with 2 GHz RF signal and calibrated incident and reflected waves at the gate and drain terminals are measured at the 1 dB compression point of the transistor. The model is then excited using the measured incident waves as described in Section 3.5, (for complete detail, refer to [Paper D, Section V]). Fig. 4.19 shows a comparison between the measured and modeled response of the transistor. The comparison reveals a good correspondence between the measured
4.8 Trapping Effect in field-plated (FP) devices

Field-plates (FPs) are used to increase the breakdown voltage of a transistor. These additional metallic structures, connected either to the gate or source metal contact, reduce the peak electric-field and increase the voltage operating range of a transistor [6,119]. The change in the electric-field due to the presence of the field-plate also changes the electron and ionized trap density profile in the buffer of the device [118]. Fig. 4.20 illustrates the ionized trap density profile in the buffer. The change in the ionized trap density profile from a non-field-plated to a field-plated device also reshapes how the trapped electrons modulate the number of carriers and the current in the 2-DEG. Such details are often studied with TCAD based physical models of a HEMT. However, TCAD based models can only be used if the information about the fabrication process of the device is available.

The empirical trap model in [Paper D] differentiates the trap potential
and the modulation factor. These parameters are related to the number of trapped electrons and their effect on the modulating the number of carriers in the 2-DEG, respectively. Therefore, the proposed trap model can be used to investigate the influence of addition of field-plates on the trapping effects. Hence, the parameters for the proposed trap model are extracted and compared for commercial GaN HEMTs with and without field-plates in [Paper E].

Fig. 4.21 compares the extracted trap potential for a commercial GaN HEMT with and without the field-plate. A higher trap potential is observed for the device without the field-plate. This is due to the higher peak electric-field injecting the electrons deeper into the buffer layer where trapping centers are present. However, the ratio of the trap potential to the maximum trap potential shown in Fig. 4.21(b) is observed to be similar for both the devices. Thus the ratio of the number of the trapped electrons to the number of available trap centres are similar in both devices. This clearly indicates that the trapping is essentially dependent on how deep the electrons are pushed into the buffer. Therefore, this can be linked to the peak electric-field in the device [Paper E].

Apart from the electric-field, field-plates also reshape the profile for electron and ionized trap density [118]. Compared to the device without the field-plate, the trapped electrons are closer to the 2-DEG and laterally more dispersed in the buffer between the gate and drain in the device with the field-plate. The distribution of trapped electrons (ionized traps) is illustrated in Fig. 4.20.
4.9. SUMMARY

It can be observed that the trapped electrons have a larger area available for influence and proximity to the 2-DEG for the field-plated device. These conditions make the 2-DEG more sensitive to the trapped electrons for the device with the field-plate. Hence, a higher modulation factor for the trap model in [Paper D] is observed as shown in Fig. 4.22.

The trapping effect is a product of both the trap potential and the modulation factor \((\alpha \cdot v_T)\) as in (4.27). Therefore, the behavior observed in Fig. 4.21 and Fig. 4.22 indicate a clear trade-off between the two trap model parameters. Such a trade-off can not necessarily be observed in the comparison of the IV-characteristics [Paper E]. The observed trade-off is an interesting finding which requires further investigation to assess the benefit of field-plate with respect to the trapping effects. It appears that the benefit of the lower trap potential is counteracted by the increased modulation of the carriers in the 2-DEG by the trapped electrons. This prompts towards an investigation of optimized field-plate designs where an improved transistor performance is achieved with a lowered trap potential and not so significant rise in the modulation factor. Furthermore, the comparison of parameters of the trap model identifies the parameters to be further investigated for the development of a scalable trap model for varying field-plate dimensions.

4.9 Summary

This chapter has concentrated on the trapping effects and their models. A new model is proposed to take account of the distribution of the trapped electrons. Furthermore, the proposed model parameters are investigated for a field-plated device, which is attempt to take a first step towards a trap model scalable with respect to the field-plate dimensions.
Chapter 5

Conclusions and Future Work

Conclusions

This thesis aims to simplify and improve FET models and their extraction procedures. It is by incorporating information about the device physics (e.g. symmetry, trapping theory) the accuracy and simplicity of empirical models can be improved. This is important since development of new products relies on accurate models and few design iterations.

For the microwave switches and resistive mixers wherein symmetrical devices are used, a new equivalent circuit was proposed in [Paper A]. The proposed model reduces the number of measurements required for the extraction of its parameters [Paper A]. The small-signal model parameter extraction procedure for the proposed model was further improved by using an optimizer based extraction along with the symmetry [Paper B]. It was shown that the extraction of only four out of the eight intrinsic parameters was sufficient when the measurements in both the positive and the negative drain-source voltage regions were used for a symmetrical transistor.

The symmetry in the extracted parameters for the proposed model was translated into the symmetry in the nonlinear model. This translation of symmetry allowed the reactive currents in the device to be modeled by a single common charge expression. Hence, the use of one charge expression simplified the nonlinear model [Paper A]. Furthermore, for GaN HEMTs, a new symmetrical current expression was developed in [Paper C] based on an existing model.

GaN HEMTs are ideal choice for high power RF applications due to a unique combination of high electron mobility and high breakdown electric field. However, they are also prone to trapping. The influence of the potential generated by the trapped electrons on the current in the 2-DEG is different from the gate-source voltage. Therefore, a new trap model was proposed in [Paper D] wherein, a modulation factor was introduced to distinguish the influence of trap potential. A parameter extraction procedure based on pulsed-IV measurements was also outlined for the trap model in [Paper D]. The field-plates used in transistors to suppress the peak electric-field also change the
number and distribution of the trapped electrons. Therefore, the proposed
trap model was used to investigate trapping effects in the presence of field-
plate [Paper E]. The investigation revealed that the proximity of the trapped
electrons to the buffer, and the larger area available to interact with the 2-
DEG increased the influence of trapped electrons on modulating the current
in the 2-DEG in the presence of field-plate. The investigation also reveals the
parameters to be invested further to build a trap model scalable with respect
the field-plate dimensions.

The thesis has presented a built up for a transistor model covering from
the small-signal, large-signal and trap model, and their parameter extraction
procedure. This work aims to simplify the modeling procedure while improving
the accuracy of the models. Simpler models with improved accuracy will assist
circuit designers to harness the full potential of the transistor technology with
first-time success. Thus, in turn, reducing the product development time and
fueling the rapid growth in the wireless systems.

Future Work

During the work with this thesis, several interesting topics for future work
have emerged and are hereby listed:

• Improved charge models for symmetrical transistors.
  – Further work is required to improve the charge model developed
    for both GaAs and GaN DUTs. A common charge expression also
    opens up the possibility of modeling the nonlinear reactive part of
    a symmetrical device with fewer parameters.

• Symmetrical models for transistors in other technologies.
  – Except for transistors used in high power RF applications, com-
    monly available transistors are symmetrical. Hence, the symmetri-
    cal model and the modeling procedure described in this thesis can
    be extended to other FET technologies.

• Trap model with multiple time-constants or activation energies.
  – Trapping often presents multiple time-constants and activation en-
    ergies. Therefore, an accurate model must also consider the differ-
    ent time-constants as their individual effects would be dependent on
    the operating conditions such as temperature and applied voltages.

• Field-plate modeling.
  – Field plates in high power RF transistors disturb the intrinsic sym-
    metry. Hence an investigation and comparison between intrinsic
    model parameters extracted for a symmetrical device, asymmet-
    rical device with and without field-plates in the same technology
    would be interesting. This will give an insight on whether or not
    the field-plated transistors can be modeled using a symmetrical in-
    trinsic core with a linear or nonlinear parameter corresponding to
    the effect of field-plates present in the device.
• Trap model scalable with field-plate dimension.
  
  – The investigation of the trap model parameters in [Paper E] indicates the model parameters which depend on the field-plate. Further investigations would open a scope to build a scalable trap model dependent on the length of the field-plate in a transistor.

• Models to evaluate process changes and materials.
  
  – Empirical models incorporated with physical information can also be used to evaluate how different GaN processing and material variations affect circuit behavior, as the process changes can be identified in the physical information embedded in the model.
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