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Abstract
The majority of today’s global Internet traffic is conveyed through optical fibers. The

ever-increasing data demands has pushed the optical systems to evolve from using re-
generators and direct-direction receivers to a coherent multi-wavelength network. The
future services like cloud computing and virtual reality will demand more bandwidth,
so much so that the so called capacity-crunch is anticipated to happen in near future.
Therefore, studying the capacity of the optical system is needed to better utilizing the
existing fiber network.

The capacity of the dispersive and nonlinear optical fiber described by the nonlinear
Schrödinger equation is an open problem. There is a number of lower bounds on the
capacity which are mainly obtained based on the mismatched decoding principle or by
analyzing simplified channels. These lower bounds either fall to zero at high powers or
saturate. The question whether the fiber-optical capacity has the same behavior as the
lower bounds at high power is still open as the only known upper bound increases with
the power unboundedly.

In this thesis, we investigate the influence of the simplifying assumption used in some
optical channel models on the capacity. To do so, the capacity of three different memo-
ryless simplified models of the fiber-optical channel are studied. The results show that in
the high-power regime the capacities of these models grow with different pre-logs, which
indicates the profound impact of the simplifying assumptions on the capacity of these
channels.

Next, we turn our attention to the demodulation process which is usually done by
matched filtering and sampling. It is shown that by deploying a proper demodulation
scheme the performance of optical systems can be improved substantially. Specifically, a
two-user simplified memoryless WDM network is studied, where the effects of nonlinear
distortion are considered in the model. It is shown that unlike matched filtering and
sampling, with the optimal demodulator, the symbol error rate decreases to zero at high
power.

Keywords: Fiber optics, perturbation, nonlinearity mitigation, channel capacity, infor-
mation theory, achievable rate.
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CHAPTER 1

Introduction

1.1 Overview
Today’s modern society relies on fast and reliable communication systems that connect
the world together. The massive amount of data produced every day is transmitted
almost exclusively through the optical fibers that connect the cities, countries, and con-
tinents. The two most significant advantages of optical fibers compared to other com-
munication media are providing enormous bandwidth and having extremely low loss,
which allows the fiber to transfer data at high rates to far destinations. Comparing to
coaxial cable, the loss is 2–3 orders of magnitude less and the bandwidth is about 4000
times more. Fibers are also immune to the electro-magnetic and radio-wave interference,
resistant to lighting strikes, and lighter and smaller than copper cables.

The optical-fiber communication system was born by manufacturing low-loss fibers in
1970 [1]. The history of the optical communication is divided to three eras [2, Sec. 2]. In
the first era, from 1977–1993, on–off keying and direct-detection was used to transmit the
data through the fiber. Also, at this stage, to compensate for the fiber loss regenerators
were deployed along the fiber, which recover the data in the electric domain and retrans-
mit it over the fiber. With the introduction of the optical amplifiers in the late 1980s [3]
the second era began. Transmitting multiple wavelength-devision multiplexed (WDM)
channels over a single fiber became possible as all the channels could be amplified with a
single optical amplifier. Finally, we are now in a new phase where using modern digital
signal processors makes it possible to move from direct detection to coherent transmission
systems.

With all the aforementioned advances, the optical communication systems were able to
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Chapter 1 Introduction

cope with the increasing data demand in the past five decades which is mainly attributed
to the exponential growth of the Internet. The call for higher data rates is expected to
grow even faster in the future as the bandwidth-hungry applications like Internet of
things, cloud computing, and virtual reality are beginning to emerge. It is anticipated
that the current optical systems will meet their limit in the near future, an incident that
is referred to as the capacity crunch.
To avoid the capacity crunch, it is essential to exploit all the potentials of the optical

fiber. In today’s fiber-optical transmissions, the coding, modulation, and demodulation
algorithms are adopted from wireless systems. However, the optical fiber is a nonlinear
medium as the intensity of the light changes the refractive index of the fiber core. Since
the transmission system is designed for the linear channel, the nonlinearity is treated
as noise. This so called nonlinear noise increases with the intensity of the signal such
that the performance of the system degrades after an optimal input power, causing
the achievable rates with commonly used transmission schemes to have a maximum
at low powers. An interesting open question is whether this peaky behavior of the
achievable rate is fundamental or is merely because of deploying suboptimal algorithms.
Information-theoretic analysis of the capacity is a standard way to obtain insights about
the answer.
After about five decades from the birth of optical fibers and seven decades from the

dawn of information theory [4], the capacity of the fiber-optical channel remains an open
problem. The main question is whether the capacity increases to infinity or is bounded.
To answer this question, either an ever-increasing lower bound or a bounded upper bound
on the capacity is required. However, no such bounds are established as yet. All the
lower bounds either vanish or saturate at high powers where the only known upper
bound [5] increases indefinitely with power. To obtain approximations of the capacity,
many simplified models have been developed and lower bounds were established on their
capacity (see [6, 7] for two recent reviews).
Contributions: In this thesis we investigate the influence of the simplifying assump-

tions, used in developing simple optical channels, on capacity. We show that these as-
sumptions have a profound influence on the capacity of optical models at high power, and
therefore the capacity results based on these models are not accurate in the high-power
regime. Next, the matched filtering and sampling which is the common demodulation
method in optical systems is revisited. Multiple demodulation and detection schemes are
proposed for a two-user memoryless WDM network. A significant gain in performance
was observed with the optimal demodulation method, with which the symbol error rate
decreases to zero with power, whereas with matched filtering and sampling the symbol
error rate goes to approximately one in the high-power regime.
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1.2 Thesis Outline

1.2 Thesis Outline
This thesis is divided into two parts, where the first one includes some background
and general information about the topic and the second comprises two papers whose
contributions were summarized in the abstract. The rest of the first part is organized
as follows. First, we study the NLS equation that governs the propagation of a signal
through a fiber in Chapter 2. The main goal of Chapter 2 is to describe the continuous-
time optical channels to justify the models used in the appended papers. In Chapter 3
different notions of capacity are investigated for continuous- and discrete-time channels.
Some optical channel models are studied in Chapter 4. Specifically, the channel models
used in the papers are described in Sections 4.3 and 4.4. A review on the nonlinearity
mitigation methods is provided in Chapter 5. Finally, a summary of the contributions of
the papers is provided in Section 6.

1.3 Notation
The following notation is used in the introduction. All logarithms are in base two. Vectors
are denoted by underlined letters. ‖ · ‖ denotes the Euclidean norm. We use boldface
letters to denote random quantities. h( · ) represents the differential entropy functions.
The mutual information between two random variables x and y is denoted by I(x; y).
The imaginary unit is represented by j =

√
−1.
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CHAPTER 2

Fiber-Optical Transmission Systems

The purpose of this chapter is to connect the discrete-time optical channel models used
in the appended papers to the underling physical channel. Also, it provides the reader
with some general information about optical channel modeling.

Optical core networks, which are information highways connecting cities, countries,
and continents, carry the vast amount of Internet data. To connect two nodes via these
networks, reconfigurable optical add-drop multiplexers (ROADMs) are used to add or
drop a channel at each switching point. Fig. 2.1 shows a simple schematic of how WDM
channels are added and dropped at different nodes of the network. Therefore, through
propagation of a signal, the neighboring channels, which introduce interference to the
signal, may change at each switch. The first step to analyze this enormous and compli-
cated network is to study the point-to-point fiber channel, which is the main concern of
this thesis.

The standard single-mode fiber has an extremely low loss. However, for long transmis-
sion distances (> 100 km), it should be compensated for. Optical amplifiers boost the
signal energy while adding noise to it. Apart from the loss and noise, there are two main
impairments associated with fibers, namely, dispersion and nonlinearity. They are mainly
caused by the dependence of the refractive index on wavelength and electromagnetic field,
respectively.

This chapter begins by describing the signal propagation through the fiber in Sec. 2.1.
The effects of optical amplification is added to the model in Sec. 2.2. A brief introduction
to a numerical simulation of the fiber channel is presented in Sec. 2.3. Finally, in Sec. 2.4,
WDM systems are described briefly.

7
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Rx.1

Rx.2

Tx.1

Tx.2 ROADM

Figure 2.1: An schematic of an optical network, where switching is performed by ROADMs.

2.1 Signal Propagation in Fibers

An optical signal can be described by a slowly varying envelope of the light’s electro-
magnetic field. Therefore, its propagation through the fiber is governed by Maxwell’s
equations. Under some assumptions, which are discussed later, these equations lead to
the Manakov equation

∂a
∂z

+ j
β2
2
∂2a
∂t2︸ ︷︷ ︸

Dispersion

− jγ ‖a‖2 a︸ ︷︷ ︸
Nonlinearity

+ α

2 a︸︷︷︸
Attenuation

= 0. (2.1)

Here, a = [ax(z, t) ,ay(z, t)], where ax(z, t) and ay(z, t) are complex baseband signals
propagating in the x and y polarizations at time t and location z, respectively. β2 is
the group-velocity dispersion parameter and α is the attenuation constant. Parameter
γ = 2πn2/(λAeff) is the nonlinear coefficient, where n2 is the nonlinear refractive index,
Aeff is the effective area of the fiber core, and λ is the wavelength in vacuum.
We note that (2.1) describes the signal propagation in a single mode fiber (SMF)

without any amplification and hence without noise. The effects of optical amplifiers are
added to this equation in Sec. 2.2. If the signal is transmitted in only one polarization,
(2.1) changes to the nonlinear Schrödinger (NLS) equation by replacing the random
vector a by the random variable a and also the vector norm ‖ · ‖ by the absolute value
| · |. As we mainly consider single polarization in this thesis, we use the NLS equation to

8



2.1 Signal Propagation in Fibers

z
z = Lz = 0

Nonlinear Schrödinger Equation

a(0, t) a(L, t)

Figure 2.2: An schematic representation of signal propagation through the optical fiber gov-
erned by NLS equation.

describe the signal propagation in fibers. It reads

∂a
∂z

+ j
β2
2
∂2a
∂t2
− jγ|a|2a + α

2 a = 0. (2.2)

We note that the NLS equation is an excellent model for fibers and its validity has been
checked by many experiments. However, it also should be noted that many assumptions
have been considered in the derivation of this equation; here we list the most important
ones.

• The signal’s spectral width ∆ω is much smaller than the central frequency ω0:
∆ω/ω0 � 1

• The wavelength region 0.5− 2µm is utilized for transmission
• The nonlinear effect is small
• The fiber-loss is low
• The refractive index of the core and cladding is invariant of spatial coordinates
• The nonlinear response is instantaneous
• The higher order nonlinearities and dispersion are weak

Therefore, the NLS equation may be inaccurate at very high powers or at very low or high
wavelengths. Also, it does not cover all the impairments of the fiber. More information
about these assumption can be found in [8, Ch. 2].

No analytical solution for NLS equation has been found. However, some numerical
methods can be used to solve this equation with arbitrary accuracy; we discuss one of
these methods in detail in Sec. 2.3.

2.1.1 Chromatic Dispersion
In a SMF, each frequency component of a signal propagates with a different velocity
through the fiber. Therefore, some components of the signal arrive at the receiver sooner
than others; which results in the broadening of the signal in time. Specifically, a pulse
with spectral width ∆ω broadens in time after propagating through a fiber with length
L by approximately Lβ2∆ω.

9
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Figure 2.3: Effect of dispersion on a signal after a distance L > 0.

The effect of the dispersion on the transmitted signal can be studied by neglecting the
nonlinearity (γ = 0) and the attenuation (α = 0). Doing so, we obtain from (2.2)

∂a
∂z

+ j
β2
2
∂2a
∂t2

= 0. (2.3)

To solve (2.3), one can apply the Fourier transform to both sides of the equality to obtain

∂a(z, f)
∂z

= 2jπ2f2β2a(z, f). (2.4)

Solving (2.4), the signal at position z can be expressed in the frequency domain as

a(z, f) = a(0, f)e2jπ2f2β2z. (2.5)

Therefore, the chromatic dispersion can be modeled by a linear all-pass filter with fre-
quency response H(z, f) = exp(2jπ2f2β2z). The corresponding impulse response is

h(z, t) = exp(jt2/(2β2z))√
2jπβ2z

. (2.6)

If not compensated for, dispersion severely deteriorates the performance of the optical
systems. Fig. 2.3 illustrates the effect of dispersion on a signal after propagation. It
can be seen that the signals becomes completely deformed. Two categories of dispersion
compensation techniques exist. The first one is to use dispersion compensating fibers to
compensate the dispersion in the optical domain. The second is done by utilizing digital
signal processors at the receiver to perform the compensation in the electrical domain.

2.1.2 Kerr Nonlinearity
The presence of Kerr nonlinearity is the main difference between the optical communi-
cation systems and the linear wireless ones. Its origin comes from the dependence of the
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Figure 2.4: Effect of nonlinearity on three pulses with different amplitudes in the frequency
domain after propagation.

refractive index on the electromagnetic field. Since the fiber core has a very small area,
the intensity of the optical power launched into the fiber becomes very high. This high
intensity changes the physical features of the glass like its refractive index. The effects
of Kerr nonlinearity can be studied by neglecting dispersion β2 = 0 and loss α = 0 in
(2.2) to obtain

∂a
∂z

= jγ|a|2a. (2.7)

This equation has the solution

a(z, t) = a(0, t) exp(jγ|a(0, t)|2z). (2.8)

Therefore, the nonlinearity appears as a phase distortion that is a function of the signal
power. The effects of the nonlinearity distortion can be studied in the frequency domain.
Fig. 2.4 shows the evolution of three Gaussian pulsed in the frequency domain after
propagation. It can be seen that the spectrum of the pulse broadens and this spectrum
broadening increases with the amplitude of the signal. Many methods for compensating
nonlinearity exist, some of which are presented in Sec. 5.

2.1.3 Fiber Loss
The fiber core is an extremely transparent glass. Its loss is approximately 0.2 dB/km
at wavelength 1.55µm which is mainly due to a fundamental loss mechanism, Rayleigh
scattering, and exists in all fibers [9, Sec. 2.5.3]. Neglecting dispersion and nonlinearity,
the solution to (2.2) becomes

a(z, t) = a(0, t) exp(−αz/2) (2.9)

which indicates that the power decreases with the rate exp(−αz). The power loss is often
stated in terms of dB/km which can be calculated from α by αdB = α10 log10(e).
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Chapter 2 Fiber-Optical Transmission Systems

2.1.4 Beyond the NLS Equation
As mentioned before, although the NLS equation covers the important features of signal
propagation over fiber, it does not describe all the impairments. Here we briefly list some
of these additional phenomena.
• Stimulated Raman scattering is an important nonlinear effect that occurs at high

powers. It transfers a portion of an optical field’s energy to a lower frequency.
This feature of the fiber is utilized to build distributed Raman amplifiers where
an optical beam is transmitted at higher frequencies than the signal to boost its
energy continuously during propagation. This effect can also severely deteriorate
the performance of WDM systems in the high-power regime by introducing inter-
channel interference.

• Stimulated Brillouin scattering is a nonlinear process similar to the Raman ef-
fect. In this process some of the energy of an optical field is transferred to lower
frequencies and propagates backward through the fiber.

• Polarization effects: In the derivation of the Manakov equation it is assumed
that the state of the polarization is preserved completely during propagation.
However, this is not the case in practice, where the refractive index for the x
and y polarizations are not exactly the same. Therefore, the signal travels with
different speeds in each polarization and causes a phenomenon called polarization
mode dispersion.

2.2 Optical Amplifications
For long-haul transmission, in order to compensate for the loss, the signal needs to be
amplified. Traditionally this process was performed by installing costly regenerators
that brought the optical signal to the electrical domain and then retransmitted it. Now
this task is done by optical amplifiers, which are more economical. Moreover, optical
amplification is the key enabling technology to WDM systems. A single amplifier can
boost the energy of optical signals in a wide spectrum of wavelengths, while with the old
systems, one regenerator is needed for each WDM channel. The optical amplification is
based on stimulated emission, where a copy of a photon is generated by an excited atom.
This process is always accompanied with spontaneous emission, where an excited atom
emits a photon randomly. Therefore, optical amplification always comes at the price of
increased noise level. By considering the optical amplification, the signal propagation
through the fiber can be described by the statistic NLS equation as

∂a
∂z

+ j
β2
2
∂2a
∂t2
− jγ|a|2a + α− g(z)

2 a = n. (2.10)

Here, n is the amplified spontaneous emission (ASE) noise, which is circularly symmetric
white Gaussian, and g(z) is the gain profile. Next, we present two commonly used
amplification schemes and study the noise and g(z) for them.
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Table 2.1: Amplifier parameters

Parameter Symbol Value
Amplifier Gain G eαL

Span length L 80–100 km
Noise figure Fn 4–7 dB

Number of spans K ≥ 1
Planck’s constant h 6.626 · 10−34 Js
Carrier frequency ν 1.911 · 1014 − 1.961 · 1014 Hz

2.2.1 Lumped Amplifiers
In this amplification scheme the fiber is divided to multiple spans and an erbium-doped
fiber amplifier (EDFA) is used at the end of each span to boost the signal’s energy. The
noise, n(z, t) has the autocorrelation of

E[n(z, t)n(z′, t′)∗] = 1
2GFnhνδ(t− t

′)δ(z − z′)
K∑
i=1

δ(z − iL). (2.11)

Here, δ( · ) is the Dirac delta function and hν is the optical photon energy. The rest of
the parameters are presented in Table 2.1. The gain profile can be described as

g(z) = αL

K∑
i=1

δ(z − iL). (2.12)

If we assume that the signal bandwidth, W , is constant during propagation, the total
noise variance is

PN = 1
2KGFnhνW (2.13)

.

2.2.2 Distributed Amplifiers
Unlike lumped amplification, in the distributed one the transmission loss is continuously
compensated for along propagation. Therefore, the signal power level remains almost
constant. In this scheme, a pump wave is transmitted at higher frequencies than that
of the signal. The pump copropagates with the signal and through the Raman effect, it
gives the signal a portion of its energy. The gain profile for the ideal Raman amplification
is g(z) = α and the noise autocorrelation is

E[n(z, t)n(z′, t′)∗] = αnsphνδ(z − z′)δ(t− t′) (2.14)
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+× × exp(2jπ2f2β2∆z)

ejγ∆z| · |2 e−α∆z/2 nk

One span
One fiber segment Amplifier

Tx RxG

×K
×N

Figure 2.5: Split-step Fourier method for lumped amplification with K spans. Each fiber span
is divided to N segments. G = eNα∆z/2 is the amplification gain.

where nsp is the ASE noise factor. The total noise variance is

PN = αLtnsphνW (2.15)

where Lt is the total fiber length. We note that, in practice, the gain profile is not a
constant and it decreases as the distance from the amplifier increases.

2.3 Split-step Fourier Method
For special cases of the input signal such as solitons [8, Ch. 5], the lossless NLS equation
((2.2) with α = 0) has an analytical solution. However, a general solution for the NLS
equation in (2.2) has not been found. The evolution of the signal can be tracked by
means of numerical methods, of which the most famous one is the split-step Fourier
(SSF) method.

2.3.1 Lumped Amplification
In the SSF method, for lumped amplified systems, a fiber span with length L is split into
N small segments with length ∆z = L/N . It is assumed that the linear and nonlinear
operators in the NLS equation act independently in each segment. The output of the
kth segment, ak = a(k∆z, t), can be obtained by applying three operators to the output
of its previous segment, ak−1: i) a nonlinear operator as in (2.8) ii) a linear operator as
in (2.5), and iii) an attenuation operator as in (2.9), i.e.,

ak = e−α∆z/2 [h(∆z, t) ∗ [ak−1 exp(jγ∆z|ak−1|2)]
]
. (2.16)

Here, h(z, t) is the impulse response of the dispersion filter defined in (2.6).
In practice, to implement the SSF method, the input signal is sampled much faster

than the Nyquist rate so that the effects of spectrum broadening, caused by the channel
nonlinearity, is correctly captured. Moreover, to decrease the complexity of the method,
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+× exp(2jπ2f2β2∆z)

ejγ∆z| · |2 nk

One fiber segment

Tx Rx

×K ′

Figure 2.6: Split-step Fourier method for distributed amplification with K′ segments.

the convolution in (2.16) is calculated in the frequency domain using fast Fourier trans-
form.

For lumped amplification, the effect of amplifier can be shown by multiplying the signal
by exp(αL/2) and adding the ASE noise to the signal. A model of the SSF method for
lumped amplification is provided in Fig. 2.5.

If dispersion is ignored, we have |ak|2 = exp(−kα∆z)|a0|. Therefore, the output of
the first span can be described by

aN = a0e
−αL/2

N−1∏
k=0

exp
(
jγ∆ze−kα∆z|a0|2

)
(2.17)

= a0e
−αL/2 exp

(
jγ|a0|2∆z 1− e−αL

1− e−α∆z

)
. (2.18)

Using lim∆z→0 ∆z/(1− exp(−α∆z)) = 1/α, the right-hand side of (2.18) at the limit of
∆z → 0 becomes

a0e
−αL/2 exp(jγLeff |a0|2) (2.19)

where Leff is the effective length of the fiber with length z and is defined as

Leff = 1− exp(−αz)
α

. (2.20)

Note that Leff ≤ z, which indicates that the nonlinear phase shift is smaller than in the
lossless case in (2.8). Similar channel model as in (2.19) is obtained in Sec. 4.2.

2.3.2 Distributed Amplification
For ideal distributed amplification, the fiber loss is compensated for completely and ASE
noise is added to the signal continuously during propagation. One step of the SSF method
with distributed amplification can be described as

ak+1 = h(∆z, t) ∗ [ak exp(jγ∆z|ak|2)] + nk (2.21)

15



Chapter 2 Fiber-Optical Transmission Systems

where nk is the amplifier noise and has the autocorrelation of

E[nk(z, t)nk(z′, t′)∗] = αnsphν

K ′
δ(z − z′)δ(t− t′). (2.22)

This method is illustrated in Fig. 2.6.

2.4 WDM Systems and Impairments Related to It
In WDM systems, multiple modulated signals at different carrier wavelengths are trans-
mitted through a single fiber. The number of channels is usually limited by the bandwidth
of the optical amplifier used in these systems, which for EDFAs is roughly 5 THz. There-
fore, around 100 channels with bandwidth of 50 GHz can be transmitted. Spectrum
guard bands are applied to reduce the crosstalk between channels at the cost of reducing
spectral efficiency. The origin of the cross-talk is the dependence of the refractive index
at each wavelength on the signal amplitudes at the other wavelengths.
To model the effect of the cross-talk, we consider a WDM channel with two wave-

lengths. The signal propagation through these channels in the fiber can be described by
the pair of coupled equations [10, p. 274].

∂a1
∂z

+ j
β21
2
∂2a1
∂t2

− jγ1(|a1|2 + 2|a2|2)a1 + α

2 a1 = 0 (2.23)

∂a2
∂z

+ j
β22
2
∂2a2
∂t2

− jγ2(|a2|2 + 2|a1|2)a2 + α

2 a2 + jd
∂a2
∂t

= 0. (2.24)

Here, β2i is the group velocity dispersion at wavelength i ∈ {1, 2} and γi is the nonlinear
parameter. ai corresponds to the ith baseband signal. The attenuation constant α is
considered to be equal for both channels. The parameter d is the group velocity mismatch,
that is

d = 1
vg2
− 1
vg1

(2.25)

where vgi is the group velocity. In (2.23) and (2.24), the time is measured according to a
reference frame moving with the first signal. The term jγ1|a1|2 in (2.23) corresponds to
the self-phase modulation (SPM), meaning that the amplitude of the signal modulates
the signal’s phase. The term jγ1|a2|2 in (2.23) is known as cross-phase modulation
(XPM), which illustrates the interference between the copropagating signals. It can be
seen that the phase shift of a signal from XPM is twice the amount of SPM.
The phase distortions caused by SPM and XPM, although they do not change the

signal’s amplitude, expand the signal’s spectrum. The only exception is the perfect
rectangular pulse shape, where φnl

1 and φnl
2 are constant during one symbol period.

Another important impairment of WDM systems is the four-wave mixing (FWM),
where three signal at different wavelengths ω1, ω2, and ω3 combine with each other to
create a signal at ω4 = ω1 +ω2−ω3. With many signals propagating in WDM, FWM can
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be a major source of distortion. This effect can be mitigated by proper channel spacing.
Other sources of distortion like Brillouin and Raman scattering can also deteriorate the
performance of WDM systems.
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CHAPTER 3

Channel Capacity

In this chapter, we study different notions of channel capacity. Differential entropy and
mutual information are defined in Sec. 3.1. Sec. 3.2 provides the definition of the capacity
of the discrete-time channels. The capacity and the spectral efficiency of the continuous-
time AWGN channel is defined in Sec. 3.3. Sec. 3.4 reviews some results on the capacity
of the fiber-optical channel.

3.1 Differential Entropy and Mutual Information
Consider two random vectors x and y that take values in Rn and are distributed according
to the joint probability distribution function (pdf) fx,y(x, y). The differential entropy of
x is defined as [11, Sec. 8]

h(x) = −
∫
Rn
fx(x) log

(
fx(x)

)
dx. (3.1)

Similarly, the joint differential entropy of x and y is

h(x,y) = −
∫
Rn

∫
Rn
fx,y(x, y) log

(
fx,y(x, y)

)
dx dy. (3.2)

Moreover the mutual information between the random vectors x and y is defined as

I(x; y) = h(y) + h(x)− h
(
x,y

)
. (3.3)

Let now x take value in Cn. We have

h(x) = h(xr,xi) (3.4)
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Chapter 3 Channel Capacity

where xr and xi are the random vectors representing the real and imaginary parts of x,
resp. Also, the mutual information between two complex random vectors can be defined
by (3.3).

3.2 Capacity of Discrete-Time Channels
A discrete-time memoryless channel can be described by a conditional pdf fy|x(y | x),
where x and y are complex random variables. The capacity, CDMC, of this channel is
the maximum rate in bits per channel use at which the information can be transfered
through the channel with arbitrary low error probability. By Shannon’s channel coding
theorem [4], the capacity under the average power constraint P > 0, can be calculated
as

CDMC = sup
fx(x)

I(x; y) bits per channel use (3.5)

where the supremum is taken over all input distributions fx(x) such that E
[
|x|2

]
≤ P .

Similarly, for a discrete-time block-memoryless communication channel described by
the conditional pdf fy|x(y | x), the capacity, CDBC, under the average power constraint
P > 0, is

CDBC = sup
fx(x)

I(x,y) bits per block . (3.6)

Here, the supremum is taken over all input distributions fx(x) such that E
[
||x||2

]
≤ nP ,

where n is the input vector length. Alternatively, we have

CDBC = 1
n

sup
fx(x)

I(x,y) bits per channel use. (3.7)

3.3 Capacity of the Continuous-Time AWGN Channel
The capacity of a continuous-time channel in bits per second is the maximum of the
average number of information bits that can be transmitted through the channel during
one second at an arbitrarily low error probability. For the AWGN channel, the base-
band input–output relation can be written as y(t) = x(t) + n(t), where n(t) is a complex
circularly-symmetric white Gaussian process and x(t) is the complex input signal that is
band-limited to B Hz. The capacity, CAWGN, of this channel under the power constraint
lim
T→∞

1/T
∫ T

0 |x(t)|2 dt ≤ P is [4]

CAWGN = B log
(

1 + P

N0

)
bits per second. (3.8)

For a continuous-time channel, spectral efficiency is measured in terms of bits per
seconds per hertz by dividing its capacity to its bandwidth, B. For the AWGN channel
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the spectral efficiency, SEAWGN , is

SEAWGN = log
(

1 + P

N0

)
bits per second per hertz. (3.9)

3.4 Known Results on the Capacity of Fiber-Optical
Channel Models

The fiber-optical system described by NLS equation is a continuous-time channel with
memory. There are two main difficulties in studying the spectral efficiency of this channel.
The first is to obtain a discrete-time model. When linear modulation and demodulation
are applied, because of the nonlinear distortion, the output of the demodulator will be a
nonlinear function of all the input symbols, which is hard to formalize. Some efforts to
obtain an approximation of the discrete-time channel have been made, which have lead
to the perturbative models (see Sec. 4.1). The second is that because of nonlinearity,
the spectrum of the signal changes as it propagates through the fiber, which makes it
difficult to define the channel bandwidth.

A number of lower bounds on the capacity of a variety of optical channel models have
been proposed, many of which are based on mismatched decoding [12](see for example
[13–18]). On the other hand, only one upper bound is known as yet [5], which indicates
that the capacity, in bits per channel use, of a discrete-time NLS channel cannot exceed
that of the AWGN one. A recent review on the capacity results is available in [6].

There are different optical communication systems studied in the literature. An optical
system can be lumped- or distributed-amplified and single- or dual-polarized. Also,
WDM systems or a single channel can be considered. Furthermore, different models can
be obtained using various simplifying assumptions. All these models may be studied
with or without memory (dispersion). Here, we categorize some capacity results based
on different types of channel models.
SSF: The SSF method has been used in the literature with two different approaches

to obtain bounds on the capacity. It has been used as a channel model, which maps an
input complex vector to an output vector after some iterative operations [5, 19] or it is
used to obtain channel statistics by simulation [20] to evaluate lower bounds on mutual
information [17, 21, 22]. In [5], it has been proved that the capacity, in bits per channel
use, of the SSF channel is upper-bounded by log(1 + SNR), where SNR is the signal-to-
noise ratio. The asymptotic behavior of a modified SSF channel is studied in [19]. In [17]
different mismatched lower bounds based on different receivers have been evaluated using
SSF simulation. An auxiliary backward channel is used in [21] to obtain a lower bound
that is evaluated by the SSF method.
Memoryless NLS channel: In [23] a lower bound on the capacity of the single-user

memoryless NLS channel has been developed. The asymptotic behavior of this lower
bound is studied to show that the capacity grows unboundedly with power with a min-
imum pre-log of one-half. The capacity of the same channel is evaluated by simulation
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in [24].
Perturbative models: Since analyzing the capacity of NLS channel is difficult, pertur-

bative models are considered in the literature to obtain an approximation of the capacity
(see Sec. 4.1 for more information about perturbation theory). In [25] the influence of
FWM is studied on the capacity of a simplified perturbative WDM channel. In [26] the
Volterra series is used to derive a WDM channel model. It is shown that if joint pro-
cessing is possible, the effects of nonlinear distortion on the capacity region is minimal.
In [16] a perturbative model is used to develop a closed-form mismatched lower bound
on the capacity. To illustrate the effects of XPM mitigation techniques on the capacity,
lower bounds on the capacity of a perturbative model is evaluated in [15,27–29].
Finally, here we list some other capacity results. The capacity of a Gaussian noise

model has been investigated in [30]. In [31, 32] lower bounds on the capacity are estab-
lished through simulation of the fiber-optical channel, using multiple ring constellation.
A modification of the Gaussian noise model [33–36] is studied in [37] to obtains lower
bounds on its capacity. The peaky behavior of the lower bounds is not observed in this
study as the lower bound saturates at high power. In [38], it has been proved that the
capacity of discrete-time static point-to-point channels, including optical models, cannot
decrease with power.
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Optical Channel Models

In this chapter, the channel models considered in the appended papers are reviewed.
Moreover, we investigate the input–output relation of a discrete-time channel obtained
by applying linear modulation and matched filtering and sampling demodulation to a
nonlinear optical channel.

4.1 Perturbation Theory
For many nonlinear systems, a linearization around a working point can provide an
approximation of the system’s output. With the fiber-optical channel, this approach
leads to perturbative channel models. The main assumption here is that the effects of
nonlinear distortion are weak. Specifically, the solution to the NLS equation, with initial
condition a(0, t), is approximated by

a(z, t) ≈ aL(z, t) + ∆a(z, t) (4.1)

where aL(z, t) is the solution to the NLS equation with γ = 0 and ∆a(z, t) is a nonlinear
perturbation. This approach of approximating the solution is commonly referred to as
the regular perturbation (RP) method.

There are three main approaches to calculating ∆a(z, t). The first one is to insert
aL(z, t)+∆a(z, t) into the NLS equation and to neglect the nonlinear terms that include
∆a(z, t) [39–41]. The second is to write the solution as a power series of the nonlinear
parameter γ, i.e.,

a(z, t) =
∞∑
i=0

γiai(z, t) (4.2)
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and then inserting (4.2) into the NLS equation to find out the signals ai(z, t) [42,43]. Note
that a0(z, t) = aL(z, t). The third method is to use Volterra series, which approximates
the NLS channel by a transfer function in a multi-dimensional frequency domain [26,44].
All these methods result in roughly similar channel models. In [43] it has been shown
that the order n solution of the second method coincides with the order 2n+ 1 result of
Volterra series.
Now, we consider the channel model derived in [42, Sec. 3], where the second method

is used to approximate the NLS equation. Let bi(z, t) = ai(z, t) exp(αz/2) for all z.
The first-order perturbative term, which is a cubic function of the optical field, can be
calculated by

b1(z, t) = j

∫ z

0
(|b0(z, t)|2b0(z, t))⊗ h(z − ζ, t)e−αζ dζ. (4.3)

where h( · , · ) is defined in (2.6). Here, we consider the memoryless case when β2 = 0,
which is the case in Paper A. If the channel memory is neglected, the linear solution,
b0(z, t), can be obtained by setting β2 = γ = 0 in (2.2) as b0(z, t) = a(0, t). The
first perturbative term b1 in the memoryless case can be calculated by substituting
h(z, t) = δ(t) into (4.3) to obtain

b1(z, t) = j|a(0, t)|2a(0, t)
∫ z

0
e−αζ dζ (4.4)

= jLeff |a(0, t)|2a(0, t) (4.5)

where Leff is defined in (2.20). Therefore, the first-order perturbation theory approxi-
mates the solution of the memoryless NLS equation as

a(z, t) ≈
(
a(0, t) + jγLeff |a(0, t)|2a(0, t)

)
e−αz/2. (4.6)

Another approach to obtain perturbative channel models is to use the logarithmic
perturbation (LP) method to obtain a faster convergence [42, 45]. This method can be
viewed as applying the regular perturbation technique to the logarithm of the field. The
normalized solution b(z, t) = eαz/2a(z, t) is written as

b = b0 exp
(
jγ

∞∑
i=0

γiblp
i

)
(4.7)

where b0 = aL exp(αz/2) and blp
i can be found by substituting (4.7) into the NLS

equation. Doing so, it is obtained that [45, Eq. (10b)]

blp
0 = 1

b0

∫ z

0

(
|b0|2b0

)
⊗ h(z − ζ, t)e−αζ dz (4.8)

For the memoryless case, h(z, t) = δ(t), we obtain

b0(z, t) = a(0, t) (4.9)
blp

0 (z, t) = Leff |a(0, t)|2. (4.10)
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Therefore, the first-order logarithmic perturbation results in the approximate solution of

a(z, t) ≈ a(0, t)e−αz/2ejγLeff |a(0,t)|2 . (4.11)

Observe that (4.6) and (4.11) are equal up to a first-order linearizion. A combination of
regular and logarithmic approach is presented in [46] to obtain a more complete approx-
imation.

4.2 A Memoryless Optical Channel
In this section we ignore the effects of dispersion to obtain a memoryless channel model.
If the dispersion is set to zero β2 = 0 in (2.2), we get

∂a
∂z
− jγ|a|2a + α

2 a = 0. (4.12)

This equation can be solved analytically to obtain [8, Sec. 4.1.1]

a(z, t) = a(0, t)e−αz/2ejγLeff |a(0,t)|2 (4.13)

where Leff is defined in (2.20). To obtain a channel model for memoryless lumped
amplified systems, we can use (4.13) to describe the signal propagation over a single span,
before amplification. At the end of each span, amplifiers multiply the signal by exp(αL/2)
and add a Gaussian noise n, described in the previous section. We denote the signal at
the end of the kth span and after amplification by ak = a(kL, t) for k = 0, . . . ,K. The
output of the memoryless channel model, aK , can be obtained by iterating the following
step for k = 0, . . . ,K − 1

ak+1 = akejγLeff |ak|2 + nk (4.14)

where nk is the noise added by the kth amplifier.
A similar channel model can be developed for a distributed amplification system by

letting the number of spans, K ′, go to infinity for a fixed system length, L. The channel
output, aK′ can be obtained by iterating the following equation for k = 0, . . . ,K ′

ak+1 = akejγL/K
′|ak|2 + nk (4.15)

where nk describes the amplifier ASE noise discussed in (2.22). This model accurately
describes the nondispersive NLS channel when K ′ → ∞. A discrete-time version of
(4.15) is studied in Paper A.

4.3 Channel Models in Paper A
As will be illustrated in Sec. 4.5.1, the effects of nonlinearity prevents the development of a
tractable discrete-time model attained by linear filtering and sampling at the receiver. To
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× +

ejη̃| · |2 nk
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Figure 4.1: Discrete-time memoryless optical channel model with K spans of lumped amplifi-
cation.

obtain discrete-time models from nonlinear continuous channels, in Paper A, we assume
that samples are taken at the symbol rate at the receiver. It is assumed that the noise
is band-limited because of the use of inline optical filters. Using these assumptions, the
input–output relation of the discrete-time channels resembles that of the continuous-time
ones. This method of developing discrete-time optical channels has been used extensively
throughout the literature (see [24, 47, 48] for example). The importance of designing
demodulation methods that are compatible with the nonlinear nature of the optical fiber
is highlighted in Paper B.
In Paper A, three discrete-time optical channels were considered, which have been

developed using different methods. All these models present the same fiber-optical chan-
nel under different assumptions. Although the simplifying assumptions used in these
methods are only valid in the low-power regime, it is not uncommon to use these models
to draw conclusions at high powers. We analyze the capacity of these models for the
special case of zero dispersion to study the effects of the simplifying assumptions on the
capacity. The results indicate that although these models represent the same physical
channel, their capacity is drastically different in the high-power regime. Specifically,
their capacities grow according to different pre-logs. Here, the capacity pre-log is defined
as limP→∞ C/ logP , where P is the average input power and C is the capacity of the
channel.
All the three models in Paper A describe the same physical optical system and share

the same set of parameters. A distributed-amplified optical system with length L is
considered. The loss is assumed to be completely compensated for by the amplifiers.
The discrete-time model is obtained from the continuous-time channel using the sampling
receiver. The three considered channels can be found in the following list.

1. Regular perturbative channel (RPC) is a discrete-time distributed-amplified sys-
tem with length L, which is based on the regular perturbation method. The
signal–noise interaction is neglected and all the noise is added at the receiver.
Therefore, the channel model can be obtained from (4.6) by letting α → 0 and
Leff = L as

y = x + jη|x|2x + n (4.16)
where the nonlinearity is quantified by η = Lγ. The amplification noise is de-
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noted by n, which is complex circularly symmetric Gaussian with zero mean and
variance PN defined in (2.15).

2. Logarithmic perturbative channel (LPC) can be obtained from the LP channel in
(4.11). It reads

y = x exp(jη|x|2) + n (4.17)
where η and n are the same as those used in RPC.

3. Memoryless NLS Channel (MNC) is a discrete-time model of the continuous-
time channel presented in (4.15). It can be described as a concatenation of K
segments. Denoting the input of the MNC by x0, its output xK can be obtained
by iterating the following equation for k = 0, . . . ,K − 1

xk+1 = xk exp(jη̃|xk|2) + nk. (4.18)

Here, η̃ = η/K and nk are independent complex circularly symmetric Gaussian
noise with zero mean and variance PN/K. Fig. 4.1 illustrates the input–output
relation in this model, where x0,i and xK,i denote the ith input and output
symbol, respectively. This channel describes the signal propagation in the mem-
oryless NLS channel without any simplification and has been studied extensively
in the literature (see [47–49] for some examples).

4.4 Channel Model in Paper B
In Paper B, we consider a simplified model of a two-user WDM network, which has been
introduced in Sec. 2.4. If the dispersion and group velocity mismatch in (2.23)–(2.24)
are neglected (d = β21 = β22 = 0), these equations have the analytical solution

a1(L, t) = a1(0, t) exp(−α2 ) exp
(
jφnl

1
)

(4.19)

a2(L, t) = a2(0, t) exp(−α2 ) exp
(
jφnl

2
)

(4.20)

where

φnl
1 = γ1Leff

(
|a1(0, t)|2 + 2|a2(0, t)|2

)
(4.21)

φnl
2 = γ2Leff(|a2(0, t)|2︸ ︷︷ ︸

SPM

+ 2|a1(0, t)|2︸ ︷︷ ︸
XPM

) (4.22)

where Leff is defined in (2.20). In Paper B, we consider a lumped amplified system with
K spans, where a simplified model is obtained from (4.19) and (4.20) by multiplying the
phase shifts, φnl

1 and φnl
2 , by K and adding all the amplification noise at the receiver.

A discrete-time network based on this model is studied in [50, 51]. We show that
by using nonrectangular pulse shaping and proper demodulation technique, the XPM
distortion can be effectively eliminated. However, when matched filtering and sampling
is used as a demodulation scheme, because of SPM and XPM distortions, the error
probability increases with power in the high-power regime.
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4.5 From Continuous- to Discrete-Time Channel Models
In this section, we study two discrete-time channels based on applying the linear mod-
ulation and the matched filtering and sampling demodulation on i) the AWGN channel
and ii) a nonlinear optical channel.

4.5.1 Matched Filtering and Sampling for a Linear Channel
Consider the complex-valued linear additive white Gaussian noise (AWGN) channel,
where the input–output relation is described by

y(t) = x(t) + n(t). (4.23)

Here, n(t) is a zero-mean circularly symmetric complex Gaussian noise with power spec-
tral density N0. With linear modulation, we have

x(t) =
∑
n

xnp(t− nT ) (4.24)

where xn is a complex number and represents the information symbols generated by the
source. The symbol period is given by T . Moreover, p(t) is a real-valued function of
time t and represents the pulse shape which is assumed to satisfy the orthonormality
condition, i.e., ∫ ∞

−∞
p(t)p(t− lT ) dt =

{
1 l = 0
0 l 6= 0

(4.25)

for all integers l. The transmitted power can be computed as

P = lim
T ′→∞

1
2T ′

∫ T ′

−T ′
|x(t)|2 dt = lim

N→∞
1

2N

N∑
n=−N

|xn|2. (4.26)

To detect the transmitted symbols, the receiver performs demodulation to obtain a com-
plex number per each time interval T . It is well-known that matched filtering and sam-
pling is the optimal demodulation method for the linear AWGN channel. The output
of this method is obtained by calculating the inner product between the received signal
and the time-shifted pulse shape, i.e.,

yn =
∫ ∞
−∞

y(t)p(t− nT ) dt (4.27)

for all integers n. The output of this demodulator, yn, also can be obtained by passing
the signal through a filter with impulse response p(−t) and sampling at time instances
t = nT .
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Figure 4.2: Scatter plots of the output of the matched filtering and sampling demodulator in
the presence of Kerr nonlinearity described in (4.28).

4.5.2 Matched Filtering and Sampling for a Nonlinear Channel
Matched filtering and sampling provides sufficient statistics for the detection process [52,
Thm. 26.4.1], i.e., given the set {yk}, the received signal y(t) becomes independent of
the transmitted signal. However, this is not the case for nonlinear channels such as a
fiber. Here, we study the impact of the fiber nonlinearity on the performance of matched
filtering and sampling. We assume that the pulse shape p(t) is zero outside the interval
[0, T ) and only consider the effects of nonlinearity on the signal. In this case, the output
of the demodulator for the first symbol is (see (2.8))

y0 = x0

∫ T

0
p2(t)ejγL|x0|2p2(t) dt+ n. (4.28)

where n is a complex Gaussian noise. The value of y0 depends on the shape of p(t). If
p(t) is a rectangular pulse shape, i.e., p(t) = 1, 0 ≤ t ≤ T , we obtain from (4.28) that
y0 = x0 exp(jγL|x0|2). Therefore, the affects of nonlinearity appears as a phase shift in
the discrete channel. In general, if p(t) is not rectangular, the nonlinearity effects both
the phase and the amplitude of the received signal. At high powers, where |x0|2 � 1,
the phase of the integrand in (4.28) changes quickly with time, which scales down the
result of the integral, i.e., |y0| < |x0|.
Fig. 4.2 is the scatter plot of the output of matched filtering and sampling demodulator

described in (4.28). It can be seen that at the input power of −10 dBm, the effects of
nonlinearity is minor. The nonlinear distortion manifests itself as a phase noise in the
discrete-time channel at P = 0 dBm. By increasing the power to 10 dBm, it can be seen
that the nonlinearity affects both the amplitude and phase of the output. Therefore,
matched filtering and sampling is not a suitable demodulation method for the fiber
channel at high powers.
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CHAPTER 5

Nonlinearity Mitigation Methods

In this chapter, we review relevant results on nonlinearity mitigation methods in optical
systems. We note that the demodulation technique presented in Paper B can be viewed as
a nonlinearity mitigation method as it eliminates the effects of SPM and XPM nonlinear
distortions.

The fiber nonlinearity is the central impairment of optical transmission systems that
limits the achievable data rate. Here, we list a number of fiber-nonlinearity mitigation
techniques that are implemented in the optical or digital domains, and also, we add our
contribution at the end.
The inverse scattering transform [53,54] is among the first and yet most powerful non-

linearity mitigation techniques. It is based on the fact that some pulses, which are called
solitons, can propagate through the lossless NLS channel without any distortion. Specif-
ically, during the propagation of a soliton, the nonlinear effects are effectively canceled
by the linear ones. Developing a communication system based on soliton transmission
has received a great deal of attention in the recent years [55–58]. The performance
of this approach can be significantly affected by random transmission effects such as
polarization-mode dispersion and the fiber loss in lumped amplified systems [59].
Digital backpropagation (DBP) is another important nonlinearity compensation ap-

proach which is based on the SSF method. If the effects of noise are ignored, the de-
terministic distortion of the NLS channel can be completely compensated for using the
SSF method with inverse parameters (−β2, −γ, −α) at the receiver, or transmitter, or
both [60–65]. DBP only compensates for the deterministic signal–signal distortions. To
mitigate the effects of signal–noise interaction, stochastic DBP can be implemented [66].
Optical phase conjugation (OPC) was first suggested in [67] as a method for dispersion
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compensation, where the phase of the signal is inverted at the middle of the transmission
line. Here, we provide a brief justification of this method. The origin of chromatic dis-
persion is the difference between the group velocities of the high and low frequency com-
ponents of the signal. After phase conjugation, the high-frequency components change
their place with the low-frequency ones and therefore they travel with the same average
speed, which mitigates the dispersion. In [68] it was pointed out that OPC can also
be used as an effective way of compensating nonlinearity. Since then, OPC has received
attention as an effective approach to reduce the effects of signal–noise interaction [69–72].
Nonlinearity-tailored detection techniques use an approximation of the optical input–

output joint pdf in order to implement detectors based on the maximum a posteriori or
the maximum likelihood criteria [73–76]. In this approach generally the signal is sampled
at the receiver after passing a low-pass filter and the sample vector is fed to a Viterbi
algorithm for detection. In [77] it is shown that by setting the bandwidth of the receiver
filter larger than that of transmitted signal and oversampling the received signal, higher
rates can be achieved compared to matched filtering.
XPM compensation by equalization: The XPM distortion varies slowly with time since

it is the aggregation of the interference of many channels. Exploiting this property, the
XPM can be mitigated by deploying adaptive or turbo equalization [78–80].
Our contribution in Paper B is to introduce a novel SPM and XPM mitigation method

by using a novel demodulation technique. This method exploits the temporal correlation
of the aforementioned distortions during one time slot, which has not been considered
as yet. In one time slot, the distortion generated by SPM and XPM are correlated and
dependent on the pulse shape. This property can be exploited to differentiate these
distortions from noise and effectively mitigate their effect.
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CHAPTER 6

Summaries of the Appended Papers

In this section we provide a summary of the two appended papers.

6.1 Paper A
In Paper A we investigate the accuracy of two perturbative models by studying their
capacity for the zero-dispersion case. These models are the Regular perturbative channel
(RPC) and the Logarithmic perturbative channel (LPC). We also study the Memoryless
NLS Channel (MNC) that is described in Section 4.3. Comparing their capacity, three
different capacity pre-logs are established for these models: 3 for RPC, 1 for LPC, and
1/2 for MNC. This shows that the two perturbative channels, RPC and LPC, are grossly
inaccurate in the high-power regime. Therefore, care should be exercised in interpreting
the high-power results that have been established using these models.

6.2 Paper B
In Paper B we show that the effects of XPM can be effectively compensated for by
exploiting the time coherence of the XPM distortion during one symbol period. This
method of XPM mitigation is introduced for a two-user simplified memoryless network.
A new demodulation scheme named maximum matching is introduced. Also, the optimal
receiver, based on maximum a posteriori detection (MAP) is developed. The performance
of these two receivers was compared with the matched filtering and sampling method,
using the symbol error rate as a metric. Unlike with matched filtering and sampling,
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the symbol error rate with maximum matching and MAP receiver goes to zero at high
powers.
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