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Abstract

The recent ER=EPR conjecture as well as advances in string theory have spurred the interest in worm-
holes and their relation to black holes. The complexity of these phenomena motivates the restriction to
a tensionless limit of string theory, which is believed to be described by a higher spin theory. This thesis
investigates the specific case of three-dimensional black holes and wormholes in Einstein- and higher
spin gravity. We first study black holes and wormholes in general relativity, and it is found that to have
traversable wormholes we must introduce exotic matter, i.e. matter with negative energy density. It
is then shown that the Einstein-Hilbert action in 2+1 dimensions can be expressed as a Chern-Simons
action with the gauge group SL(2) x SL(2). By extending the gauge group to SL(3) x SL(3) a gener-
alization of Einstein gravity is obtained, yielding a higher spin gravity theory. In the extended theory
the metric, which was previously fundamental, has become gauge dependent. Because of this we must
instead classify solutions through the holonomy. We show that in this theory we can resolve a conical
singularity without changing its holonomy. What is more interesting, is that we show that this precise
transformation transforms both the cone and the black hole to a traversable wormhole. Of course, this
possibility brings into question the interpretation of matter, and more fundamentally, the stress-energy
tensor in a higher spin gravity theory. Even without fully resolving these issues the theory can be useful,
as it provides a possible way of simplifying calculations by changing the geometry of a problem without
changing its solution. As this text is geared towards undergraduates in physics, it begins with an in-
troductory chapter on Maxwell’s theory of electromagnetism as it is an example of what might possibly
be the simplest gauge theory. Generalizing this theory to non-abelian groups leads to Yang-Mills and
Chern-Simons theories. An introduction to general relativity with a special emphasis on the Cartan
formulation, is provided as well. In addition to this there are multiple appendices detailing the necessary
mathematical background needed to understand the later parts of the work.

Keywords: Gauge Theory, 24+1-Dimensional Gravity, Higher Spin Gravity, Wormholes, Black Holes,
Chern-Simons Theories

Sammandrag

P& senare tid har intresset for maskhal och deras relation till svarta hal 6kat, framforallt pa grund av
ER=EPR-hypotesen och framsteg inom strangteori. Komplexiteten hos dessa fenomen motiverar restrik-
tionen till den spanningslosa gransen av strangteori, vilken tros beskrivas av en hogre spinn-teori. I detta
arbete undersoks tredimensionella svarta hal och maskhéal i Einsteinsk gravitation och i en hogre spinn-
gravitationsteori. Vi studerar forst svarta hal och maskhal i allmén relativitetsteori, den konventionella
gravitationsteorin, och vi finner att vi behéver introducera exotisk materia for att astadkomma maskhal
som tillater genomfard. Det visas sedan att Einstein-Hilbert-verkan i 2+1 dimensioner kan uttryckas
som en Chern-Simons-gaugeteori med gaugegruppen SL(2) x SL(2). Genom att utoka gaugegruppen
till SL(3) x SL(3) generaliserar vi Einsteinsk gravitation och erhaller en hogre spinn-gravitationsteori. I
denna teori ar metriken, vilken tidigare givit oss den fundamentala geometriska tolkningen av losningar,
gaugeberoende. Pa grund av detta klassificerar vi istéllet vara losningar genom holonomier. Explicit
demonstreras hur vi i denna teori kan upplosa singulariteten hos en kon utan att &ndra dess holonomi.
Annu mer intressant dr att denna transformation visar sig transformera bdde konen samt ett svart hal till
ett maskhal. Detta leder oss till att ifragasédtta huruvida en véldefinierad stress-energitensor kan existera
i en saddan teori. Trots dessa svarigheter kan teorin emellertid visa sig vara anvandbar, eftersom den kan
nyttjas for att forenkla berdkningar genom att fordndra geometrin utan att deformera lésningen. Da
malgruppen till denna text ar studenter med motsvarande tre ars kandidatstudier i fysik inleds arbetet
med ett grundliggande kapitel om Maxwells elektromagnetism vilket kanske &r det enklaste exemplet
pa en teori med gaugesymmetri, ett begrepp som genomsyrar allt som behandlas i detta arbete. En gen-
eralisering av denna teori till icke-abelska grupper fas ur Yang-Mills och Chern-Simons teorier. Vidare
ges en introduktion till allmén relativitetsteori med sérskilt fokus pa Cartans formulering. Dessutom
aterfinns ett stort antal appendix i rapporten, i vilka den nédviandiga matematiska bakgrunden ges for
att kunna tillgodogora sig och forsta de senare delarna i arbetet.

Nyckelord: Gaugeteori, 2+1-dimensionell gravitation, Hogre spinn-gravitation, Maskhal, Svarta hal,
Chern-Simons-teorier
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Sammanfattning

I snart ett arhundrade har forskare och fysiker forsokt forena de tva hornstenar som den fundamentala
fysiken vilar pa: kvantmekanik och allmén relativitetsteori. Denna férening refererar dagens fysiker till
som kvantgravitation (engelska quantum gravity). 1 241 dimensioner (tva rumsliga dimensioner och en
tidsdimension) verkar en sidan férening vara mojlig. Detta undersoktes av Witten redan 1988, da han
utnyttjade att gravitation kan uttryckas som en Chern-Simons gaugeteori, vilken han pavisade kunde
kvantiseras.

Med grund i detta studerar vi kopplingen mellan gravitation och gaugeteori i 2+1 dimensioner och
utvecklar en tredimensionell modell som vi kan anvinda for att studera intressanta fenomen som svarta
hél och maskhél. Vidare utokar vi teorin till en hdgre spinn-teori, vilken kan anvindas till att bland
annat l0sa upp singulariteter. I hogre spinn-teorin dr den geometriska tolkningen av svarta hal och
maskhal, till skillnad fran i konventionell gravitationsteori, inte fullstindigt klarlagd. Detta gor hogre
spinn till ett spekulativt men intressant omrade att studera. Var férhoppning &dr att ge en inblick i hur
svarthals- och maskhalslosningar kan tolkas och pavisa de problem som uppstéar vid 6vergangen fran den
konventionella gravitationsteorin till en hogre spinn-teori. I synnerhet intresserar vi oss for sa kallade
traversable maskhal, det vill sdga maskhal som kan korsas. D& det i Einsteinsk gravitation visar sig
att sddana inte kan existera utan tillgang till materia med negativ energidensitet, ofta refererat till som
exotisk materia, utforskar vi istéllet om dessa maskhal kan férekomma i en hégre spinn-teori.

En mélséattning i detta arbete dr att introducera lasaren till viktiga fysikaliska koncept som gauge-
teorier och allmén relativitetsteori, som bada kréver ett stort antal matematiska verktyg for att kunna
ta till sig. For att kunna ge en grundldggande forstaelse for dessa teorier aterfinns den centrala matem-
atiken, som i huvudsak kan sammanfattas i gruppteori och differentialgeometri, i form av appendixavsnitt
som komplement till huvudtexten. I rapportens forsta del ges en introduktion till gaugeteorier vilken
paborjas med ett inledande kapitel om Maxwells elektromagnetism som den forsta gaugeteorin. Detta
foljs naturligt av forlingningen till gaugeteorier med icke-abelska grupper, dir Yang-Mills gaugeteori
ar ett fundamentalt exempel. Det hela kulminerar i Chern-Simons gaugeteori, vilken dr den teori som
vi senare kopplar till gravitationﬂ Dérefter introduceras det andra viktiga huvudsparet i rapporten,
allmén relativitetsteori och gravitation i 2+1 dimensioner. I synnerhet anvinder vi Cartans formulering
av teorin som utnyttjar ekvivalensprincipen, fér att beskriva rumtiden med ett lokalt platt tangentplan
i varje punkt.

De nyvunna kunskaperna om Einsteinsk gravitation och gaugeteorier anvinder vi sedan for att, likt
Witten, uttrycka gravitation i 241 dimensioner som en Chern-Simons-teori. I rapportens senare del
betraktas maskhal- och svarthalslosningar till Einsteins ekvationer, dels i vanlig Einsteinsk gravitation
men dven i den generaliserade hogre spinn-teorin. Hér ldggs sdrskilt fokus pa den geometriska tolkningen
av maskhal och svarta hal i hogre spinn. Vi finner bland annat att l6sningar som beskriver en maskhals-
geometri samtidigt kan vara svarta hal i en sddan teori. Nedan aterfinns en mer detaljerad summering
av de viktigaste delarna i den ordning de upptrader i arbetet.

Gaugeteorier

Ett av de storsta framstegen inom teoretisk fysik var sammanslagningen av de elektriska och magnetiska
krafterna som kan sammanfattas i Maxwells ekvationer. En egenhet med teorin ar att den ar oférenlig
med Newtonsk mekanik, eftersom ekvationerna inte ar invarianta under en Galileisk transformation.
Istallet hade Maxwell funnit en Lorentzinvariant teori, langt fére Einstein formulerade sin berémda
relativitetsteori. Forutom detta hade Maxwell upptéckt den forsta gaugeteorin. I kvantmekanik saknar
fasen hos ett kvanttillstdnd mening, och denna symmetri syns redan i Maxwells teori. Det visar sig &ven
mojligt att utifrdn denna symmetri konstruera Maxwells ekvationer genom att finna en Lagrangian med
samma symmetriegenskaper.

Yang-Mills-teori ar en generalisering av elektromagnetismen till en godtycklig symmetri som &ven
tillats vara icke-abelsk, det vill sdga att tva skilda transformer inte kommuterar. Den elektromagnetiska
faltstyrkan F' generaliseras till en tva-form med samma namn medan fyrvektorpotentialen A och stréom-

LChern-Simons gaugeteori utgor dven en topologisk knutteori, vilket pavisades av Witten i slutet av 1980-talet.
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Sammanfattning

men J blir ett-former.
Genom att tillampa minsta verkans princip pa Yang-Mills-Lagrangianen finner vi Yang-Mills ekva-
tioner:

DF =0,
DxF =xJ,

dér D ar den en kovarianta yttre derivatan, A kilprodukten och * 4&r Hodge-dualen. Maxwells ekvationer
ar ett specialfall av dessa da symmetrigruppen bestar av fastransformationer.

For att fa en gaugeteori som &r rumtidsoberoende, sa som allmén relativitetsteori, konstrueras en
Lagrangian som ar ett specialfall av Ly j; d& F' = % F och strommen J &r avslagen. Teorin, i vilken denna
Lagrangian aterfinns, kallas fér en Chern-Simons-teori, och dess rorelseekvationer ges av platthetsvillko-

ret
F=dA+ANA=0.

Vi behandlar i senare delar av texten Chern-Simons-teori for att uttrycka gravitation i 241 dimensioner.

Gravitation i 2+1 dimensioner

Den fundamentala teorin for att beskriva gravitation pa en makroskopisk skala &r Finsteins allmédnna
relativitetsteori. I denna teori kombineras tid och rum till rumtiden, vilken modelleras som en méang-
fald. Energi och materia kan kroka rumtiden lokalt for att ge upphov till gravitation. Krokningen av
rumtiden beskrivs av Riemanns krokningstensor RY,,,. Ofta anvinds istéllet Riccitensorn eller Ric-
ciskaldren for att beskriva krékningen av rumtiden. Riccitensorn, R, , fs genom att ta ett visst spér
av Riemanntensorn, och Ricciskaldren, R, fas i sin tur genom att ta sparet av Riccitensorn.

I likhet med avsnittet om gaugeteorier kan vi hirleda rorelseekvationerna fran en verkan:

1

S = ﬂ / dsx\/jg(R — 2A) +Smateria

SeH

dér k ar Einsteins konstant, A &r den kosmologiska konstanten och Spateria 4r en verkan som beskriver
distributionen av materia. Vi har &ven indikerat att den forsta termen ofta refereras till som Sgg,
Einstein-Hilbert-verkan. Variationen av den totala verkan ger Einsteins filtekvationer:

1
R, — §9WR +Agu = kT, (0.1)

déar T),, ar stressenergitensorn som beskriver flédet av energi i rumtiden och utgér kéllan till gravita-
tionsfaltet.

Det &r dven mojligt att uttrycka allmén relativitetsteori med den alternativa Einstein-Cartan-formalismen.
I denna formalism &r en lokal ortogonal bas e, vielbeing“| e, och spinn-kopplingen w, M de fundamentala
objekten. Vielbeinen lever i det lokala tangentrummet och relateras till den krokta mangfaldens metrik
genom

Guv = euaeubnab )

dér n.p dr Minkowskimetriken, som ddrmed ger en relation mellan den lokala ortogonala basen och de
mer generella kroklinjiga koordinaterna.

Cartans strukturekvationer beskriver krokningen av rumtiden i termer av den lokala ortogonala basen
och spinn-kopplingen:

T = de® + €% wP A€, (0.2)

1 .
R® = dw® + §eabcwb Aw (0.3)

dér T &r torsionsformen och R® ar krokningsformen. Torsionsformen beskriver torsionen av rumtiden,
vilket kan ses beskriva till vilken grad en skaldrprodukt bevaras mellan tva vektorer da de transporteras
i rumtiden. I allmén relativitetsteori géller att torsionen &r noll.

Einstein-Hilbert-verkan kan uttryckas i Cartan-formalism pé féljande sétt:

1 1 1
Senulew] = 50 / [26“ A (dwg + §eabcwb Aw) — gAeabcea Ael Aefl . (0.4)

20rdet vielbein 6versétts fran tyska till svenska som "flera ben".
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Sammanfattning

Varierar vi denna verkan med avseende pa w erhélls den forsta strukturekvationen med 7% = 0. Varierar
vi istéllet med avseende pa e erhalls analogen till Einsteins faltekvationer i vakuum:

1 A
dw® + §eabcwb Aw’ = geabceb Aec . (0.5)

Losningar till Einsteins ekvationer

Den allra forsta kdnda losningen till Einsteins ekvationer hittades 1915 av Karl Schwarzschild.
Schwarzschildlésningen 1 3+1 dimensioner ar en sfariskt symmetrisk metrik med tva mycket intressanta
egenskaper: en handelsehorisont samt en singularitet i origo. Héndelsehorisonten ar i sig ingen kur-
vatursingularitet utan endast en koordinatsingularitet som utgor en yta fran vilken inget ljus kan ta sig
ut, varfor Schwarzschildlosningen senare kom att kallas ett svart hal. Med ett koordinatbyte finner vi
att det svarta halet kan ses som en brygga mellan tva olika rymdtider, en Einstein-Rosen-brygga eller
mer konventionellt ett maskhél. Detta maskhal tillater dock inte information att firdas fran den ena
sidan till den andra och ar darmed ett exempel pa ett non-traversable maskhal.
Inspirerade av Schwarzschildlésningen undersoks en radiellt symmetrisk metrik i 241 dimensioner:

ds? = —B*(r)dt® + A*(r)dr® +1*d¢”

och genom att l6sa Cartans strukturekvationer ([0.5) med en kosmologisk konstant A = —l% dar [ ar en
karakteristisk ldngd, finner vi

7”2 ,,,2 1
ds? = _(72 _ M)dt2 + (Z—Q - M) dr? 4 12de? .
Hér &r M en integrationskonstant. Om M € (—1,0) har vi en konisk singularitet i origo, vilket kan tolkas
som en punktpartikel med en massa som fixeras av viardet pa M. Specialfallet M = —1 &ar ekvivalent
med AdSs, det vill sdga ett negativt krokt 2+1-dimensionellt universumﬂ For M > 0 far vi ett svart
hal, kdnt som ett BTZ-svart hal efter fysikerna Banados, Teitelbom and Zanelli som fann 16sningen
pa 1990-talet. BTZ-halet har precis som Schwarzchild-halet en hidndelsehorisont, men singulariteten &r
ingen kurvatursingularitet, utan en kausalitetssingularitet. Konstanten M kan fér BTZ-halet relateras
béade till omkretsen pa det svarta halet samt dess massa.

En annan intressant radiellt symmetrisk geometri &r Morris och Thorne-maskhalet, vilket kan beskri-

vas med metriken: )
ds? = 2®(M g2 4 % +r2dq§2 :

T
dar ®(r) betecknar rodskiftsfunktionen och b(r) ar formfunktionen. Genom att konstruera Einsteinten-
sorn finner vi att for att 16sa Einsteins faltekvationer krévs en stresstensor med negativ energiden-
sitet. Ett material med en sadan egenskap refereras ofta till som ezotiskt. Vi undersoker huruvida vi kan
konstruera exotisk materia fran det elektromagnetiska faltet och ett konformt kopplat skalarfalt. Det
elektromagnetiska faltet visar sig endast tillata positiv energidensitet. Det konformt kopplade skalarfal-
tet visar sig vara mycket svart att analysera. Vi visar emellertid att det inte gar att erhalla icke-triviala

I6sningar om skalérfdltet &r masslost i 241 dimensioner.

Hogre spinn

For att vidare underséka maskhal samt generaliseringar av svarta hal relateras gaugeteori till allmén rela-
tivitetsteori i 241 dimensioner med en negativ kosmologisk konstant. Vi finner att AdSs:s isometrigrupp
S0(2,2) ar isomorf med SL(2) x SL(2). Detta leder oss till att underscka verkan

Scs|A] — Scsl4] (0.6)

dir Sgg ar en Chern-Simons-verkan och A samt A ges som
e _ et
A= (wp; + TM)Tadx“ ;o A= (wy - TM)Tadz“ , (0.7)

3Negativ krokning kan liknas vid ytan av en sadel.
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Sammanfattning

déar T, ar generatorer till s/(2), det vill sdga Liealgebran till SL(2). Detta val innebér att blir ekvi-
valent med en variant av ekvation , mer precist en Einstein-Hilbert-verkan med negativ kosmologisk
konstant.

Det ér réattframt att generalisera genom att istéllet vélja gruppen SL(N) x SL(N) som med N > 2
innehaller SL(2) x SL(2). Detta ar en hogre spinn-gravitationsteori som besitter en utdkad méngd
gaugesymmetrier. I detta arbete studerar vi dock endast generaliseringen SL(3) x SL(3) som visar sig
vara hogst intressant. Detta innebér saledes att generatorerna i nu tillhor sI(3). Denna gener-
alisering tillater inte bara den spinn-2-metrik som diskuterats ovan, utan &ven en hogre-dimensionell
spinn-3-metrik. Med de utékade gaugetransformationerna kan man inféra singulariteter i tidigare vélde-
finerade metrikerna.

D& metriken inte ldngre ar gaugeinvariant anvéands istéallet holonomier for att klassificera 16sningar.

Dessa beskrivs matematiskt enligt:
Hol(A) = Pexp (7[ A) ,
¥

dér «y ar en sluten kurva, P betecknar en vigordnad integral och A ges av .

Med dessa verktyg gar det att gaugetransformera bade en konisk singularitet och ett svart hal till
ett maskhal utan att &ndra holonomin. P& detta vis méjliggér hogre spinn att singulariteter i geometrin
kan upplosas. Generaliseringen av ett svart hal i en hogre spinn-gravitationsteori ar ej trivial d& vi ej
langre kan gora en geometrisk tolkning av fenomenet. Istéllet kan dessa objekt defineras genom krav
p& holonomier som implicerar vilkdnda geometriska egenskaper, sisom héandelsehorisonter, om hogre
spinn-filt slas av.

Slutsats

Genom att anvinda gaugeteori har vi lyckats konstruera en generalisering av allmén relativitetsteori. Var
modell ar en sa kallad hogre spinn-teori och dr ddrmed en del av en storre grupp av teorier, framforallt
utvecklade av Vasiliev i slutet av 1990-talet. Hogre spinn-teorier dr intressanta av flera anledningar men
kanske framforallt da de anses beskriva strdngteori i gransen da strangspanningen férsvinner. Férhopp-
ningen ar att genom hoégre spinn forenkla svara problem i strangteori.

Ett problem som fysiker brottats lange med ar singulariteter. Singulariteter anses ofta vara ofysikaliska
och signalerar omraden i vilka ny fysik krdvs. Vi har i detta arbete visat att i en hogre spinn-teori kan
singulariteter ofta tolkas som gaugeartefakter, det vill sdga effekter av gaugeval. Explicit visades hur
singulariteten fér en punktpartikel samt ett svart hél kan transformeras bort. Dessa transformationer
var dven valda sd att holonomin var bevarad och ddrmed kan den transformerade metriken anses vara
ekvivalent med den forsta. Anmérkningsvirt var att den nya metriken vi erholl efter transformationen
kunde tolkas som ett maskhal. Detta innebéar att vi har lyckats kringga kravet pa exotisk materia for ett
maskhal. Givetvis stéller detta dven fragan hur massa, eller kanske mer exakt, stress-energitensorn bor
tolkas i hogre spinn. Detta eftersom den dr intimt forknippad med den nu gaugeberoende geometrin.

Mojligheten att fordndra geometrin genom gaugetransformationer dr mycket intressant da den kréver
nya definitioner av objekt som annars klassifieras med geometrin. Vi har framfoérallt undersokt hur ett
svart hél kan definieras utan direkt referens till metriken och hur dessa krav kan formuleras i termer av
holonomier. Problemet med den geometriska tolkningen av metriken dr komplext och framférallt finns
det dnnu inte en klar tolkning av den extra spinn-3-metriken och hur denna interagerar med spinn-2-
metriken. Hir finns en méjlighet till nya upptéiickter och insikter. Aven utan en klar forstéelse for dessa
problem finns mojligheter att utnyttja de teorier vi har studerat. Ett mojligt omrade dr partikeldynamik
i AdSs, dar genombrott gjorts med geometriska modeller. Mgjligtvis kan hogre spinn-transformationer
forenkla dessa geometrier och underlitta berdkningar. Hogre spinn skulle &ven kunna fungera som en
typmodell av hur vi kan generalisera definitionen av geometriska begrepp till mer allmdnna sammanhang.

Mojligtvis kan den hyllade AdS/CFT-korrespondensen kasta ljus p4 om en geometrisk tolkning av
hogre spinn dr mojlig. AdS/CFT relaterar strangteori i AdS med en konform féltteori pd randen. Detta
innebar alltsd en ekvivalens mellan objekt definerade i olika antal dimensioner, nagot som mycket vél
kan visa sig vara hogst anvindbart i hogre spinn.



Chapter 1

Introduction

Since the last century several attempts have been made to unite the two cornerstones of fundamental
physics: quantum mechanics and general relativity. Physicists refer to the unification of quantum me-
chanics and spacetime as the theory of quantum gravity. This kind of theory is of great importance
when it comes to understanding the more enigmatic aspects of the universe, e.g. such as the big bang
and black holes. The reconciliation of quantum theory and gravity in ordinary spacetime has remained
elusive but the search has spawned different toy models. One such toy model, proposed by Witterﬂ in
1988, is quantum gravity in 241 dimensions as a Chern-Simons gauge theory [2]. This theory has the
attractive attribute of being exactly solvableﬂ

In 2013, the famous theoretical physicists Maldacena and Susskin(ﬂ proposed a conjecture which
may lead to pioneering contributions in the fields of black holes and quantum entanglement [4]. The
conjecture can be simply stated as ER=EPR and is founded upon Einstein’s and Rosen’s theory of
wormholes (ER) and the Einstein-Podolsky-Rosen theory of quantum entanglement of particles (EPR)ﬂ

Maldacena and Susskind proposed that a non-traversable wormhole in general relativity is equivalent
to entanglement in quantum mechanics [7]. In order to understand their conjecture one has to be familiar
with properties of black holes. In short, a black hole is a curved spacetime with a geometry consisting of
two regions: the exterior and the interior, separated by a surface, the so called event horizon. Black holes
are predicted by Einstein’s equations, from which the fully extended geometry of the solutions describe
a pair of black holes joined by a wormhole. The wormhole can be seen as the interior of the joined black
holes and as a ”bridge” between them, and is therefore often referred to as an Einstein-Rosen Bridge.

It may be an appealing idea that one can use wormholes, if they constitute a bridge between black
holes, to travel from one black hole to another by travelling through them. However, nothing can escape
the interior of black holes and, furthermore, the bridge may collapse after a very short period of time. In
fact, the wormbhole fails to serve the purpose of a bridge as it can not be crossed. This is a consequence
of the fact that the wormhole gets thinner as time progresses and the horizons of the black holes separate
extremely rapidly [7]. In other words conventional Einstein-Rosen bridges are said to be non-traversable
and do not constitute a particular good example of time machines. However, they are yet of today
seen as prototypes of wormholes and spurred Morris and Thornes’ (abbreviated MT) idea of traversable
wormbholes, theoretically realized in 1988 [§]. In their paper they proposed that traversable wormholes
could exist according to the theory of general relativity with the use of exotic matter, i.e. matter with
a negative mass. In this paper we show that Morris and Thorne were indeed correct, by noting that
the MT-solution, upon solving Einstein’s equations, yields a negative component in the stress-energy
tensorE| It may now seem, due to the need for exotic matter, that traversable wormholes are purely
mathematical constructions and have no correspondence in the physical world and our universe. There
is still hope, however, since in quantum field theory negative energy density is possible as seen in the
Casimir effect, so the construction of a traversable wormhole might be possible after all, but then as a
quantum object [9].

Another way to allow for traversable wormholes is to introduce new degrees of freedom and thereby
generalize our regular theory, in our case yielding what is called a higher spin gravity theory [10]. Even-
tually new problems arise when working in this theory - for instance we may not have a stress-energy
tensor with the same physical interpretation as in conventional Einstein gravity. In fact, even defining

IEdward Witten (1951-), greatly acclaimed professor of mathematical physics at Princeton University. Awarded the
Fields medal in 1990, partly for his work on topological quantum field theory. In particular he connected Chern-Simons
theory to knot theory.

2Witten claimed in 2007 that this model is in fact incorrect and instead proposed a different model related to the
monster group (3.

3Juan Maldacena (1968-), Argentinian professor of theoretical physics at Princeton University, Leonard Susskind (1940-),
American professor of theoretical physics at Stanford University.

4The acronyms ER and EPR can be derived from the last names of the physicists who wrote the first papers on
wormholes and entanglement, Einstein-Rosen |5| and Einstein-Podolsky-Rosen |6] respectively.

5The stress energy tensor, TH¥, is a tensor which describes the density and flux of energy in spacetime. More specifically
T9 = p, where p is the energy density.
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a proper stress tensor is difficult. Moreover, the extended symmetries, as opposed to the symmetries of
the regular theory of gravity, may dramatically alter the geometry of spacetime. As such, higher spin
theory requires refined mathematical tools in order to be properly interpreted.

1.1 Motivation of thesis

In this thesis we aim to provide an understanding of how Einstein’s theory of general relativity is
connected to internal symmetries, and how this facilitates its generalization to higher spin gravity. A
theory that possesses internal symmetries is invariant under some set of transformations, in this case
gauge transformation‘fl, and therefore the theories we study are referred to as gauge theories. In technical
terms the gauge invariant object of interest is the Lagrangian, which by the principle of stationary action
gives us proper equations of motion. In 241 dimensions it is particularly simpleﬂ to connect gauge
theories to the theory of gravity, which is why we restrict to this case in our thesis.

Since we study gravity in 241 dimensions, rather than four dimensions (space and time included),
the model we develop constitutes nothing but a toy model for our universe. Remarkably, interesting
solutions (e.g. black holes and wormholes) from four-dimensional gravity appear in 2+1 dimensions as
well, allowing us to study such solutions in our model. In particular we aim to investigate black hole
and wormhole solutions in a higher spin gauge theory, which is a generalization of the conventional
gravitational theoryE| Higher spin gravity is yet of today a not fully understood area in gravitational
physics, especially when it comes to the geometrical interpretation of the solutions.

In general, literature on this subject is very advanced, and thus we aim to simplify and make more
explicit other work on the subject, as well as provide some potentially new analysis. To make sure
information is not obscured by tedious equations, some calculations are moved to the Appendix, but are
seldom omitted completely. Our objective is that the end product shall provide a solid introduction to the
subject of higher spin gravity in 241 dimensions suitable for an undergraduate in physics, maintaining
clarity throughout.

1.2 Reading guide

We start off this text where basic courses in special relativity and electromagnetism left off and then
introduce and develop the theories needed to provide a basic understanding of black holes and wormholes.
There is a lot of mathematical background structure involved in these theories, and an introduction to
all of the necessary mathematical tools is given in appendices A-E, in case the reader is not familiar with
these.

In the beginning of each chapter a summary of the chapter is given, along with its most important
results. The more casual reader can get a basic understanding of the material and our results just by
reading the introductory paragraphs.

In chapter [2| and [3| we introduce gauge theories, the basis of all of modern physics. Gauge theories
describe fields with a set of internal symmetries, which mathematically are expressed through group
theory. These sections culminate in the introduction of Chern-Simons gauge theory which we can use
to construct a theory of gravity in 2+1 dimensions. In chapter [ we move on to general relativity and
in particular Elié¢ Cartan’s formulation. We present black hole and wormhole solutions to Einstein’s
equations in chapter [5] In particular, we find solutions that contain singularities, that is, points where
the theory is not well defined. To resolve the problem of these singularities we then use Chern-Simons
gauge theory to reformulate the theory of general relativity in chapter [} In chapter [7] we perform a
generalization of Einstein gravity by extending the symmetries possessed by general relativity resulting
in a higher spin theory. Using this enhanced symmetry we dedicate chapter [§ to studying singularity
resolution and higher spin black holes. In particular we construct a solution that admits a traversable
wormhole geometry.

6A gauge can be seen, in simple terms, as a coordinate system which varies depending on your location with respect to
some base space. Thus a gauge transform corresponds to a change of coordinates on the location.

7As pointed out by Witten in his article ”2 + 1 Dimensional Gravity as an Exactly Soluble System”, for instance
the Einstein-Hilbert action, from which Einstein’s field equations are derived, is perturbatively non-renormalisable in four
dimensions, which is not the case in 241 dimensions|2|.

8Regular Einsteinian gravity is mediated by the spin-2 boson, the graviton and therefore constitutes a spin-2 theory. In
higher spin theories the fundamental constituents have spins larger than two. We will exclusively study the case spin-3, in
which the spin-2 boson is coupled to a spin-3 field.



Chapter 2

Electromagnetism

In this chapter we treat electromagnetism formulated in the framework of special relativity and discuss
it from two different points of view. First we revisit the standard Maxwell equations and rewrite these in
the language of tensors. Doing so we introduce the four-vector potential A* and the field strength tensor
F# A reminder of tensors and assorted operations such as lowering and raising indices can be found
in Appendix [A] We then start from a general Lagrangian and by insisting that our Lagrangian shall
be invariant under local phase transformations, we introduce the covariant derivative and the gauge
connection. Using these we can recover the four-vector potential and the field strength without ever
discussing the electric and magnetic field. This procedure sets the stage for more general gauge theories
to be discussed in the next chapter. We end this chapter with a discussion of the Lagrangian for the
electromagnetic field and show that its equations of motion together with the Bianchi identity gives us
Maxwell’s equations.

2.1 Maxwell’s equations in tensor formalism

One of the milestones in theoretical physics was the unification of the electric and magnetic forces at the
end of the 19th century. The work of several great physicists reached its culmination when James Clerk
Maxwell published his ”A treatise on Electricity and Magnetism” in 1873 |11]. Here he introduced for
the first time the four governing equations of electricity and magnetism. Because of his achievement we
therefore speak of them as Maxwell’s equations. In natural units these can be written, in a form due to
Oliver Heavisidd'] as

E
V-E=p, vxB-J+2E (2.1)

ot
VXE:—a—B, V:-B=0. (2.2)
ot
Here E is the electric field, B the magnetic field, J the electric current and p the charge density. A
remarkable fact is that these equations cannot be fit into a Newtonian theory. In other words, the
equations are not invariant under Galilean transformations, instead, what Maxwell had found more than
30 years before Einstein was a theory that fits perfectly in the framework of special relativity. The Lorentz
invariance of Maxwell’s equations is by no means obvious from the way we expressed them above. To
see that this is the case we must recast them into the language of relativity, that is, the language of
four-vectors and tensors. If we can manage to do this, Lorentz invariance will be a consequence [12].
We will start our endeavour of rewriting Maxwell’s equations in terms of tensors by defining a scalar
potential ¢ and a vector potential A such that

E=-Vo— . B=VXA. (2.3)

Notice that given E and B, the scalar potential and the vector potential, are not uniquely defined. To
see this explicitly we can transform our scalar and vector potential according to

¢H¢’:¢—g—?, A A =A+Va, (2.4)

where « is an arbitrary scalar function. While these transformations obviously alter the scalar potential
and the vector potential, the electric and magnetic field remain unchanged. This can be seen by simply

1Oliver Heaviside (1850-1925), English mathematician, engineer and physicist. He did not only rewrite Maxwell’s
equations in the form as we know them today, but he actually employed the divergence and curl operators to vector
calculus.
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computing the fields for both potentials with the definition . What we have encountered is a redun-
dancy in the formulation of the theory. We call transformations with this property gauge transformations
and the procedure of eliminating the freedom to do these transformations is referred to as fizing a gauge.

A simple example of a tensor is a vector. Since the two potentials ¢ and A together have 4 components
they are the prime candidates for constructing a vector according to

AP = (¢, A) .

Here p is an index taking the values 0,1,2,3. This notation should be familiar from a course in special
relativity and will be used heavily in this thesis. The vector A* is often referred to as the (four)-vector
potential.

We certainly would like to somehow relate E and B in a similar way but this is a bit trickier. The
reason is that EE and B both have three components while a four-vector has four. However, we do have
a four-potential and from the defining relation we can guess that we somehow want to form a
combination of derivatives and scalar potentials. There are three main candidates; the full tensor, 9,4,
the symmetric tensor 20, A,) or the antisymmetric tensor 28[1,A”]E| However, the full tensor has 16
independent components, the symmetric 10 but the antisymmetric 6 components, precisely as many as
the electric and magnetic field. Thus the only plausible tensor is the antisymmetric and we refer to this
tensor as the field strength, F*¥ [13]. In matrix form we have

o E, E, E,
-E, 0 B. -B,
-E, -B. 0 B, ’
~E. B, -B, 0

Fiv = gAY — 9 AP = (2.5)

meaning that we can extract the electric and the magnetic field by the identities F% = E* and %ejkiFj k=
B*, where i, j,k € {1,2,3}. Having identified the field strength we can now express Maxwell’s equations
as tensor equations:

d,F" = Jr | (2.6)
rpa D" FP7 =0 . (2.7)

Not only are the equations manifestly Lorentz invariant, we now only have two equations. If written out
in terms of the electric and magnetic field we find that the first equation is equivalent to (2.1)) and the
second to (2.2)). The second equation is also known as the Bianchi Identity. The proof is rather short:

Cupo 0" FP7 = 2€,,pp 0" 0P A7) = 2¢,,,,, 0V OP) A7 = 0,

where we in the last step used that the contraction of a symmetric and anti-symmetric tensor vanishes.

Let us take a closer look at the field strength, F*¥, or more precisely: its definition. To define the
field tensor and then retrieve all of Maxwell’s equations we are only interested in the derivatives of the
four-potential. Consider the new four-potential (A’)* = A* + 0 «, where a = a(z) is an arbitrary scalar
field. The new field strength then becomes

(F')™ = 0" (AY + 0% ar) — 0" (A" + 0Mar) = 20 A + [0" 0" ] = FH
0

and hence the field strength is gauge invariant.

2.2 From symmetry to electromagnetism

In this section we will with the use of symmetry retrieve Maxwell’s equations. To do this we will use
the concept of a Lagrangian. Readers unfamiliar with the Lagrangian and its properties will find a
more thorough description in Appendix [D} Since all dynamics and interactions can be derived from the
Lagrangian we can be certain that if our Lagrangian is invariant under a symmetry, so is our theory.
Now let us attack this problem from a different viewpoint. Given a Lagrangian let us modify it to
become invariant under a symmetry transformation. To proceed we need to know the general form of a

2The parentheses and brackets denote symmetrization and anti-symmetrization, 20(,Ayy = OpAv+0y Ay and 201, A =
OuAy — A,
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Lagrangian. In order not to stray too far from our path we will consider a complex scalar field ¢(z) and
the Klein-Gordon Lagrangian

1,,— 1 =
Lra = —50"60,6 — m*66 .

This is by no means the only fundamental Lagrangian but it possesses the properties we want to examine.
A short "derivation” of the Klein-Gordon Lagrangian can be found in Appendix Notice that the
Lagrangian has two terms, one with derivatives and one without. If we want our Lagrangian to be
invariant under a symmetry transformation we simply need to make sure that each of the terms are. If
some term should not be invariant under the transformation we will have to modify it.

The first symmetries we will consider in this thesis are those of the group U(1). A full discussion on
groups and their properties can be found in Appendix [E| Here we simply note that U(1) is the group
that contains all phase transformations. These transformations form an (abelian) group and we can
write a general element, g € U(1), as g = ¢'*(®). The reason for studying this symmetry is that quantum
mechanics tells us that the phase of a state lacks physical meaning. If this should also be the case for
our theory we better have a Lagrangian that is invariant under phase transformations.

Let us first consider a global phase transformation that is

¢ =€,

where « is a constant. It is straightforward to check that both |¢|* and [9,¢|* are invariant under
this transformation. To deal with the local case we must make our transformation become a function
of spacetime, thus we let our constant a become a scalar field a(z). The mass term, m2¢¢, in our
Lagrangian is trivially invariant under a local phase transformation. However, terms with a derivative
are not. We can view this problem in two different ways, the first is strictly algebraic. By explicitly
writing out the transformation we find

0ud = 0,0 = 0,6 = (i0,(a(2))$ + Du)e’™™) . (2:8)

The problematic part is of course the first term since this will produce a non-vanishing contribution to

all derivatives and |0¢|? is no longer invariant. Another way to understand this problem is to study the

definition of the derivative, as done in Peskin and Schroeder [14] on which we will base our discussion.
Remember that the derivative of ¢(z) in the direction n” is defined as

0,6 = g T~ 000)

but here we are subtracting fields from points that differ in their transformation property. This is not
very physical at all. If we want to subtract these fields we need some way of relating them to each other.
A way of doing this is to introduce a scalar function U(z,y) with the transformation property

Ulz,y) — e@U (z,y)e W)

Then both terms in the difference ¢(z) — U(x,y)¢(y) transform the same way. Armed with this function
we choose to abandon our old derivative and define a new, meaningful one. This derivative takes the
form

D, (x) — lim &N = U@+ hn.)d(z)

h—0 h ’

and is called the covariant derivative. To proceed we would like to find a new simpler expression for
this derivative, preferably without the limit. It is clear that we must have U(z,z) = 1 since the field
transforms identically at the same point. Thus we may expand our scalar function U(x,y) around the
identity according to

Uz + hn,x) =1 —ihn* A, + O(h?) .

By using this expansion in the definition of the covariant derivative we find

W Dy(a) = lim 2@ AN = (L= i Ak + O(h%))p()

— (ot ol
lim - = ("0, +in"A,)p(x) .

Cancelling the n*¢(x) on both sides we reach a much more practical expression

Dy =0, +iA, .
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We now have a meaningful derivative, but to get a Lagrangian that is invariant under the phase trans-
formation we must specify the transformation of the field A,. By studying the appearance of the terms
containing the derivatives we can see that D, must satisfy

Du¢ — (Dug) = e (D,9) .

Since we have that (D,¢)" = (9, +iA),)¢’ we can use the transformation property of the covariant
derivative and the algebraic expression from equation (2.8)) to write down an equation for the transformed
field Aj,. We find that

(Duo) = €0, (a(x)) + 9, +iA})d = €D, +i4) ,
and solving for A; we reach the conclusion that A, must transform as
Ay = A=A, —0a(x) .

Let us first study our new Lagrangian, the one obtained by simply replacing all the ordinary derivatives
with the covariant derivative:

= -1Duaprs - LntGo = £ice + L (-iB0 + GO0 Ar — Lava, g
2 2 2 2 (2.9)

1 |

=Lkc+ J A" — §A“Au¢2 .

Thus we obtain a coupling term in the Lagrangian between the original field and our connection, J,A*
and a second term A“A#QSQ. The J,, can be interpreted as a current as we will se in the next section
when we study the Maxwell Lagrangian. The term A“Au(b2 is certainly interesting as well, it has the
appearance of a mass term due to the squares. It is terms like this that, very simplified, through the
Higgs mechanism can make scalar fields give mass to otherwise massless fields such as A* [14]. While
this certainly is intriguing the discussion of the Higgs field lies outside of the scope of this thesis.

We have thus made our theory invariant under local phase transformations, but that also led us to
introduce a new field A,. Because of how the field arose we sometimes refer to it as a connection. Of
course, we didn’t pick the name A* by accident, this is exactly the four-potential we studied earlier.
However, we are not truly ready to make that claim. It is natural to look for more terms to add to the
Lagrangian. Especially interesting would be a term containing only A#. This term would then describe
the dynamics of the field A* in the absence of ¢. We should also demand that this term is invariant under
the local phase transformation, otherwise it would be pointless to introduce A, from the very beginning.
Since we know that the covariant derivative contains the field A* and transforms in the correct way, we
can study the commutator between two covariant derivatives:

[D,.D,]é = ( [0,0:0,) +i[0,,A] + i[A,0,] — [Ay, Ay )¢ = 2i0, A6 = iF
0 0

where we have once again found the field strength F#*¥. This is of course the tensor introduced in the
previous section, but it and A* has now been recovered using only symmetry arguments. We have yet to
even mention the electric and magnetic field. Notice that because we know how the covariant derivative
transforms we must have

[Dy,Dy)¢ = ([Dy, Do) = e o) [Dy, Do)
Using this we immediately see that F},, must transform as
Fu (Fy) =e*@F, @ =F,,

thus our tensor F},, is invariant under the transformation and is a perfect candidate to use for constructing
an additional term in the Lagrangian. Since we want to add a scalar term to our Lagrangian we contract
F,,, with itself before we add it to Lagrangian. We thus have

1
L= Li+ A" + A ALY — JFuF™



Chapter 2. Electromagnetism

the specific choice of sign and factor will be explained shortly. While we have so far only studied the
Klein-Gordon Lagrangian the form above is rather general and in it we have found what is often referred
to as the electromagnetic Lagrangian, defined as

1
Lon = = FuwF" + T, A"

We have dropped the terms Lxg and A*A,¢? because they are results of the special case of a scalar
field and does not in general affect the dynamics of an electromagnetic field.

2.3 The electromagnetic Lagrangian

In the previous section we derived a Lagrangian containing a field A* and a tensor F*”. As mentioned
these quantities are the four-potential and field strength of Maxwell’s theory of electromagnetism. But
to see this we need to find the equations of motion for these fields. In order to do so we will study the
electromagnetic Lagrangian as

1
Lreym = _ZFWFW + J, AN (2.10)
Let us first make a quick remark about sign convention. In analytical mechanics, i.e in a non-field

theory, we define the Lagrangian as the difference between the kinetic energy and the potential energy,
L =T — V. Using the anti-symmetry of the field strength we may write

1 1 1 1
—EFWF“” - —§FW8[“A”] - —§FW8“A” = —5(8NA,, — 9, A,)0 A" .
Let us look at the particular terms with p =0 and v =i € {1,2,3}:
1 0 1 1 , 1
—5(80Ai — 0;A40)0" A" = 5(80141» — 0;A0)004; = 5(80Ai) — E&AO@OAi .

As we associate Jy with % we see that the first term is a kinetic term with the correct sign. This
motivates the sign convention used in (2.10)).

We now proceed to find the equations of motion. Lagrangian mechanics tells us that to find the
equations of motion we need to find the stationary point of the action

1
SIA] = [ da(=Fu P + 3,A0)

The action is as usual stationary if a small perturbation leaves the action invariant to first order,
dS[A] = 0. Notice that we now treat A* as our variable instead of z#. To find the stationary point
we want to study a small variation A*. Varying the two contracted field strengths gives

5GFWFW) = %Fw,éF‘“’ = F,,0M5A") = F,,0"5A" = 0"(F,,,0A") — (0"F,,, )6 A" .

The variation of the coupling term is much easier:
S(J AY) = J0AH .

We can now compute the variation of the action:

§S[A] = / d4x< — OM(F,6AY) + (0" F, + Jl,)cSA”) = [FL,0A4"] + / d4x(auFW + JV>5A” —0.
0
Here we have used the fact that we have a total derivative and that we demand the variation to vanish
identically on the boundary. Now since 0A is arbitrary the other term must be zero over all space.

We also note that the Bianchi Identity holds due to the definition of F*”. Thus we recover Maxwell’s
equations

O F" = J¥
€uvop0 ' F7P =0 .

In the next chapter we will continue to discuss gauge theories and we will make use of differential forms.
It is also possible to express Maxwell’s equations using differential forms. This is done in Appendix [C]



Chapter 3

Non-Abelian Gauge Theories

We begin this chapter by extending the symmetry approach in the previous chapter to non-abelian
symmetry groups, i.e. groups with elements that do not commute. This approach is intimately connected
with group theory, which we give an introduction to in Appendix [E] We then introduce two different
approaches for constructing the Lagrangian of the theory, called Yang-Mills gauge theory and Chern-
Simons gauge theory, respectively. Yang-Mills theory is formulated in terms of the Hodge dual operator,
that depends on the metric of the space in which the theory is formulated. Chern-Simons theory is a
limiting case of Yang-Mills theory that is formulated in a coordinate independent fashion, making it
compatible with general relativity.

To formulate Chern-Simons gauge theory we need to use the formalism of differential forms, which
is covered in Appendix [C] For instructive purposes the transition to differential forms is performed in
section 3.1} as we can begin the section on familiar ground, and accompany the transition with helpful
examples.

3.1 Yang-Mills gauge theory

The generalization of Maxwell’s equations to a non-abelian gauge symmetry was first performed in 1954
by Chen-Ning Yang (1922-) and Robert Mills (1927-1999). This section details this generalization, and
culminates in the Yang-Mills equations of motion. At first Yang-Mills theories were criticized, because
the quanta of a Yang-Mills field are required to be massless to preserve gauge invariance. With the
proposition of the Higgs-mechanism in the 1960s Yang-Mills theory gained traction, and the Standard
Model is now understood as a Yang-Mills theory of the gauge group SU(2) x U(1) x SU(3).

This theory will be formulated in terms of a matrix-valued transformation g acting on an abstract
vector field ¢. The choice of the U(1) symmetry of electromagnetism is motivated by the fact that the
probability density of the electron is independent of the phase of its wavefunction. In a similar fashion,
observing that the neutron and proton are very similar in the absence of electromagnetic interaction, it
was concluded that the observables of proton-neutron system are invariant under a SU(2) transformation
acting on a two-vector containing their respective wavefunctions. The quantized Yang-Mills theory of
SU(2) describes the weak interaction.

As we saw in the previous chapter, the equations of motion for a system can be completely derived
from its Lagrangian. Because of this, we construct a gauge theory by demanding symmetries of the
Lagrangian, and the equations of motion that follow will inherit them. To begin with, we do not
write down an explicit Lagrangian, instead we assume it to be invariant under some global group of
transformations g. We can write a general local transformation as

¢(z) = g()(x) = e e g(z) | (3.1)

following the notation of Appendix [E] where the T, are the Lie algebra-valued generators of the trans-
formation group ¢g. Because the transformation is local, partial derivatives acting on the transformed
scalar field will produce an additional term per group generator in g by the product rule:

Oud(@) = (e T g(x)) = e T ($(2)duar(@) Tu + () - (3-2)

Just like in the case of Maxwell’s equations we now need to find a covariant derivative, D,,, that acts
directly on the field, even after a transformation. That is, we want D, to fulfill the relation:

Dyd(x) = D}, (e*" T p(x)) = e T (Dy(x)) - (3.3)

Looking at the invariance-breaking term d,,a(x)*T, in equation (3.2)) we note that it is Lie algebra-valued
because 0, (x)* is just a scalar. This implies that our correction term must also be Lie algebra-valued.
We define

Dy = (0 + AuTa)
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where A, is a collection of new gauge fields analogous to the connection field found in the previous
section. Inserting this D,, into (3.3|) we obtain:

e T (0 + (Opa(@))To + AR Ta)p(x) = ¢ T (0, + AL To) () -
For the equality to hold we see that Aj, must transform as
Al — A;f = A}, — Opa(x)* .
Making a callback once again to Maxwell’s equations we form the commutator of the covariant derivatives:

1 1
D, D,]¢ = 2(5 (0,0, +0, AL T, + AL 0T, + Af,0,) T, +§[A;Ta, ATy

0 0

where the second and third terms come from the product rule of derivatives. We are left with terms two
and five, and the only difference to Maxwell’s equations is that the fifth term doesn’t cancel out because
the group generators do not commute. We are left with

[Dy, D)) = 8, ALT, — 0,AUT, + AL AS [T, = F, T, (3.4)

where %, is the structure factor belonging to the symmetry group of our gauge theory. We define this
commutator as the field strength tensor, F| SVT «- Contracting the a’s allows for the cleaner notation F,,,
but the reader must stay aware that F' is Lie algebra-valued.

Because the field strength is the commutator of covariant derivatives it has the same transformation
properties when acting on ¢. This lets us determine the transformation of the field strength tensor:

F;Wg =gF, = F/W :gF,“,g_1 .

Unlike the case with the U(1) symmetry g does not necessarily commute with F}j,, so our field strength
tensor is not gauge invariant. The field strength tensor not being an invariant might raise some worries
that we cannot use it to construct a gauge invariant Lagrangian. We can, however, pick some particular
matrix representation of the group ¢g and form the trace of both sides:

tr [F;w} — tr [gF;wg_l] =tr [F;w] )

where the last identity comes from the cyclicity of the trace. By applying the trace to the field strength
tensor we have obtained an invariant property which can be used for the Lagrangian.

For the next few chapters we will be considering only compact groups, which means that the basis
of their Lie algebra can be rescaled in such a way that tr [T,7;] = d4p. We provide no general proof
for this, but instructive examples can be obtained from appendices and What this means,
in practice, is that all terms of tr [F},, F**] will have the same sign so that they can all correspond to
kinetic energy. This allows us to construct a meaningful Lagrangian:

L= —i tr [, ™) .

To successfully make this theory a generalization of Maxwell’s theory of electromagnetism we need to
include the Noether current, J. This term was found for the special case of Maxwell’s equations in section
(2.2). It is expressed as J, A", defined as

1— 1— 1 1 — _
JuA" = SDudDy — 50,00, — 5 AuA |8 = S((0,0)T°6 + T60,0) Al (3.5)

and can be seen as the coupling term between the connection and the derivative of the scalar field. For
this rewriting to work we note that the generators 7' must be attached to the current, J,,, instead of the
connection field A#. That is, the Noether current is Lie algebra-valued, and the generators of the algebra
correspond to the preserved charges of the gauge theory. In the case of the quantum weak interaction,
the three generators of SU(2) roughly correspond to the W* and Z° bosons respectively.

Just like the field strength was no longer a gauge invariant, the gauge current is not invariant. The
solution to constructing a gauge invariant current term is exactly the same as for the field strength; we
need only form the trace of J, A* over the generators of the gauge group. At this point the Yang-Mills
Lagrangian is

1
Ly = tI‘[—zFuyF“V + JMA“] .
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What we have arrived at is a generalization of the Maxwell Lagrangian, called the Yang-Mills Lagrangian.
To finish our preparations for finding the equations of motion for the Yang-Mills Lagrangian we will make
the transition to the language of differential forms. We first express the relevant objects of our theory
as differential forms:

1
A=A, dz" , F= iFde“ Adx¥ | J = Judat .
We can also express F' as a function of A according to:

F=dA+ANA
= 8[MA1,]da:“ Adx? + A[HAV]dZ"u A dx”
= (8[MAV] + A[MAU]) dzt A dz” |

where a quick comparison of the term in parentheses with shows that what we have is really %F s
because of the normalization factor in the symmetrization brackets.

Recalling Maxwell’s equations , we see that for an abelian connection the Bianchi identity can
be formulated in differential forms as:

7P, Fypd s = 0y Fpoda A da A da® Ada? = dF = ddA =0,

by the definition of the exterior derivative. We would like to generalize this identity to the non-abelian
case by introducing the exterior covariant derivative. Using the graded commutator defined in (C.8)),
when acting on Lie algebra-valued forms, w, of order p, the covariant exterior derivative is

Dw=dw+[Aw=dwv+AANw—(-1)PwAA. (3.6)
Letting D act on F' we obtain the Yang-Mills generalization of the Bianchi identity,

DF =d(dA+ANA)+[A (dA+ AN A)] (3.7)
=dANA—ANdA+ [AdA]+ [A,ANA]
=dANA—-ANdA+ANdA—dANA+[AANA]
=[A,ANA]=0.

Finally, the Yang-Mills Lagrangian, tr [fiF w M+ J, A*], is expressed in terms of differential forms as
1
Ly Ztr[iF/\*F—A/\*J] .
To make clear that this expression is indeed correct we evaluate it term by term.

1 1
FAsF = <2Fwdx“ A dx”) A <4Fp"epmgdxa A dm5>

1
=3 wFP7 €peapda! Adx” Adx® A da”
1 1
= gtwl P epoapet”Pdle = —5Fuw Py —gd'e
1
= — 5 FuwF"/=gd's ,

where /—gd*z is the integration measure, as defined in Appendix
For the term A A xJ we have, using the same identities

1
ANxd = A daxt A <6Ja€agpgdx5 A dxP N dx”) = —AMJ“\/—gd‘lm .
At this point we are ready to formulate the Yang-Mills action in terms of differential forms:

1
Syuy = /tr[iF/\*F — ANxJ] /—gd*x. (3.8)

10
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The equations of motion are found by demanding the principle of least action, i.e. S = 0. We thus vary
the action with respect to the connection A:

0Sym = /tr [%6F AxF + %F AS(xF) — SA N *J)y/—gds = /tr [6F A%F — §A A #J) /—gd'z,

where we used the property in Appendix [Cl First, we vary F":
0F =d6A+0ANA+ANSA=dSA+[A, 4] =DA (3.9
where it was used that §A is a one-form. Inserting this result into the action gives us the equation
DSAA*F + F A+«DSA —0AN*J =0 . (3.10)
Using the fact that we are dealing with an expression inside an integral we can write
DIAA+F =D(6AAN*F)+JAAND«F =0AAND« F |

where we used the fact that the D(- A -)-terms are vanishing boundary terms. Inserted into equation

(3.10) this gives us

which together with the Bianchi identity
DF =0 (3.12)

constitutes the Yang-Mills equations of motion in differential form.

Assuming the background metric to be Minkowski in 3+1 dimensions, and picking U(1) as the gauge
group of the theory, one obtains Maxwell’s equations from and the Bianchi identity . As a
final rematrk we note that the calculations here were carried out under the assumption of a 4-dimensional
background space. However, the definition of the Hodge dual as well as the contraction of the e-symbols
will cancel out, yielding the same equations of motion regardless of the dimension of the background
space.

3.2 Chern-Simons gauge theory

A big problem in formulating a grand unified theory of quantum physics and gravity lies in a fundamental
incompatibility between the Yang-Mills action and Einstein’s theory of general relativity. As will be made
clear in section E| and [0} general relativity is formulated in such a way that the metric tensor, g, is not
postulated, it has to be a solution to Einstein’s equations. In contrast, the Yang-Mills action

SYM:/tr[F/\*FfA/\*J],

depends on the Hodge dual operator (x) that in turn depends on the metric of the underlying spaceﬂ
To construct a gauge theory that is not dependent on the background metric we can formulate the
Yang-Mills Lagrangian without the current term J*, and drop the Hodge dual operator. Equality with
the Yang-Mills Lagrangian then holds if F' is self-dual (F = *F) and the current J#* is 0. This approach,
which we will detail here is called Chern-Simons gauge theory and is named after physicists Shiing-Shen
Chern (1911-2004) and James Harris Simons (1938-).
In 25 dimensions we can try a Lagrangian, called the j:th Chern character

1 _
Ec:ﬁtr[F/\F/\.../\F]:tr[Fj],

where F' appears j times in the wedge product. Since tr[F] is gauge invariant this Lagrangian is also
gauge invariant. However, we will find that this Lagrangian will yield no proper equations of motion
because all possible A are stationary points of the Lagrangian. From the previous section we have the
result 0F = DJA, see , where "D" is the covariant exterior derivative. Applying this result to the
second Chern character we have

Str[FAF|=tr[0F AF + F AOF] = 2tr [DSAA F]

1The discussion here closely follows the one in ” Gauge Fields, Knots and Gravity” pg. 279 onwards [15].

11
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where the cyclicity and linearity of the trace was used. The term DJA A F' is actually when inserted into
the action,
DOIANF =D(AANF)—06AANDF =0.

The first term on the right side is a vanishing boundary term while the second term is DF' = 0 by the
Bianchi identity. This means we cannot obtain proper equations of motion since the equations will just
read 0 = 0. This result turns out to hold for a general Chern-character.

To obtain proper equations of motion some more work is needed. The Chern n-form can be locally
expressed as the exterior derivative of a (2n — 1)-form €, because all closed forms fulfilling dF™ = 0 are
locally exact by the Poincaré lemma. Checking this for tr[F™] we obtain

dtr [F") = ntr [F" ' AdF] =ntr [F" ' A(ddA+dANA - ANdA)] =0 = tr[F"]=dQ,

where we in the last step used the cyclicity of the trace.

An action using tr[2] as a Lagrangian does in fact generate proper equations of motion which we
will show explicitly for the second Chern character. Some statements from the previous paragraph will
also be made a lot more clear by way of the example.

To find the equations of motion we need to find  such that dQ = F' A F. Assuming the symmetry
group G is simply connected, we can let A, = sA, F, = sdA + s2A A A and use that parametrisation to
find Q. This method works as follows:

td v dF,
tr[FAF]:/ —tr[Fs/\Fs]ds:2/ tr [—
o ds 0 d

A Fylds
s

1 1
:2d/ tr[A/\FS]ds:2d/ tr[sAAdA +s*AN AN A]ds
0 0
2
:dtr[A/\dA+§AAAAA] . (3.13)

Thus, the three-form tr[A AdA+ 2A A AN A] can be related to tr[F A F] as a boundary term that
appears when when F'A F is integrated across the manifold [0,1] x M where M is some three-dimensional
manifold. This means that what we have obtained is the self-dual sourceless limit of a Yang-Mills theory,
formulated in terms of the boundary. We have, from Stokes’ theorem , the equality

2
/ tr[F/\F}:/ tr[A/\dA+—AAA/\A]—/ 0,
[0,1]x M 1xM 3 Ox M

where the right-hand side is the sum of two integrals at the boundaries 0 and 1 of [0,1] x M as parametrized
in equation (3.13). We can finally introduce the Chern-Simons action as follows:

1
SCS[A]zi/ tr[A/\dA-‘r%A/\A/\A].
M

This action should have the reader a little worried, as it depends not on the gauge invariant F', but
instead on the gauge-variant connection A. It can be shown that under a general gauge transform the
action always changes by an integer multiple of 872. This action is often rescaled by a factor ﬁ, so that
this change turns into an integer multiple of 27, turning the expression exp(%SCS) gauge invariant. In
this thesis we will use this rescaled Chern-Simons action and treat it as gauge invariant:

k 2
SCS[A]:—/ tr[ANdA+ -ANANA]. (3.14)
47 M 3
The equations of motion for the Chern-Simons action can be obtained in the usual way by varying A:

550521/ 6tr[A/\dA+gA/\A/\A]:/ tr[(dA+A/\A)/\6A]:/ t[F AGA]
2 M 3 M M

which vanishes for all variations if and only if F' = 0. It might seem trivial that the field stength tensor F'
is identically zero, however in a classical setting this action can be related to the Einstein-Hilbert action
in Cartan formalism. This relation is achieved by coupling the gauge connections A, to the vielbeins
e,® and spin connections w,* of Einstein-Cartan theory that will be introduced in the next chapter.

12



Chapter 4

General Relativity in Cartan
Formalism

The most accurate theory as of today for describing gravity at a macroscopic level is Einstein’s theory
of general relativity. This is a theory describing how the presence of matter and energy affects the
curvature of spacetime, which in turn is the cause of gravity. As such it is a highly geometrical theory
and its mathematical foundation is differential geometry. A brief and non-rigorous treatment of the most
important concepts of differential geometry is given in Appendix[C} Because the metric is a fundamental
quantity in general relativity, we provide a reminder in Appendix [B] Since our goal is to develop a theory
of gravity as a Chern-Simons gauge theory, we need to adapt Cartan formalism to general relativityﬂ The
Cartan formalism, developed by the French mathematician Elie Cartan (1869-1951), is not the standard
approach to general relativity. Besides being necessary for describing gravity as a Chern-Simons gauge
theory, the Cartan formalism has its advantages; it facilitates a lot of calculations and allows spinors
to be incorporated into the theory. However, this comes at a cost of the theory being somewhat more
conceptually difficult.

This chapter is devoted to developing the theory of general relativity in Cartan formalism. We
start off by discussing some general features of the mathematical framework of general relativity and
then proceed with developing the necessary mathematical tools for describing the theory. We introduce
Cartan’s structure equations and Einstein’s field equations, the latter partly by considering an action
formulation of the theory. Finally we present the Einstein-Hilbert action in Cartan formalism.

4.1 The mathematical framework of general relativity

In the theory of general relativity, spacetime is modeled as a differential manifold with a Lorentzian
metric. Physical quantities are described by scalars, vectors, more general tensors or spinorsﬂ We will
equip the manifold with a set of smooth coordinates z*.

The manifold will in general be curved and a subtle issue arises regarding how to compare vectors, or
more general tensors, at different points on the manifold. In particular, we might like to be able to add,
subtract and perform various other operations involving tensors at different points on the manifold. In
ordinary flat Euclidean space there is no problem here since we can simply move a vector from one point
to another while keeping the vector constant. Thus, we can for example add two vectors by moving one
of the vectors to the other, keeping it constant, and then performing the addition. However, when the
manifold is curved there is no longer any unambiguous way of comparing vectors defined on different
points on the manifold. One intuitive way of visualizing this is to consider transporting a geometrical
vector on a two-dimensional sphere embedded in a three-dimensional space, see Figure We take the
vector to be a tangential vector to the sphere. Consider transporting the vector along the path on the
surface of the sphere indicated by the dotted line, starting and ending at the north pole, while keeping
the vector tangential to the surface and without rotating it. This is known as a parallel transport of the
vector. From the figure we see that the vector, after completing the loop once, does not point in the same
direction as it initially did. Parallel transporting a vector from a given point to another on the sphere,
will in general depend on the path taken. Furthermore, the parallel transport around a closed loop will
effectively rotate the vector by some angle. This is an inherent feature of curved spaces. Clearly, the
three-dimensional embedding space is merely a tool for us to visualize the sphere and is not necessary
to perform the parallel transport and reach the same conclusions.

Since transporting a vector from one point to another on our curved manifold will depend on the path
taken, and since there is no preferred path to choose, we can not find a meaningful way of comparing
vectors at different points on the manifold, i.e. at different tangent spaces.

!For a more complete treatment of general relativity see for example [16] or [12].
2We will not be considering spinors in this thesis.
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Figure 4.1: Parallel transport of a vector on a sphere. The vector maintains its orientation relative to the
surface of the sphere throughout the transportation process. As is apparent, a vector is not preserved
when transported around a closed loop on the sphere.

Having shed some light on this phenomenon of curved manifolds, we now proceed with developing
some fundamental quantities needed to formulate the theory of general relativity in Cartan formalism.

4.2 Frame fields, connections and the covariant derivative

Our chosen coordinates z* on the manifold induces a natural and local covariant basis set J,, and a
local set of basis one-forms dx*. These are basis sets for the tangent space and cotangent space at a
given point on the manifold, respectively. One of the key concepts of the Cartan formalism, as applied
to general relativity, is the fact that the manifold describing spacetime has a Lorentzian metric, and
as such we can always transform to a local Lorentz frame of flat spacetime. Thus we can form a local
orthonormal covariant basis at each point in the manifold by

éq(z) =€, , (4.1)
and a local orthogonal basis one-forms at each point on the manifold by
e’(z) = e, dz" . (4.2)

These local orthonormal bases are called frame fields. The components €/ and e, each form a n x n
matrix, which in the classical theory of general relativity is invertible. The entire object e, is called
Vielbeirﬂ Their inverses will be denoted by switching the upper index with the lower, i.e. €," and e/
are the inverses of €,/ and e, respectively. This means they satisfy € /'€, = e e/ = dL.

We will use the convention that Greek indices indicate an object in the curved coordinate basis 0,
or dz* and Latin indices indicate an object in a flat orthonormal coordinate basis. Appropriately, the
Greek indices will be referred to as curved indices and the Latin indices as flat indices.

The local set of basis one-forms e®(z) may be chosen to be compatible with the local covariant basis
set €,(x), in a sense that

< e*(x), épy(z) >=op .

where < ., . > denotes a properly defined scalar product on the manifold. However, we will not need to
go any deeper into this issue nor define such a scalar product. The important observation is that we can
choose the local set of basis one-forms to be compatible with the local coordinate basis, and as a direct
consequence €,/ becomes the inverse of e, and we can omit the tilde on the matrix components €/ of
(4.1). However, we should keep the tilde on the local orthonormal covariant basis é,(x) to separate it
from e, (x), which is the local orthogonal set of basis one-forms with a lowered flat index. Indeed, these
two objects can not be the same as é,(z) is not even a differential form.

The vielbeins are simply the transformation matrices going from curved indices to flat indices, i.e.
the vielbeins can be used to convert between curved indices and flat indices of a vector, or a more general
tensor for that matter. Suppose we have a contravariant vector, V#, with a curved index. Then we can
use the vielbein e, to express the vector with a flat index,

Ve = eHaV“ .

3Vielbein is German for many legs.

14



Chapter 4. General Relativity in Cartan Formalism

The generalisation to any tensor having a mixture of curved and flat, upper and lower indices, should
be clear.

Since the metric in the local flat orthonormal basis is just the usual Minkowski metric, 745, we can
write the general curved metric in terms of the vielbeins as

(@) = e, (x)e, (2)ap - (4.3)

Here we have explicitly indicated the dependence on the coordinates of the general metric g, and the
vielbeins. This explicit coordinate dependence will often be omitted for brevity. Analogously the flat
metric can be expressed in terms of the general metric as

Nab = €4 €y’ Guv - (4.4)

The metrics g, and 74, can be used to raise or lower curved indices and flat indices, respectively.
In conclusion, tensors with curved indices transform differently than tensors with flat indices. More
precisely, a tensor with curved indices transforms tensorially under a general coordinate transformation
M — x'*) while a tensor with flat indices transforms tensorially under local Lorentz transformations
¢ — 2/ = “b:cb. Tensors with mixed indices transforms accordingly in its respective type of indices,
and a curved index does not transform under a local Lorentz transformation and similarly for a flat index
under a general coordinate transformation. For example, a rank-2 tensor with one lower and one upper
curved index transforms as

OzP Oz’
v o
S VT Yo 7 (4.5)

under a general coordinate transformation, while a similar tensor with flat indices transforms as
TP = ASASTY (4.6)

under local Lorentz transformations.
The general metric tensor g,, can be written in terms of the spacetime interval ds* and the local

basis set dz* by the defining relation
ds® = g datda” . (4.7

Substituting the relation between the general metric tensor and the Minkowski metric tensor given by
(4.3) and using the definition of the frame field (4.2)), we arrive at a particularly useful relation between
the spacetime interval and the frame field,

ds® = nabeaeb =c%, . (4.8)

This relation provides a simple way of determining the vielbeins of a given metric when expressed in
terms of the spacetime interval.
If we take the determinant of each side of (4.2]) we get

det(gu) = det(eﬂaeubﬂab) = det(eua)det(eyb)det(nab) =—e2 .

Here we have introduced the notation e = det(e,) as well as the fact that det(na,) = —1. Writing

g = det(g,,,) we can restate the relation above as

V-g=e. (4.9)

Note that since the metric is Lorentzian, its determinant is negative, hence we need to insert a minus
sign under the square root above.
Since we need a way of relating vectors at different points on a curved manifold we need to introduce
a connection between the local tangent spaces as well as the local flat Minkowski spaces. For this
purpose we construct the covariant derivative operator as the partial derivative operator plus a linear
transformationﬂ We start by forming a covariant derivative operating on vector fields with curved indices
as
D, VY =0,VY+1I},V’. (4.10)
The second term is a way of compensating for the fact that our space may be curved and it is called a
connection term. It is a linear transformation of the vector V and I'}, ), are the connection coefficients.

4If we require our covariant derivative operator to obey the Leibniz product rule on tensor products, then we can always
write our covariant derivative as a partial derivative plus a linear transformation. We will not prove this statement.
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We now require that the object D, V" be invariant under general smooth coordinate transformations, so
that it constitutes a proper tensor. Let us therefore apply a general coordinate transformation, z# — z'#,
to the above expression;

P v
DNVU N (DMVV)I _ (89: 0 ) or Vo 4 (I—\vap)/

ox'* dxzP ) Ox°
oz Oz’ oxP 0%z
= — oV v vey . 4.11
oz’ dx° 9o ox'w axpascav + uoV ) ( )

Since we are dealing with general coordinate transformations, the second order derivative in the second
term in the last line of the expression above is not necessarily zero. Thus we need the connection term
in the definition of the covariant derivative to cancel this second order derivative in order to make the
covariant derivative transform covariantly. Hence, we must impose a certain transformational property

on the object I'; ,. We define this object to transform as

dz7 dx™ Ox7 .\ Ja° JxT Pz
Ox'* 9> dz'p~ T Oa'r Ox'P Ox°OxT

wo_
r,,—I,= (4.12)
under a general coordinate transformation. This object is the Christoffel symboﬂ and the corresponding
connection is sometimes referred to as the affine connection. It is not a proper tensor as it does not
transform as such. However, the defined transformation property of the Christoffel symbol does indeed
make the object D, V¥ transform as a tensor, which can be verified by inserting (4.12)) into the last line
of (4.11). The result is
OxP oz’ dzP 0%z’ dxP 0z’ Ox ox'?
v v/ __ o o g
DV? = (DuV") = ox'* Qx° V7 + oz’ 6xP8zUV + dx't dzo dx'r” P* dxT
0x° x> 0%z Oa'P_
Ox't dz'P Oz Oz Ox™

VT

_ OxP 0z . OxP ox' VA
O O P dx'n dxo P
_ Oaf Bx”’D Ve

T Qa 9xo T F

Note that we have written the Christoffel symbol with the upper index right above the first lower index.
Since it is not a tensor there is no meaningful way of raising or lowering any of its indices.

The covariant derivative operating on a covariant vector (or a one -form) can analogously be expressed
as a partial derivative plus a connection term,

DV, =0V, + 10V, .

In general the connection coeflicients f‘ﬁ,j do not need to be related to the earlier connection coeflicients
I, although they obviously must satisfy the same transformation property . By requiring that
the covariant derivative commutes with contraction and reduces to the partial derivative when operating
on scalars, it is straightforward to show that the connection coefficients must be related through f‘ﬁl, =
—I'f,. The expression for the covariant derivative acting on a covariant vector with a curved index is
then given by

DV, =0V, =10, V, . (4.13)

We now proceed with developing the covariant derivative acting on tensors with flat indices. The
procedure is entirely analogous to the way we formed a covariant derivative acting on tensors with curved
indices. Acting on a vector with a contravariant flat index, we take the covariant derivative to be the
partial derivative plus a connection term,

D,V =0,V +w V. (4.14)

The object w,f, is called a spin connection and can be regarded as a linear transformation matrix for
every value of the index . These are clearly seen to play the same role as the Christoffel symbol I';, , does
for the case of curved indices. Requiring that the covariant derivative should transform as a tensor under

5The Christoffel symbol is named after the German mathematician and physicist Elwin Bruno Christoffel (1829-1900),
one of many who made great contribution to the field of differential geometry.
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Chapter 4. General Relativity in Cartan Formalism

a local Lorentz transformation, the spin connection must transform in a similar way as the Christoffel
symbol, see equation . Demanding that the covariant derivative commutes with contraction and
reduces to the partial derivative when operating on scalars, the expression for the covariant derivative
acting on a vector with a lower flat index is

Do =0,Va —w, Vs . (4.15)

The covariant derivative as defined above can be generalized to act on more general tensors of arbi-
trarily many indices, upper and lower, curved and flat. As an illustrative example we write the explicit
expression for the covariant derivative acting on a tensor with two upper and two lower indices, one
curved and one flat each,

DMTpaub = aHTpaub + Fﬁ(rTJaub - FZVTpaab + wuachcub - wuchpa (416)

ve *

Hopefully, the generalization to more general tensors is clear. For each index of a tensor a corresponding
connection term is added to the covariant derivative of the tensor.

We can establish a relation between the Christoffel symbol, the spin connection and the vielbeins.
This is done by considering the covariant derivative of a vector expressed in the curved coordinate basis as
well as the local orthonormal basis. Exploiting the fact that a vector is an invariant object, independent
of the coordinates we choose to represent it in, we can then equate the different expressions. For this
purpose we make use of the tensor product explicitly, see Appendix [A] for a brief treatment of tensors
and the tensor product. The covariant derivative of a vector V in a curved coordinate basis may be
written as

DV = (D,V")da" © 8, = (9,V" +T%,V?)dz" @9, . (4.17)

In a local orthonormal basis, the covariant derivative of V may be expressed as

DV = (D, V)da" &,
= 0,V +w,V)dat ® &,
= (Ou(e,'V") + wuabeVbV”)dx“ ®eLl0,
=el(e, 0, VY +VV0ue," + ewauabV”)dx“ ® 0,
= (800, V" + (ef0,e, )V + 6apeywa“bV”)dz” ®0,
= (0,V" + (e 0ue IV + e e fw, B VP )da' @ 0, . (4.18)

Comparing (4.17)) with (4.18)), we find the following expression for the Christoffel symbol in terms of the
vielbeins and the spin connection:
b
sz = ea”auep“ + ea”ep wuab . (4.19)
Equvalently, we can write this relation as an expression of the spin connection in terms of the vielbeins
and the Christoffel symbol,

wy =¢/e, T, — e due, . (4.20)

Here we simply multiplied ({4.2) by e”,e,” and rearranged terms. If we instead multiply by e,* and
rearrange terms we find
0=20ue," + wuabepb —I,e=Dye,) . (4.21)

The vanishing of the covariant derivative of the vielbein is known as the tetrad postulate. However, by
the way we defined the frame fields and the covariant derivative, the vanishing of the covariant derivative
of the vielbein came as a consequence and we did not need to postulate this at all.

4.3 Cartan’s structure equations

A more classical treatment of general relativity might go on to define the torsion tensor as twice the
antisymmetric part of the affine connection, and the Riemann curvature tensor describing the curvature
of the space from the commutator of covariant derivative in the affine connection, as suggested by the
concept of parallell transport. Such a treatment is presented in Appendix[G|and some other useful results
are developed in the process. However, here we will present an alternative description of the theory of
general relativity, a formalism that utilize the frame fields developed at the beginning of this chapter.
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Chapter 4. General Relativity in Cartan Formalism

This is known as the Cartan formalism. As opposed to the rather cumbersome calculations that are
necessary in order to determine the curvature of space from its metric in the ordinary formulation of
general relativity, the Cartan formalism provides a fairly easy way of accomplishing this. This is due to
the Cartan structure equations,

T% = de® + €% W’ A et | (4.22)
1 .
R* = dw® + ie“bcwb Aw . (4.23)

where T is the torsion two-form, R® is the curvature two-form and w? is the spin connection one-form
expressed with one flat index,

W = %eab
The Cartan structure equations can be seen as defining equations for the torsion and curvature of
spacetime. Physically, the torsion is a measure of the anti-symmetry of the connection on our space.
To establish a unique connection on our manifold, we must require our connection to be torsion-free,
meaning that 7 = 0. The first of the Cartan structure equations above then essentially reduces to a
differential equation for determining the spin connection from the frame field,

“wypedzt . (4.24)

de® + €4 Wb Nec=0. (4.25)

Now we have a way of determining the curvature from the metric tensor; first the frame field can be
determined from the metric by (4.8)), then we can solve for the spin connection and finally we
solve for the curvature. At this point a more physical description of curvature is in order.

The curvature tensor measures how the space locally deviates from a flat Minkowski space. It can be
defined as the commutator of the covariant derivative. The Riemann curvature tensor R% , is defined
in this way by

[D,,D,)V* = R%,, V", (4.26)
where V¢ is an arbitrary (differentiable) vector. By evaluating how the commutator of the covariant
derivative acts on V' it is possible to derive an explicit formula for the Riemann curvature tensor in terms
of the connections, and also a number of symmetry properties. However, we will not be needing such
an expression for the Riemann curvature tensor when performing any calculations later on. Therefore
we simply refer the interested reader to Appendix [G] where such derivations are performed for the affine
connection.

As a final note, the relation between the curvature two-form and the Riemann curvature tensor is

1 1
R* = ieabcRbcuudxﬂ Adz” = ieabCRbcdeed nes, (4.27)

and defining the curvature by is indeed equivalent to defining the curvature by , although
we will not prove this, however, compare with .

The Cartan structure equations and describe the torsion and curvature of spacetime,
respectively, in terms of the frame field and spin connection. However, they do not give any information
about the physical sources which generate the curvature of spacetime. The theory of general relativity
tells us how gravitating sources curve spacetime, and we have yet to give a more precise description of
this. This description is given by the Einstein field equations. Before deriving these equations we need
to define the Ricci tensor and the Ricci scalar.

The Ricci tensor Ry is defined by contracting two of the indices of the Riemann curvature tensor,

Ra, = RS,y - (4.28)

Some authors define the Ricci tensor by contracting the first index with the last index, and this differs
from our definition only by a sign. The contraction of the first with the second index of the Riemann
curvature tensor is identically zero since it is anti-symmetric in these two indices. Furthermore, the
Ricci tensor is symmetric in its two indices, a consequence of the symmetry properties of the Riemann
curvature tensor, see Appendix [G]

The Ricci scalar is formed by contracting the two indices of the Ricci tensor,

R=R',=n"Ra , (4.29)

i.e. it is the trace of the Ricci tensor, which in turn is a kind of trace of the Riemann curvature tensor.
As such, the Ricci tensor contains less information about the curvature than the Riemann curvature
tensor, and the Ricci scalar contains less information than the Ricci tensor.
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4.4 FEinstein’s field equations and the stress-energy tensor

Having developed the formalism of general relativity we now turn our attention to the Einstein field
equations, the Eimstein hilbert action and the stress-energy tensor.

We will be considering the specific case of 241 dimensions, but most of the results to be derived are,
however, easily generalized to higher dimensions. In order to derive the equations we will once again turn
to the principle of stationary action. Let us first consider the most simple case, a space without matter,
i.e. vacuum space. It is important to understand that the vacuum field equations are fully compatible
with the notion of matter, but they only describe the space where there is none. For example, if we
put a lot of mass in one place we will eventually create a black hole, but to describe this black hole
we only need the vacuum equations as long as we are not interested in the point where all the mass is
concentrated.

To find the vacuum equations we need an action and a Lagrangian. Now, a Lagrangian is by definition
a scalar and we have already come across a scalar associated with the curvature of space, the Ricci scalar
R. We consider the action:

Sen = i / d3z\/—g(R —2A) . (4.30)

This is the FEinstein-Hilbert action, originally proposed by Hilbertﬁ Here x = 871Gc™* is Einstein’s
constant, G is Newtons gravitational constant, ¢ the speed of light in vacuum, g the determinant of the
metric, i.e. g = det(g,,) and A the cosmological constant. The cosmological constant was not present
in the original action but was later introduced by Einstein in order to achieve a theoretical model which
described a static universe. However, Einstein later abandoned the idea of a static universe for the
concept of an expanding universe, which physicists of today agree on. Nevertheless, the cosmological
constant is believed to describe the energy density of vacuum space and is yet of great importance,
nowadays mostly in the field of dark energy [17]. Furthermore, the Anti-de Sitter, or AdS, space will
be of great importance when considering black hole and wormhole solutions, as well as for formulating
a theory of gravity as a Chern-Simons gauge theory. The AdS space is defined as a spacetime with a
constant negative curvature and therefore we need to account for both terms in our Einstein-Hilbert
action.

To find the equations of motion we have to vary the action with respect to the metric. In order to
do this we make use of the following two identities:

1
5v/=g = _5\/?gguyggw , (4.31)
SR = 09" R,y + D?9,,69"" — D, D, dg"" . (4.32)

Proof of these identities can be found in Appendix [H]} Using these we may now vary the action

_ i 3 — _ — _ i 3 — —Yuv _ nz
3 = 5- / (53 =g(R~20) + V=g0R) = o / P/ =g (“LE (R~ 20) + Ry )59+

1 174
ﬂ/d?’x\/fg(ngw - D,D,)ég"" , (4.33)

0

where the last term is a vanishing boundary term. Since we demand that 6Sgy = 0 for all variations
dg*” the quantity in the parenthesis must vanish identically. We have thus found Einstein’s vacuum
equations:

1
G;w + Ag;w = R;w - §R9;w + Agw =0, (4.34)

where we have introduced the Einstein tensor, G,,,. The Einstein tensor is a symmetric tensor since both
the Ricci tensor and the metric tensor are symmetric. Furthermore, it is divergence free: D*G,, = 0,
which follows from the fact that the Riemann curvature tensor satisfies the Bianchi identity, see Appendix

These equations may be simplified even further. To do this we take the trace of the equations.
Remembering that tr[g,,] = g,,¢9"" = 3 since we are working in 241 dimensions,

R
tr[R,, — 59;“/} = —tr[Ag,] = R=6A,

6There were several disputes between Hilbert and Einstein concerning the development of the field equations. No doubt,
Einstein got most of the glory.
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where we used the fact that tr[R,,| = R*, = R. Substituting this into the vacuum equations we find
R, =2Ag,, . (4.35)

We are now ready to add the effect of matter. To do this we add a term to the action so that our full action
reads S = Sgg + Smatter- T0 find the equations of motion we have to vary Smatter = f d32\/—gLmatter
and we write this variation as

5(\/jg£matter> Sghv
dghv V=g

The expression 5(7%‘3“"5” is to be interpreted as a functional derivative. If we now require that
0S = 0SE + 0Smatter = 0 for all variations we find:

6Smatter = /ds.’lf\/ —g (436)

1 1 5(Lmatter)
R A V)=,
QK(G“V + Agu) J=9 ogm

where we have used (4.33) and (4.36)). This equation can be written in a more sophisticated way by
defining the stress-energy tensor ad’|

-2 5Smatter
V=g g

T,, (4.37)

We may then write
G;,w + Ag;u/ = K:Tul/ . (438)

These are Einstein’s famous field equations that tells us how the distribution of matter and energy curves
spacetime.

Since the stress-energy tensor might be an unfamiliar concept we will discuss its interpretation and
give an example in the familiar setting of electromagnetism. The diagonal elements of the stress-energy
tensor will be of particular interest to us, especially T°°. Formally we can think of T/ as the flux of
momentum p* through a surface. Since we know from the theory of special relativity that p® can be
interpreted as the energy we will think of 790 as the energy density of a system. The stress-energy
tensor also satisfies the conservation law D, T"" = 0. This of course reduces to the familiar equation of
continuity in flat space time. For more details and a proof of the conservation law, we refer the reader
to Carroll [16].

Let us return to the electromagnetic field tensor and derive the stress-energy tensor in a curved space.
The electromagnetic Lagrangian in flat space is £ = f%F’“’FW = f%n“pn”"FngW as discussed in sec-
tion[2.3] The prescription to promote a flat action to an action in a curved spacetime is straightforward.
First we replace all the n** with the general metric tensor g*” and then we add a factor of \/—g to make
an invariant volume measure d*z./—g. Explicitly, we find

1
Sepm = 1 /d433\/ —99"" 9" Fyo Fu -
To vary the action we need the identity (4.31)) as well as
89”7 = —g"™ 4" 89, - (4.39)

The proof of these may be found in Appendix[H] Using this we now calculate the variation of the action:

v=g/1
5 SMaswell = —Tg (59‘”90“3 G ForyFgx — g1 g"P g7 For Fi\ — g*° g”"g”AFame)nguy
/—g /1 — —
=4 g <§gWFaﬁFaﬂ _ MR, - FﬁﬂFﬁ”)agW e 9 ppapr N9 - I FOPF,y,

and we may now compute the stress-energy tensor from our definition (4.37):

1
T = FFFY, — Zg’“’FaBFag . (4.40)

7The stress-energy tensor is also commonly referred to as the energy-momentum tensor.
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Notice the change in signs by the definition depending on if we consider T#” or T},,,. Let us now investigate
the 00 component of the stress tensor in 341 dimensional flat space, i.e. g% =% = —1,

1
Tihy = FOF o + 7P Fop .

We saw in the chapter on electromagnetism that F°% = E®, and it thus follows that F*F°, = E-E = E2.
To evaluate F*’F, 5 we note that this is the trace of a matrix-multiplication between the matrices £
and —FP*. Using the explicit matrix representation we find that

F*’F,3=—E*+ (BZ+ B} - E2)+ (B2 + B - E.)+ (B, + B — E?) =2(B*> - E?) ,

and we thus conclude that 1
T, = S+ B

which may be familiar as the energy density of the electromagnetic field. We see that the interpretation
of the 00-component of the stress-energy tensor as an energy density makes sense in the electromagnetic
case.

4.5 Einstein-Hilbert action in Cartan formalism

In the last section we discussed the Einstein-Hilbert action, from which we derived Einstein’s field
equations. Armed with knowledge of Cartan’s formulation of general relativity we are now ready to
translate the action in terms of vielbeins and spin connections, i.e. S[gu| — Sle,w]. and derive the
corresponding equations of motion, the analogue to Einstein’s equations. For convenience we provide
the Einstein-Hilbert action once again:

Sunlgu] = i / (R—20)ed?s | (4.41)

where we have used the relation (4.9)) to express the determinant of the metric in terms of the determinant
of the veilbeins, denoted by e.
For reasons which will soon become apparent we consider the quantity e® A R,. Using (4.27) we find

1
e NR, = ieabce“ A Rbe .
Now we expand the one-form e® and the two-form R in terms of the basis one-forms dz*:

1 1
§eabcea A R = Zeabceapebaecho‘ﬁwdx“ ANdz” Adz? . (4.42)

The quantity dax* A dz¥ A dx* is related to the three-dimensional volume measure d°z as follows:
dzt A dx? A dz? = e"Pdr |

as stated in equation ((C.12). Inserting this identity into equation (4.42) yields

1
Zeabcs“”peapebaechaBWd‘gx . (4.43)

Now we consider the factor €gp.e*Pe® pebaecg. We find:
eabce“”peapebaecﬁ = —e(0%,0" — 0",0",) .
Plugging this into equation (4.43)) leading to

1 y » 1 ., » eR
—1(0%8% = WOMRY Jedis = —e(R",, — R "o)de = —7d3x ,
where we used the fact that R",, = —RM, = —R, in the last step. We have thus found that

e*NR, = —% and can rewrite the first term in our Einstein-Hilbert action in equation (4.41). The
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term involving the cosmological constant can be found as well. Consider the quantity Aegp.e® A eb A e.
If we rewrite the quantity by expand it in terms of its basis vectors, the calculation is straightforward:

Aegpee® A el Aef = eabCAe“#ebl,ecpdx“ Adz? A dzP = eeqpee™ Az |

where we once again used the relationship between the wedge product and volume element. Finally we
make use of the identity eqp.€?*® = —6 where a,b and ¢ are Lorentzian flat indices:

eeapc€ NPz = —6eAd>z .

Thus we can rewrite the Einstein-Hilbert action in absence of matter as follows using Cartan formalism:
1 a 1 b c 1 a b c
Serlew] = ~3. 2e* A (dw, + 5 €abeW Aw®) — §A6abc€ NN (4.44)
K

Now we conclude that we have found an equivalent action such that Sgm(g..] = Spmlew]. As usual
when having found the proper action we turn our attention to the equations of motion. These are
conventionally obtained from the principle of least action, i.e. by computing the variation and setting
0Sgy = 0. However, in this case considering the Cartan form of Sgy it is possible to do the variation
on both the spin connection fields w and the frame fields connections e. This will yield two different
equations of motion. As a result of the equivalence between the Cartan action and the metric action the
equations of motion will of course be independent of the fashion they are derived. The Cartan equations
can therefore be translated into the original formulation and vice versa. Taking the variation of the
action with respect to the frame fields we deduce

1 1
0Spy = /256“ A (dwg + ieabcwb/\wc) - gAeabc Se ANeb NeC+ et ANdeP Ne€ + e AeP Adef| =0 .

The first and second term can be rewritten and we get
0SEHle] = /(dwa + %%bcwb Aw®) A 20e* — Aegpee® N e A e =0,
resulting in the following equations of motion
dwg + %eabcwb Aw’ = geabceb Ne® = R, = %eabceb Aef (4.45)

where we used the identity dw, + %eabcwb Aw® = R,. Continuing to the variation of the spin connections
w® we have

1
0Spplw] = /ea A (0 dwg + §eabc(6wb Aw®+wb A dw)) .

We may rewrite the action further by using the fact that total derivatives are vanishing boundary terms
when performing the action integral, i.e.:

d(e® A dwg) = de A dwg — €* A ddw, =0,
leading to de® A dw, = e* A ddw, and the action
a 1 a b c b c c 1 c a b
dSpplw] = [ de® A dw, + 5 €abee A (dw” ANw® + w” A dw®) = [ (de® + € ave A w?)owe .
Thus we have found our second equation of motion as follows
c 1 c a b
de® + € ae ANw’ =0, (4.46)

which is precisely Cartan’s first structure equation with vanishing torsion, i.e. 7¢ = 0, see (4.22)). Having
derived Einstein’s equations and recast them into the language of Cartan we are now ready to find the
solutions of the equations. This will be the main subject for next chapter.
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Chapter 5

Solutions of Einstein’s Field
Equations

In the previous chapter we found Einstein’s equations to which there are no known general solution.
Exact solutions to these equations only exist under simplifying assumptions such as radial symmetry or
very specific time dependencies [7].

We begin this chapter with a short discussion of Minkowski and Anti-de Sitter spacetime. These
are what is known as maximally symmetric spacetimes, meaning that the geometry of spacetime looks
identical from every point. We will see that more complicated solutions often approach these spacetimes
asymptotically.

We then discuss the first exact non-trivial solution to the Einstein field equations, namely the
Schwarzschild black hole. The Schwarzschild black hole contains geometrical peculiarities such as an
event horizon and a singularity. Remarkably, we find that the Schwarzschild solution can be interpreted
as a wormhole solution, meaning that it connects two separate regions of spacetime. This discovery
spurred the interest in traversable wormholes. Since we want to connect gravity to gauge theory we
primarily study solutions in 2+1 dimensions, leading us to investigate the BTZ black hole and eventually
the traversable Morris-Thorne wormhole. We study properties of the Morris-Thorne solution and find
that we are required to introduce exotic matter, i.e. matter with negative energy density, in order to
achieve a traversable wormhole. To find a theory that admits a traversable wormhole solution without
a necessity for exotic matter we express gravity as a Chern-Simons gauge theory, and then generalize it
by extending the symmetry group while preserving the original symmetry. This is the main subject of
chapters [6] and [7] respectively.

5.1 Minkowski and Anti-de Sitter space

Einstein’s equivalence principle states that the world is locally Minkowski, i.e. that it is described by the
Minkowski metric 7,,, = diag(—1,1,1,1). This better then be a solution to the vacuum equations
with A = 0. To verify this we note that the curvature two-form R, is proportional to the derivative of the
vielbein. Since the vielbeins are constant for the Minkowski-metric the curvature two-form must vanish
and the vacuum equations are satisfied. However, if A £ 0 Minkowski spacetime is no longer a solution
and we need to find an analogue. This space is known as de Sitter space, for A > 0, or Anti-de Sitter
space for A < 0. Both of these spaces have a constant curvature, positive for de Sitter and negative
for Anti-de Sitter. This follows immediately from equation . They are also, just as Minkowski
spacetime, maximally symmetric. This implies that we cannot distinguish any point in spacetime from
another. We will in this thesis primarily discuss Anti-de Sitter space and will provide a short description
below, a more thorough discussion can be found in Appendix

As mentioned earlier we will work primarily in 241 dimensions and hence our main interest is three-
dimensional Anti-de Sitter space, AdSs for short. AdSs is a spacetime with two spatial dimensions and
one time-like. However, its structure is most easily written down as a hypersurface in an embedding
four-dimensional space with two spatial dimensions and two time-like. The embedding space has a line
element

ds* = —dV? —dU? + dX* +dY? |
where U, V, X and Y are coordinates. In this embedding space AdS3 is the hypersurface satisfying

—V2_U?P+ X2 4+Y?2 =12 (5.1)

where [ is a length related to the cosmological constant by A = —l%. There exist several parametrizations
of AdS3, but one we will find particularly useful is a parametrization by hyperbolic coordinates ¢,p and
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¢ given by

U =lcoshpcost, V =lcoshpsint ,
X =lIsinhpcos¢ , Y =lIsinhpsing ,
where p,t € (0,00) and ¢ € (0,27). These coordinates satisfy (5.1) and with them we can express the
line element of AdS3 as
ds? = —1% cosh? pdt* + 12dp* + 1% sinh? pd¢? . (5.2)
It is natural to define yet another coordinate r = ['sinh p by which the line element becomes

d 2
ds? = (I + ) + : +r2de? . (5.3)

l

We have stated that AdSs is a solution of Einstein’s vacuum equations with A < 0, but we have not
shown it. The explicit calculation may be found in Appendix [F.2]

5.2 The Schwarzschild black hole

The theory of black holes and wormholes has its roots in a fundamental solution to Einstein’s equations.
The well-known solution was found by the German physicist Karl Schwarzschild (1873-1916) over a
century ago (1915) and is considered to be the first exact solution to Einstein’s field equations. What
was not at all evident to Schwarzschild and the physics community back then was that the solution
possessed the properties of a black hole. Schwarzschild proposed the following four-dimensional metric
as a solution, here expressed in spherical coordinates:

-1
ds* = — (1 - 2MG> dt* + <1 - QMG) dr® 4 r2dQ? | (5.4)
T r

where dQ? = df? + sin? Od¢?, M is the mass of a gravitational source and G Newtons’s gravitational
constant. The solution is a spherically symmetric vacuum solution to Einstein’s equations. Schwarzschild
assumed the mass M had no electric charge or angular momentum and existed in a flat space, i.e. a
space with the cosmological constant equal to zero.

From the metric given in equation we note that the solution becomes singular when » = 0. This
is a characterizing property of a black hole in 341 dimensionsﬂ An even more important property which
characterizes a black hole can be found by noting that the geometry of the Schwarzschild solution has a
surrounding spherical boundary situated at the radius r = 2M G, also called the Schwarzschild radius.
This spherical boundary is referred to as the event horizon. After passing the event horizon, towards the
origin at » = 0, nothing can escape the gravitational field. The Schwarzschild solution does indeed posses
the properties of a black hole in 341 dimensions [5]. Moreover, to make a connection to the previous
section, we note from the metric above that the Schwarzschild solution approaches the Minkowski metric
as r — 0o, with a spacetime manifold resembling that of Minkowski space.

Not only can Schwarzschild’s solution be interpreted as a black hole, it can also be interpreted as a
wormhole after a proper extension of the spacetime. The theory of wormholes originates from Einstein
and Rosens’ idea of a geometric particle model which avoided point singularities caused by particles
with infinite mass or charge distributions. Fundamentally, Einstein and Rosen proposed a theory in
which one could connect two separated points in spacetime through a topological feature - or in other
words: a bridge. Today we call these bridges wormholes. By performing a coordinate transformation
in Schwarzschild’s metric, Einstein and Rosen were able to show that Schwarzschild’s solution could
also describe an Einstein-Rosen bridge, connecting two black holes. To see this, consider the coordinate
transformation

u? =1 —2MG = 2udu = dr ,

under which the Schwarzschild metric transforms to

u? u? +2MG
de? = -0 g2 WY
5 u?2 +2MG + u?

1 2
= deﬁ +4u?(1+
u2

duldu?® + (u* 4+ 2MG)?dQ?
MG

—)du® + (u® 4+ 2MG)?dQ* .
u

1In 241 dimensions a curvature singularity is no longer characteristic for black holes, as we will see later when discussing
the BTZ black hole solution.
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Letting u € (—00,00), we note from this substitution that r varies from —oo to —2M G and from +2M G to
+00. From this Einstein and Rosen concluded that the four-dimensional space could be mathematically
expressed by two congruent sheets, one sheet corresponding to u > 0 and another sheet corresponding
to u < 0. These sheets are joined by a hyperplane, r = 2MG (or v = 0), creating a bridge between
the sheets. In their paper from 1935, Einstein and Rosen also took it one step further and associated
their bridge with the presence of an elementary particle. Furthermore they investigated the possibility
of particles with negative mass by substituting the mass M in Schwarzschild’s metric for a negative one.
However, Einstein and Rosen argued that it was impossible to perform a proper change of variables in
order to achieve a bridge in the case of particles with negative mass, explaining why there were no neutral
particles with negative mass to be found in the universe [18]. Einstein and Rosens’ bridges were later
proven to be unsuccessful for describing particles. They are, however, yet of today seen as prototype
wormholes and are of great importance in gravitational physics. Moreover, ER-bridges triggered the
idea of traversable wormholes, which theoretical existence remained unclear until very late into the 20th
century [5].

5.3 Black holes in 2+1 dimensions

Let us now turn to the case of a 2 + 1-dimensional spacetime and derive a metric which we will later
interpret as a black hole. To do this we assume a radially symmetric metric and make the symmetry
obvious by using a time coordinate ¢, a radial coordinate r and an angular coordinate ¢ with 0 < ¢ < 2.
We start by writing down a quite general radially symmetric metric:

ds® = —B?*(r)dt* + A*(r)dr? + r2d¢? . (5.5)

If this metric is to describe spacetime it must satisfy Einstein’s equations in three dimensions (equation
(4.45)), potentially with a cosmological constant. Using (4.8)), we write down our vielbeins:

e’ = B(r)dt , el = A(r)dr , 2 =rdp . (5.6)

We also require the spin connection to solve Einstein’s equations. We may find the components of this
by using Cartan’s first structure equation, de® = —e%,.w® A e°. This gives us three equations:

de® = B'(r)dr Adt = —widt A e? —wldr Ae® +widt Ael + w;dqﬁ Aeb

de! =0 =w?dr nel —&—wzd(b/\eo —wldt A e* +wldr A e?

de? = dr Ndp = widt Ne' +widp Net —wldr Ne® +widd Ne’ .

We start by noticing that in (5.7)) the only term with dr Adt on the right hand side is w?dt Ael. Similarly,
the only term on the right hand side in (5.9)) with dr A d¢ is w?,dq& Ael. Using this we may conclude that

1 9 B'(r
wf = A Y=o A((r)) . (5.10)

Returning to equation (5.9) we see that there is only one term with dt A d¢, more precisely w}dt A €2, so
this has to be zero. The other terms, however, may cancel each other. The same analysis holds for the
other two equations. We therefore have

wtlzwf:wgzwézo.
The other terms form a new system of equations:
rwr + Awé =0, (5.11)
Bw} +rw) =0, (5.12)
Aw) + Bwl =0 (5.13)

Substituting (5.11f) and ([5.12)) into (5.13) we find that

Ar

Wwh =24 =0 = W) =0.
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The same is true for the rest of the spin connections. Thus, the only non-zero terms were the first ones
we found. To summarize, we have

1 B'(r)
0 _ _ 1 = 2 = —
w’ = e do w 0, w dt . (5.14)

We can now form the curvature two-form R® = dw® + 3e%.w” Aw®, and attempt to solve equation (4.45)),
restated below for convenience:

A
R® = —¢%.e® N et .

2
Since our indices run from 0 to 2 we have three equations to solve:
Al(r)

0 _ _

R’ = A2(r) dr ANdep = NA(r)rdr Ado
B'(r)

1 _

R = () dt A do AB(r)rd¢ Adt
B"(r) B'(r)A'(r)

2 _ [ - _

R? = ( o) e )dr Adt = —AB(r)A(r)dt A dr .

These are three differential equations for A and B. By dropping the differentials we find them to be

Al(r) = AA3(r)r (5.15)
B'(r) = —=AA*(r)B(r)r , (5.16)
B"(r)A(r) — B'(r)A'(r) = —AB(r)A3(r) . (5.17)

The first equation is a separable differential equation. Dividing by A% on both sides and integrating
yields

1 1
e =AM = A=
A(r) V=ArZ =M

where M is a constant of integration. We may then attack the second equation, writing

B'(r)  —Ar
B(r) —Ar2—- M

Integrating this gives us

InB(r)=lnvV-Ar2— M = B(r)=+v—-Ar2-M.

The sharp eyed reader will notice that we have set the integration factor to one in the previous equation.
We have now found the radial functions A(r) and B(r), and we may now write down the metric (5.5)) as

2 r? 2 r? oo 209
ds :f(l—sz)dt +(Z—Q—M) dr? + r2de? (5.18)
where we substituted the cosmological constant A with A = —l% for AdS space. We clearly see that if

M > 0 we have an event horizon in the metric and therefore a potential black hole. However, if M < 0
there is no obvious singularity. The case M > 0 is the BTZ black hole [19]. Amazingly these results were
discovered very recently (1990s) by Bafnados, Teitelbom and Zanelli, contradicting the old hypothesis
that black holes cannot exist in three dimensions due to the lack of local gravitational attraction. Hence,
black hole solutions to the Einstein equations in three dimensions are referred to as BTZ solutions or
BT7Z black holes, named after the three brilliant physicists mentioned above.

Let us first make a quick comment about the asympotic behaviour of the metric as » — oco. In this
limit it is clear that the metric approaches

ds?

r—00

,,,2
=~y dt® +17d¢”

which is not Minkowski spacetime. Instead we have an asymptotic AdS3 spacetime, as can be seen by
comparison with the metric (5.3).
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We now discuss the parameter M more in-depth. First and foremost, let us go from AdS to Minkowski.
We will recover Minkowski spacetime if we let A — 0 =— [ — oo. In this limit the BTZ metric
approaches

ds® = Mdt? — dr? +r2d¢? .
M
This does not make much sense physically unless we set M < 0 becouse our spacetime must be Lorentzian.
We may then rescale the time coordinate t — \/_th and the radial coordinate r — ry/—M. This gives
us a new metric:

ds* = —dt® + dr® + |M|r?d¢?* .

Now, if M = —1 this is simply Minkowski space and not of much interest. If we instead set M € (—1,0)

we get the metric of a cone. This is seen by rescaling the angular variable ¢ by ¢ — —2—. While

ViM|
the explicit dependence of M disappears from the metric we now have that ¢ € (0,27/|M]) and our
spacetime is a cone. We conclude that when we let A — 0, our black hole disappears. We therefore claim
that there are no three-dimensional black holes in Minkowski space.

Let us now return to AdS3. We will first consider the case M < 0 where we will once again find
conical solutions. One way to find out if we have a conical space around a point is to take the length
of a circle around the point and divide it by the length of a closed curved with a fixed distance from
the point. Then if we let the distance to the curve go to zero we will have a conical singularity if the
ratio is between zero and one. We will do this explicitly. If our space where flat the length of a circle a
coordinate-distance ry4 from the origin would be 27ry. However, the distance measured by an observer
travelling from the origin (r = 0) to r = rq is

/Om7;7“_]\4:11%(“/72—M—rd)—llog(l\/m).

Hence, we consider the limit

2
lim _ rd ~ lim M _ M, (5.19)
70 9 log (z M- rd> — 9nllog (l\/—M> ra=0 T4

where we in the second step performed a Taylor expansion of the logarithm around ry = 0. From this
we see that for all values M € (0, — 1) we have a conical singularity. However, if M = —1 there is no
conical singularity. There is no mystery here, the case M = —1 is precisely AdS3! Because the conical
singularities separate empty AdS; (M = —1) and the BTZ black hole (M > 0) we speak of a mass gap.
However, these singularities turns out to be very interesting because they correspond to a point like
particle in the origin. To see this one considers a stress-energy tensor with a delta function in the origin,
T = md(z*). From this it is possible to deduce that the geometry is indeed a cone and that the deficit
angle of the cone, a, is related to the mass, m, according to a« = 8wGm [20]. Note that our result also
relates the deficit angle to M by (1 — 5-) = /=M, so it is natural to interpret M as a mass parameter.
However, since « € (0,27) we have a natural upper bound on the mass of a particle before it collapses
into a black hole. In recent work Jonathan Lindgren has successfully used this geometrical approach to
study particle collisions and black hole formations [20].

Finally we turn to the case M > 0 where we will indeed have a black hole, the BTZ black hole. The
dr?-component of the metric is clearly divergent at r = /M. This is the horizon. To see that it is
indeed not a curvature singularity we can compute the Kretschmann scalar defined as K = R, o R*7F°.
The Kretschmann scalar is the standard tool to show that there is a singularity at the origin for a
Schwarzschild black hole. For the BTZ-hole the result is K = }%, constant everywhere. While this does
imply that there is no singularity at the horizon it also means that we do not have a curvature singularity
at the origin! However, there is another kind of singularity at » = 0, a causality singularity, although we
will not show this and instead refer the reader to [21].

We show in Appendix [K] that the parameter M will indeed depend on the energy of the system, but
we will here find a geometrical interpretation of M following a paper by Dieter Brill [22]. To do so we
first need a useful parametrization of the line element of AdSs. Remember that given four coordinates
X, Y, U and V that satisfy

—VE_U?P+X?24Yi =12 (5.20)

the line element for AdS3 can be written as

ds?> = —dV? — dU? + dX? 4+ dY? .
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We may now introduce new parameters according to

U = Isinhsinht | V =1lcosh&coshp
X =lcoshésinhy , Y =lIsinh&cosht .

Notice that all our variables takes values in R and they will still satisfy (5.20). Let us now define the
radial component 7 = [ cosh £. This implies that 7 € (I,00). The new line-element becomes, after some

manipulations,
) )

2 r 2 r oo 2500
ds z—(ﬁ—l)dt +<ﬁ—1) dre 4+ 72de” .
This is indeed very similar to the metric for the BTZ black hole, but let us not forget that ¢ € (0,2)
while ¢ € (—00,00). How do we make these equal? We will identify different values of ¢! While the
identification ¢ ~ ¢ + 27 certainly is tempting we can do even better. Let us set ¢ ~ ¢ + 2ma, and
rescale all our coordinates according to

Y ap, fb—>£, t—ta .
We then find the metric
2 7 2 7 Lo oo
ds :—(Z—Q—M)dt +(l—2—M) dr? 4+ P2dp?

where M = a?. Remember that with # € (Iv/M,00) we can identify [v/M as the horizon and furthermore
compute the minimal distance around the black hole to be 27wlv/ M. The constant M introduced in the
black hole metric ((5.18) has thus been given a geometrical interpretation.

5.4 The construction of traversable wormholes

Having made a quick detour through the theory of black holes in AdS3 in the previous section, we
now continue where we left off in section [5.2] and ask ourselves if traversable wormholes exist in general
relativity. In 1988, American professor of theoretical physics Kip Thorne (1940—)E| and his graduate
student Mike Morris constructed a traversable Wormholeﬂ purely as a tool for learning general relativity
[23]. In order to construct a traversable wormhole, the time component of the metric was required to
always be non-zero, while having a divergent radial component of constant sign around r = 0. Based on
this, Morris and Thorne suggested the radially symmetric and time-independent metric

dr?
b(r)

T

ds® = —e?®M g2 4 . +r2de? (5.21)
where ®(r) is referred to as the redshift function and is everywhere finite in order to prevent an event
horizon. The second radial dependent function, b(r), is called the shape function as it determines the
shape of the wormhole when observed in an embedding diagram [24].

This is really a special case of the ansatz considered earlier in the section [5.3] corresponding to
B%(r) = *®(") and A%(r) = 1% For convenience we restate the Riemann tensor components found

in section in terms of the vielbeins e, e! and e*:

___ B
A2(r)rB(r)

__B') | BWAW
ZE)BE) T BE)B)

o AW

1,2 1_
_rAS(R)e ANe”, R =

" Ae? | R2:( )el/\eo.

By using the identities R* = 1€%*°Ry,. and R, = R acp, we find the non-zero components of the Riemann
tensor of the Morris-Thorne metric in an orthonormal basis to be:
b'r—b b, ®

b
—_— R%p20 = (1— =)— Rloo=(1—=)(®?% +d") —
93 020 = ( 7“) palt 010 = ( 7“)( + @)

br—»5
272

R1212 = .

2For those readers who are also into science fiction movies we may reveal that Thorne did scientific consulting for
Christopher Nolan’s film Interstellar in 2012.
3Unfortunately the wormhole in question was purely theoretical.
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We now compute the Einstein tensor. Using its definition: Gup = Rap — %nabR, we find that

1 1
Goo = Rop — iﬂooR = Rgo + 5(—300 + Ri1 + Ra2)

1
= §(R1010 + R%020 — R'o10 + R%121 — R%020 + R%121) = R*101

2 1
C1V11:...:]%0207 G22:...:R 010 -

We start our investigation by considering the Ellis wormhole [25] which, as we will see, is a special case
of the Morris-Thorne Wormholeﬂ The metric of the Ellis wormhole is given by

ds® = —dt® +dI* + (I> + b3)dp? |

where [ € (0,00) and ¢ € (0,27). By setting 7 = \/I2 + b3 we may rewrite the metric as

dr?

_ %
=z

ds? = —dt* + +r2de? .

2
This is precisely the metric we get if we set ®(r) = 0 and b(r) = bT‘) in the Morris-Thorne metric presented
above in equation (5.21]). Using the previous results we can write down Ggg as

b2 [ 1 1 b2
G002—0< —|—)=—0.

2 \rt 2

It is interesting to note that Ggg is negative, which implies that the 00-component of the stress-energy
tensor has to be negative as well. Let us return to our Morris-Thorne wormhole. Assuming we have a
stress-energy tensor with positive energy density (that is Too > 0), then the Einstein tensor component,
Goo, has to satisfy

b'(r) _ b(r)

272 2r3
It is natural to consider the ansatz b(r) = r® which gives us the restriction o > 1. But if we allow the
radial component of our metric to change sign for a large enough value of r this is precisely the kind
of behaviour we want to avoid if we are to construct a traversable wormhole. So creating a traversable
wormhole will require us to construct a stress-energy tensor with negative energy density. Matter with
this property is called exotic matter.

To see whether this is possible we investigate two different possible stress-energy tensors. One from
the electromagnetic field and one from a scalar field. In this section we will work in curvilinear coordinates
and we will therefore have to convert Gy using the vielbeins. To avoid confusion we will denote the
00-component of the Einstein tensor in curvilinear coordinates with Gy and we find it to be

>0.

b'r—b
G = efei’Gab = egegGoo = 22 @Gy = ez@(r)w .

We start with the electromagnetic field. According to (4.40) the electromagnetic stress-energy tensor is
i — prapy, 9 pesp,
EM — o T ap -
To tell if T}H,, is positive, negative or may change sign we rewrite the terms according to

Flept, = g, F"F'" + g, ,F¥$F%
FPFog = 2(9ugrr F'"F'" + gugpp F'OF'9 + g1 FT9FT9)

Using this expression we find that the ¢¢ component of the stress-energy tensor may be written as

” 1 1 1.
T" = F"F* (g'rr - 2gr7‘> + F'¢F'® (9%0 - 29%0) - §F YET (gttgrrgsosa) >0.

4Ellis wormhole was in fact constructed 1969 by H.G Ellis, presented in his paper "Ether flow through a drainhole: A
particle model in general relativity” [25], more than a decade before Morris and Thorne proposed their solution. Back
then Ellis solution was referred to as a drainhole, but nevertheless making it the earliest-known model of a traversable
wormbhole.

29



Chapter 5. Solutions of Einstein’s Field Equations

As indicated this expression is positive since g,y > 0 and g'* < 0, otherwise we would not have a
traversable wormhole! Thus we cannot use the electromagnetic field to create negative energy density.
For a recent, more detailed attempt to use a modified electromagnetic field in AdS3 to create a wormhole
we refer the reader to [26]. The construction in this paper demands a divergent electromagnetic field in
the origin.

We now investigate if it is possible to create negative energy density using a scalar field. The scalar
field has the Lagrangian

L5 =~ " (0,00,0) — 5’6" — SRS — €60

2 2 2
We will consider two different values for £. Either we set £ = 0 which is known as a minimal coupling.
We will also consider the case £ = % which is referred to as conformal coupling. The specific value of %
has been determined by demanding invariance under a Weyl transformation, g, — g;“, = QQgW, where
Q is a scalar function. We show the procedure explicitly in Appendix The term ¢° is also picked to
preserve the invariance under a Weyl transformation. To find the stress tensor several identities have to
be used and even then the full calculation is rather long. We will thus only quote the result and refer
the interested reader to Appendix [H] where all the calculation is written out and all necessary identities

are proven. The energy-momentum tensor for the scalar field is found to be
uv
T = §GM 6% + (9" D7) — DID¥(6%) = €' ° — T (0°00,0 + m?6?) + 060"

where O = D*D,, is the D’ Alembert operator in curved spacetime. We will henceforth drop the subscript
S to avoid clutter. This result is a generalization of the stress-energy tensor presented in Zelnikov and
Frolovs’ Introduction to Black Hole Physics [27]. Tt is also shown in Appendix [H| that the equation of
motion for the scalar field is

(u —m? - %R)¢ 665 =0 . (5.22)

The expression for the energy-stress tensor is rather complicated and to be able to deal with it we
first make the natural assumption that our field only depends on the radius, ¢ = ¢(r), precisely like our
wormhole metric. Now we can start to evaluate terms more explicitly. Below we give the time-component
of the stress-energy tensor:
_ 2, 2a( 2,1 _ o¢2 2, 2a b 2wy e N 16
T = §Gug® + 2 (m2(5 — 26) = 26°R)¢* + €2 (5 = 20)(1 = 2)(¢))? + €2 (¢ — 126¢)6° .

This component and the rest of the components (7., and Ty) are evaluated explicitly in Appendix [I| for

the conformal case, i.e. £ = %. As should be expected the minimally coupled case, £ = 0 is the simplest.

We then find that (5.4]) reduces to:

Ttt(f _ 0) _ %62¢m2¢2 4 %62<I>(1 _ g)(QSI)Q +e2@£/¢6 > 0 ,

which is strictly positive. Notice that this is true since we must have £ > 0 due to the fact that it
is identified as a potential energy term and that (1 — g) > 0 since this is precisely g1; which must be
positive for our wormhole.

The conformally coupled system is more complicated, we find that (5.4)) now becomes

29 e2‘i’(r)

I

1. 1 , €,
Ttt(fZ*)ZgGmﬁ —373¢ + 1 >

8
which is very difficult to analyze when it comes to signature. We may instead investigate whether there
exist Morris-Thorne wormhole solutions which arise from a conformally coupled scalar field. We have
from Einstein’s equations (without the cosmological constant) that %G v = T,. With our stress-tensor
for a conformally coupled scalar field and our Einstein tensor components for the Morris and Thorne-
solution we thus have a system of coupled differential equations for the redshift function ®(r), the shape
function b(r) and the scalar field ¢(r). Additionally to these equations we have the equation of motion
of the scalar field, equation . Due to their complexity we will not bother to write the equations
down. Under certain simplifications (i.e. massless scalar field, ¢’ = 0) we may actually draw conclusions
about the existence of solutions. In Appendix [[] we provide a discussion on the differential equations.
In particular we find that there are none but trivial solutions in the case of a massless scalar field in
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2+1 dimensions. Interestingly, the situation is radically different in 3+1 dimensions. This is stressed
in e.g. "Traversable wormholes from massless conformally coupled scalar fields", in which Barcelo and
Visser state that they, in four dimensions, have found a conformally coupled scalar field stress-tensor
which violates the classical energy conditions, allowing for traversable wormhole solutions [28]. We omit
a complete treatment of the more general case, i.e. a scalar field with mass and £ # 0, and refer to
Appendix [[| for a somewhat more detailed discussion on the subject.
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Chapter 6

Gravity From Chern-Simons (Gauge
Theory

In this chapter we relate the Chern-Simons theory with the gauge group SO(2,2) to general relativity
with negative cosmological constant. To achieve this, we couple the frame field e® to the generalized
momentum generators P, of SO(2,2), and the spin connections, w?, to the Lorentz transforms generators,
M, . This coupling is well justified, because the Lorentz generators correspond to an infinitesimal change
of coordinate systems, which is exactly what the spin connection w® measures. Since the frame fields are
just the flat local basis of the manifold they measure infinitesimal translation, and the P, generators are
related to the translation generators of the Poincaré group via the Inénu- Wigner contraction performed
in Appendix

We then split the symmetry group SO(2,2) up into SL(2) x SL(2) via the local isomorphism
50(2,2) = 51(2) @ sl(2), resulting in two independent connections A and A. Combining the actions from
each of these two connections we obtain a Chern-Simons action that is equivalent to the Einstein-Hilbert
action with an appropriate choice of scale factor.

After showing that the Chern-Simons gauge theory of SO(2,2) is equivalent to general relativity in
2+1 dimensions we will investigate the possibility of extending the symmetry group in chapter [/l This
will, as we shall see in the next chapter, give us a higher spin theory of gravity.

6.1 Chern-Simons gravity on AdS;

As mentioned before Chern-Simons theory can be seen as a theory of gravity. Our goal with this section
is to give a motivation to this statement by showing that Chern-Simons action is in fact equivalent to the
Einstein-Hilbert action up to boundary terms and with a certain choice of cosmological constant. That
choice of cosmological constant happens to be fl%, which coincides well with our conclusions in the last
section, where we stated that AdSs with A = —l% is a solution to Einstein’s equations. We therefore
initially show that Chern-Simons action in AdSj3 is indeed equivalent to the Einstein-Hilbert action in
2+1 dimensions.

Having retrieved Einstein’s equations in the Cartan formalism and discussed Chern-Simons theory
we are now going to unite them. We are ready to investigate a Chern-Simons theory on AdSs;. Recall
that the Chern-Simons action is written as

Scsl4] = %/tr[A/\dA—i— %A/\A/\A] . (6.1)

The trace reminds us that we are working with a Lie algebra-valued potential A. To find the Lie algebra
of the isometry group of AdS3 we turn to the metric of the embedding space and the restriction, equation
. Since both the metric and the restriction is unchanged under the SO(2,2) group of transformations
we recognise this as the isometry group of AdSs. The Lie algebra so(2,2) can be summarized with two
sets of generators, M® and P?. They form the Lie algebra

[Ma’Mb} —_ 6(7,(7(:]\40 ,
[Pa,Mb} _ EabCPc ,
[Pa,Pb] _ EabCMC .
A possible interpretation is that M is the generator of Lorentz transformations and P the generator

of generalized momentum. A derivation of these generators and their explicit form is found in Appendix
In the vielbein formalism we construct the Lie algebra-valued connection as

1
—e, Podx" + wj Modx" .

AEZ”
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The identification of the vielbein indices with the generator indices is of fundamental importance for the
gauge-gravity equivalence. In the same sense as the vielbeins are a local approximation of a Riemannian
manifold, the Lie algebra generators are a local approximation of the Lie group manifold. Writing the
connection like this can be seen as an association of the six dimensions of the group manifold with the
three-dimensional local frames ef; plus the three-dimensional spin connections wy;.

A remarkable feature of the Lie algebra of SO(2.2) is that we can decompose it according to so(2,2) ~
1(2,R) @ sl(2,R). The six generators of s0(2,2) then split into two sets, 7% = 2(M? + P%) and T =
(M* — P*) satisfying

V)

N[—=

[Ta,Tb] _ 6abciz-vc ,
[T*T% =0,
(7,7 = e, Te

)

We pick our representation to satisfy the trace relationship

|
tr[TT?) = tr[T°T"] = 577“ .

This is furthered motivated in Appendix with use of Killing forms. Since these generators split
into two distinct sets we can use them to split the Chern-Simons action according to

Scs|AA] = Scs|A] — Ses|A] . (6.2)

Having split the gauge group in this fashion, the new connections A and A are written as

e - e*\ =
A:<wa+T>TLLa A=<wa—7)Ta.
The difference in sign being attached to e® instead of w® is a result of the sign convention used when we
split up our action. Now, let us consider the first term in the Chern-Simons action, tr[A A dA]. Using
our stated definitions we find

deb e* Adw®  w*Ade®  e® Ade

a
ANdA = (W + ST, A (dw® +

z VT T .

Remember that we are dealing with an expression under an integral sign, thus by performing a partial
integration on the third term and dropping the boundary term the expression can be simplified as

e® A dw? n e® A deb

ANAA = (@ N dw” 42— B

)Ta Tb

Taking the trace of both sides gives us the first term in the Chern-Simons action:

e A dw + ea/\deb)@

e A dwg n e* Nde,
l 12 2

tr[A A dA] = (W A dw® + 2 z )

1
= §((,u“/\dwaJrQ

where we used the invariant bilinear form condition tr [T, Ty] = 74s/2. Now we consider the second term
in the Chern-Simon action, tr [A A A A A]. Making the Lie algebra nature of A explicit we find

1 1 1
AN AP N AT, TV T, = §Aa ANAY N AT, TV T, — §ALz A AN AT, TV T, = §Aa AN AP N AT, [Ty, T

where we in the last step simply renamed the dummy indices in the second expression. Now, since
[Ty, Te] = €Ty we see

1 1
tr[AC A AP AN AT, Ty T.) = §A“ N AP N ACe ttr[T,Ty] = ZA“ ANAY A Aqpe
Writing out all the vielbeins and spin connections explicitly we finally reach
e?Neb net 3

3
tr[A/\A/\A]:%(w“/\wb/\wc+TJrje“/\wb/\wc+l—Qe“/\eb/\wc).
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Analogously we find the corresponding Chern-Simons action for A, resulting in

e A dwg + e* N de,

tr[ﬁ/\dﬁ]:%(wa/\dwafZ ; B ),

(6.3)

n aoc a/\ b/\ 3 3
tr[A/\A/\A]zETb(wa/\wb/\wc—el# le Awb A we +tn e’ Ael Awe) . (6.4)

To get our Chern-Simons action of AdS3 we need to subtract tr[A A dA] —tr[A A dA] and tr[A A A A A] —
tr[AAN AN A

tr[A/\dA]—tr[fl/\dA]:w, (6.5)
tr[ANANA] —tr[ANANA] = “;;“ e“Nel Ne +32"le e Aw Aw (6.6)

and if we plug these results into our original Chern-Simons action, equation [6.1} we find

k 26“/\dwa 2 €abe g 3€ €abe e
Scs[A,A] = 47r/ —  t3 [213 Aeb A+ =2 57 Awb Awe

In order to compare this expression with Einstein-Hilbert action we extract a factor of % outside the
integral and collect terms:

k aoc > aoc
Scs[AA] = 27rl/ e’ A [dwa—&-e; wb/\w°} + 6[1)2 e Nel el . (6.7)

For convenience we restate the Einstein-Hilbert action in 2+1 dimensions
1 a 1 b c 1 a b c
Serlew] = —— [ e* A | dw, + 5 €abet AwS| — EAeabce ANe’ Aef (6.8)
K

and we see from our expression above that we do indeed get the Chern-Simons action from Einstein-
Hilbert action if we set —1 = 2%1 (leading to k = E) and A = —%). The negative cosmological
constant, i.e. A = *ziz’ corresponds to an Anti-de Sitter gravitational theory. One may also consider
the case of an imaginary radius of curvature, leading to a positive cosmological constant. Then we
have to perform the same calculations as before but with the gauge group SL(2,C). This leads to the
concept of de Sitter gravity which will not be treated in this thesis [29]. We have now shown that we
can translate the Chern-Simons action in 241 dimensions in AdS3 space into an Einstein-Hilbert action.
The same equivalence holds for Minkowski space. This can be shown by using that the isometry group of
Minkowski space is SO(1,2) (or the Poincaré group), where the Lie algebra can be derived by performing

a Inénu-Wigner contraction on the AdSs Lie algebra. The contraction and calculations are performed
in its entirety in Appendix and Appendix respectively.
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Higher Spin Gravity

In section [5.3] we found that if we tried to force a wormhole solution to Einstein’s equations in 2+1
dimensions we had to introduce exotic matter. To resolve this we will attempt to generalize SL(2)x SL(2)
gravity by using a symmetry group of higher order. Since SL(2) is a subgroup of SL(3) a natural such
generalization is SL(2) x SL(2) — SL(3) x SL(3). In performing this extension we have obtained
a symmetry group that preserves the symmetries of SL(2) theory while adding new gauge degrees of
freedom. The theory obtained is a particularly simple higher spin gravity theory. The term higher spin
refers to the fact that conventional gravity is mediated by spin-2 particles, gravitons, and when extending
the gauge group we couple these particles to a massless higher spin field, in our case a spin-3 field |10].

The formulation of gravity as a SL(3) x SL(3) gauge theory introduces some problems. In particular,
we show that the previously central metric tensor is no longer a gauge invariant quantity since the spin-3
field act non-trivially on the metric. This is shown explicitly by performing a trivial gauge transformation
of empty AdSs, yielding a singular geometry. This shows that the connection between a solution to the
equations of motion and the geometry is no longer clear.

To resolve the problem of classifying solutions we then turn to a new fundamental property, namely
the holonomy around a closed loop. The holonomy measures the extent to which a coordinate system
is changed by parallel transport on a manifold, and we show that it is gauge invariant under a trivial
gauge transformation.

7.1 Chern-Simons as a higher spin theory

In the last section we formulated gravity as a Chern-Simons gauge theory on AdS3 with the gauge group
SL(2) x SL(2). To this regular theory of 2+1-dimensional gravity we couple a massless higher spin
field to gravity by promoting the group SL(2) to SL(3). As we promote our group we keep the old
generators from sl(2), which is possible because SL(2) is a subgroup of SL(3). We also introduce five
new symmetric traceless generators, T,,. The purpose of this is that our Lagrangian will end up with
terms that look exactly like the equations for spin-2 gravity, and we will have additional spin-3 terms
that act as our additional degrees of freedom. Together with our previous three generators they form
the Lie algebra si(3,R):

[Ta;Tb] = 6abcT‘c 5 (71)
[T(l)TbC] = 26da(ch)d 5
[Tap Tea] = =2 (a(c€ap + Mo(caya”) Te -

With our gauge group being SL(3) x SL(3) we want to form the gauge connections A and A in analogy
with section [6.1] which we restate here for convenience:

(99

e _

where under a gauge transformation with g in our gauge group, we have
A=A =g tAg+gtdyg, Z%Z/:gAg_l—i—gdg_l .

To generalize the gauge connections we need to express the additional degrees of freedom gained from
the promotion of SL(2) to SL(3) through generalized frame fields €,%° and spin connections w,,**. We
define

a

e be
A =dz" (w,‘j + l“) T, + dz* (w“bc + 6’;) Ty , (7.4)

~ ea — e be —
A =dz* (wl‘j — l“) T, + dz" (wubc — Ml ) Tye . (7.5)
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Our action is as usual

Scs[AA] = Ses[A] — Ses[A] (7.6)

and the Chern-Simons equations of motion are given by:
F=dA+ANA=0.

We can, using the connections of equation , find the equations for the SL(3) connection. We begin
by writing down F'(A) for the A-connection in an appropriate form and can then very easily see what
terms change sign for A. We then add/subtract the equations of motion for A and A to obtain four
independent equations of motion. The method described is performed explicitly in Appendix We
state the resulting spin-3 equations of motion below:

de® + €%pee? A w — 4eafceb° A wfb =0,

1 N e ned
dw® + —€p, <wb/\wc+ c > — 2¢%, (wbc/\wberb =0,

2 12 12
deab + 269‘1(‘1|wa A ee|b) + 269a(€|ea A we|f) =0 ,
dw® 4 2¢%9Cle, A eglf) + 2e99Cly, Aw ) =0 .

We could also have derived the spin-3 equations of motion from a corresponding action, similar to the
discussion in the spin-2 case where we derived our structure equations by taking the variation of the
Einstein-Hilbert action, see section [f.5] However, having already found the equations of motion for
spin-3, we settle for finding the corresponding action instead.

From [29] we find that the action can be rewritten according to

k 1
SCS[A’A}:g/Mtr[e/\R—i—g?e/\e/\e], (7.8)

where [ is the radius of curvature. As in the spin-2 case we wish to translate this action into the language
of Cartan, i.e. in terms of vielbeins and spin connections, in order to get a modified Einstein-Hilbert
action. After a rather cumbersome calculation we reach the following result:

k 1
Scs = — / e NR, + @e“ A el A eenpe — 2% A wbe A Wy €eca + 2 A dwyy,
M

—l—e“beihmwh A w“f) — l%e“ Aebe A ey €qec -
The full derivation can be found in Appendix |Jl| Note, when we set k = —% and l% = —A we partly
recover our Einstein-Hilbert action. The rest of the terms are due to the extension to a higher spin field.
Our derived equations of motion and the corresponding action are written in the same fashion as the
e.o.m. and action as presented in Campoleoni et al’ [30].

In the Cartan formalism of gravity we have Lorentz transformations and spatial translations that
transform our coordinates, vielbeins and spin connections. We should now expect these transformations
to be generated by gauge transformations. This is the case for SL(2) x SL(2) as was shown by James
H. Horne (1964-2012) and Edward Witten in 1989 [31]. We Willl instead treat the SL(3) x SL(3) case. A

dx*

vector is a tensor, thus it transforms according to v, (z') = 777 v, (x) under a coordinate transformation

z* — 2'*. By simply interchanging x and x’ we find that

dx/l/

vy () vy (') = (6 + 9u€") (v (x) + £P0,0(2)) = vi(w) + £ Opvys () + (D€ vy (2)

- dxt

to first order in &. The variation becomes
devp(x) = (& vy () + & (Ovvyi () — Duvy(2)) -

Let us now turn to the effect of a gauge transformation with gauge group element g = exp(A), where A
is a gauge parameter. The variation of the connection due to an infinitesimal gauge transformation is

A=A —A=g'Ag+g'dg— A=dA+[AA].
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A transform almost identically but with a different transformation § = exp(A). The variation of the
vielbeins and spin connections are

A — dA
2

A4 0A

de
2

=dA_ + [€,A+} + [wvA—] ) ow = dA+ + [G,A_] + [w7A+] )

where AL = ALQA This is really four equations since we have that e, = e," + erc7 and similarly for
w,,. The complete explicit expressions are rather long but the full calculation can be found in Appendix
We will be content with stating the fact that if we pick Ay = 7¢T® + 75°T%¢ with T4 = w)?
and 72 = £Pe *, then all differences between coordinate transformations and gauge transformations, i.e.
de® — b¢e” vanishes precisely when the e.o.m. are satisfied.

7.2 Gauge transformations in higher spin gravity

A key ingredient when it comes to describing gravity as a Chern-Simons theory is that the theory should
possess gauge symmetries, i.e. be invariant under gauge transformations. However, in higher spin gravity
we are describing a gravitational theory coupled to massless higher spin fields, in this case a spin-3 field,
and in general performing a gauge transformation will mix the ordinary metric and the spin-3 field in
a complicated way. Thus standard invariant notions, e.g. curvature invariants and causality associated
with the metric, are no longer gauge invariant quantities. In this way we may construct a singular metric
from a smooth and regular metric by simply performing a gauge transformation, and the other way
around. This is done explicitly in this section. The discussion below follows closely the discussion given
in Castro et als’ "Black Holes and Singularity Resolution in Higher Spin Gravity” [32].

The sl(3,R) gauge connections A and A, as defined in equation (7.4)), can be rewritten by introducing
a spin-2 connection A(Q), according to

be

be
A= A(Q) + dzt (w“bc + eHl ) Tye A= Z(g) + dz* (wubc — €7> Tye (79)

where Aoy = da# (w,‘j + ?) T, and Z(g) = dz* (wﬁ — ?) T,,. Having defined these gauge fields we may

construct the spacetime metric g,,,, and the corresponding spin-3 field 1),,,, as follows

1 1
Juw = 5 trle ey , Yuvp = §tr lepevep) (7.10)

where the vielbein is given by e = $(A4 — A).

Consider the purely spin-2 gauge connectionsﬂ

Ag) = (e’Ly — Le PL_y)dx™ + Lodp , (7.11)
Z(g) =—(e’L_y — Le "Ly)dx™ — Lodp , (7.12)

where 2+ =t + ¢ and ¢ ~ ¢ + 2m. Here L, Ly and L_; are generators formed by linear combinations
of the regular generators T,, T}, etc. to sl(2,R), see Appendix Given these gauge connections we
may construct a metric by using equations ([7.10]). Thus we need to compute the vielbeins:

1 — 1
e = 5(14(2) — A(2)) = Lodp + 3 ((ep — ﬁe_p)(lq + Lfl)dt + (ep + Ee_p)(Ll — Ll)d¢> . (7.13)
Before taking the trace we also need to compute the product e?:
1
e = (Lo)%dp® + 1 ((ep — Le P)2(Ly + L_1)%dt? 4 (e? + Le™P)* (L — L1)2dq§2) + Kized , (7.14)

where Kizcq are terms containing mixed differentials (dtd¢ etc.). The only non-zero traces are

tr [L()Lo} =2 , tr [LlL_l] =1tr [L_lLl] =—4 5 (715)

IThe stated gauge connections are supplied with a subscript ”(2)”, indicating they are only coupled to spin-2 generators.
Thus we consider the special case A = A(y.
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as seen in Appendix Hence tr[Kizeq) vanishes and we may finally write down the metric:
2 v_ 1 v 2 —p\2 742 —pN\2 7.2
ds® = g datda” = 3 trleye,]datda” = dp® — (ef — Le™P)2dt” + (e’ + Le™P)*do” . (7.16)

The real parameter £ does actually determine whether the metric is that of a black hole or contain
conical singularities. In particular, we shall see that a certain choice of £ leads to the metric being
equivalent to global AdS3. In order to be able to compare this metric with our BTZ black hole metric
as stated in the Chapter [5 equation , we perform a change of variables. Let

dr
P —p\2 __ .2 _
(P +Le™P)  =r"=dp= (o —Le) -
Since (e + Le™)? = e + 2L+ L2727 = 12, it follows that (e” — Le™P)? = 2P — 2L+ L2720 = r2 —4L.
Thus the metric in our new radial variable is

ds® = —di*(r® = 4L) + dr?(r* = 4L) 7! +r%dg? .

Upon comparison with our original BTZ metric, equation , we note that whenever £ > 0 we have
a BTZ black hole. Moreover we conclude that the case £ = —3 corresponds to global AdS3. In analogue
with the discussion in Section we have a conical singularity in our metric whenever £ € (—1,0).
Having found and analyzed our metric we are now ready to perform a gauge transformation of our gauge
connections A and A. In the spin-2 case (SL(2,R)) performing a gauge transformation will just lead
to a diﬁeomorphisnﬂ of the regular metric g,,,. However, in higher spin (here n = 3 and SL(3,R)) we
will see that the properties of the metric will change dramatically and we will also get a non-zero spin-3
field. When performing a (trivial) gauge transformation we want to be able to write our modified gauge
connection A’ as
Al = g;elu} dgnew )

where gnew = gotaga and ga is the gauge transformation matrix. Remember that our original gauge
connection A where constructed from the condition A = g;lzl dgeiq. We now let A’ and A’ be of the form

A =b" Ly —LL_y +aW_y)dzTb+ bt db,

A =—b(L_y— LL +aWy)dz" b~ +bdb" |

with b = e?Lo and « constant. Wy and W_; are generators formed from linear combinations of the
generators of SL(3,R), see Appendix Given the explicit representations of A and A’, the group
elements go;q and gnew are known. In particular, they are

Gorq = ePLoer (L1—LL-1)

)

A+
T (L1 —LL_1+aW_ L
Inew = € (L1 ! 1)6’0 0 y

which are seen to hold from the conditions A’ = g, 1, dgnew and A = g;zclz dgoiq- From this we can now
solve for gx which relate the group elements g,q and gpew:

IA = GoraTnew = e~PLog=a " (Li—LLy) gzt (Li—LL1+aW_1))gpLo (7.17)
O

We may, by expanding the exponential in a Taylor series, compute the matrix g explicitlyﬁ One finds

that all off-diagonal terms are zero, why we only state the non-zero diagonal terms below:

9% = Lemi" (14" (2 - 8a) +4a + e (1 + 4a)> (1+ coszt)
1
2

Ciat ot
gt =17 (1 +e?™ ) cosaT ,

2 = e (-1 T (L da) 26 (1 40) ) (L cosa)

2A diffeomorphism is an isomorphism of a smooth manifold. It can be interpreted as an invertible function mapping
one differential manifold to another in such a way that the function and its inverse are non-singular. In other words, the
metric remains regular when performing a gauge transformation in the spin-2 case.

3These calculations were also performed with the use of the symbolic computation program Mathematica, which
moreover was used to greatly simplify the result.
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where we recall that 7 = ¢+ ¢. From the stated terms above it is evident that the matrix g, is invariant
under the identification ¢ ~ ¢ + 27 (the complex exponential and the cosine are both 27-periodic), and
thus ga constitutes a trivial gauge transformation.

In the same fashion as before we may construct a corresponding metric to A’. We simply state the
result here:

ds® = dp* — ((ep — Le™P)? — a262p> dt* + ((ep + Le™P)? — a2e2p> d¢?* | (7.18)

—_— . . —/ .
where we have chosen @ = —@. With the connections A’ and A we will, on the contrary to our former
connections, have a non-zero spin-3 field:

Yuvp = —8adpdedt , (7.19)

which can be computed from the relation v, = % tr [e, e, e,), but this is a rather tedious process why we

simply rely on [32]. It may not be obvious that the metric (7.18)), derived from the gauge connection A’,

possesses very different properties compared to our original metric as given in equation (|7.16]). However,
1

if we restrict to the case £ = —7 i.e. AdSs, this will become evident. For convenience we restate the

original metric in the case £ (here denoted with subscript ”AdS”):

1 1
dsias = dp® = (e + 7e77)%dt* + (¢ — Je77)%de” .
This metric is completely smooth and its individual components (g4, g4 €tc.) are non-zero for all values
of p, i.e. it has no singularities. If we instead consider our new metric derived from the gauge equivalent
connections A’ and Z/, we eventually notice something non regular:

1 1
ds}yg = dp* — ((e’) + Ze_”)2 - a2e_2”) dt® + ((e” - Ze_”)2 - age_2p> de? .

For a particular value of p > 0 the components g;, and g;,, may vanish, leading to a singular metricﬁ
Thus to wrap this discussion up, we started with a completely smooth spacetime (and a vanishing spin-3
field) and ended up with a singular spacetime (and a non-zero spin-3 field) simply by performing a trivial
gauge transformation.

It may not seem so desirable to get a singular spacetime from a regular one. We would probably be
more delighted if we were able to deform a singular spacetime into a smooth spacetime. Amazingly this
is possible for the singularity of the Milne universe as discussed in [29).

7.3 Holonomies

In the last section we found that when we introduced a higher spin field we where able to deform or
resolve singularities in the metric using gauge transformations. This implies that we cannot use the
metric to label different solutions, instead we need a better tool: holonomies. To describe these we will
make use of parallel transport, introduced in[£.1} Parallel transport can be explained through a transport
of a vector U(t), with ¢t € (0,T"), from an original position xy along a path ~(¢), while keeping the vector
constant in a local frame. The requirement that the vector is constant locally may be realized by the
differential equation

D Ut) =0 = %U(t) = A ())U() . (7.20)

With the initial condition U(0) = 1, we can solve this equation implicitly by:

Ut)y=1 +/0 A (1)U (t1)dty .

Now this equation does not help us to find U(t) since it appears both in the left-hand side and the
right-hand side. However, we can plug the right-hand side into the left-hand side. Doing this gives us

U) =1+ / A (t))dty + / / AW (0)ACY (02))U (t2)dtrdts -

4The particular value of p can be computed as a function of a. This can be done by performing the change of variables
eP = x which leads to a fourth degree polynomial equation with only even powers of z, solvable by algebraic means!
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At first this might seem pointless. But if we continue on and do this an infinite amount of times we will
find that the series converges! Thus the last term on the right-hand side containing the function U must
vanish in the limit. We may therefore write

oo

U =3 / ACY (02)) A (£ )bt .t -
o Jt>ti >ty
By introducing the path ordering symbol, P, which acts according to

[ A e, — 22 ( [ o))"

U(t) = Pexp(LA) .

The use of an exponential is furthered motivated by the fact that if we let A be independent of position,
and thus abelian, we may remove the path ordering prescription. This follows since then ([7.20)) can easily
be solved according to

we can rewrite the above expression as

%U(t) — AU(t) = U(t) = exp(tA) .

If v is a smooth closed curve this is the holonomy around that curve, which we will denote by

Hol, (A) = Pexp ( ]{ A) .

Having introduced holonomies we will now specialize to our specific case of a Chern-Simons theory. Since
the equations of motion implies that F' = 0 we have a flat connection. This fact is essential because
if the connection is flat two homotopic curves have the same holonomy. This result immediately tells
us that the holonomy of all contractible curves is the identity since they have the same holonomy as a
point. However, if the curve is non-contractible we may have a non-trivial holonomy. This fact is crucial
when we construct our connection. Since F' = 0 it is tempting to believe that our connection will be pure
gauge, i.e A = g~'dg. However, if we transport this around a non-contractible curve our connection
will pick up a factor of the holonomy and thus g must be a multivalued function. This fact allows us
to classify connections depending on their holonomies around a non-contractible curve. This will be the
way we label solutions from now on, not with the metric. We will in the rest of this thesis only consider
connections with one non-contractible curve. As an example, let us return to the connection and
study the holonomy around the ¢-cycle. To simplify our calculations we want to use a gauge in which
we eliminate all explicit dependence on p. This is possible if we set

A=b"YLy— LL_y)dzTb+b " db, (7.21)
with b = exp(pLg). If this is to be the same connection we must have
b 'Lib=elLy b 'L b=e"L_;. (7.22)

We will calculate the first term explicitly. The goal is to move the exponential b past L; and cancel it
with b=1. The definition of an exponentiated matrix is eX = 3 Xn—!n, so it follows that L1b = L1 > %.
Acting with Ly termwise and using the commutator of Ly and L; we see that

LiLy = (LoLy + [L1,Lo)) Ly~ = (Lo + 1) L1 Lyt = ... = (Lo + 1)Ly ,

and accordingly we must have

Lib— le (pLo)" _ (ZM)Ll — bePL; .

n! n!

The calculation for L_; is identical up to a sign, L_1b = be™?L_;. From this the relations (7.22)) follows
immediately. Let us now finally consider the holonomy of (7.21) around the ¢-cycle, that is

Holy(A) = Pexp(Agdp) = exp(2n(Lr — LL_1)) .

40



Chapter 7. Higher Spin Gravity

Since we have not yet involved higher spin fields we can pick the 2 x 2 matrix representation of SL(2,R)
and get

exp(2m(Ly — LL_1)) =exp| 27 {(1) f):]

X

X _ X"
- n!

X =27 [(1) g] ., X?=(2m)? [g 2} , X®=(2n)3 {2 fﬂ . Xt =(2m)ic? [(1) ﬂ :

Writing out the first four terms in the expansion e we find

We can see that because of the identity matrices we get a repeating sequence. Using this we find that

2n 2n+1
(271'\/2) (271'\/2)
X" S VLS A cosh2mvL  V/Lsinh2mvVL
eXp(X) = Z = @n)! 2n41 (2n+i}){ = L ginh \/Z h \/Z 5
o n! ) (27\'\/2) (27\'\/2) ﬁSIH 2T cosh 27
Ny Z (2n+1)! (2n)!

(7.23)
which is the same result as reached by Banados, Castro et al [33]. We showed earlier that we get standard
AdS; if we set £ = —i. The holonomy becomes Holy(Aaqs) = —1. Now this is minus the identity, and
not the identity but it is still in the center of the group. Thus it is possible to interpret our result as a
trivial holonomy, exactly what is expected from empty AdSs [32].

It is now possible to classify solutions with one non-contractible cycle using the holonomy. Remember
that a holonomy is only defined up to conjugation. However, all matrices that are related by conjugation
have the same eigenvalues. The characteristic equation for the holonomy matrix is

6271'\/2
det(exp(X) — AI) =1 — 2\ cosh MVL+N =0 = \= o VE
e

We earlier discussed how different values of £ gave rise to different solutions. Using this we may iden-
tify BTZ solutions as those with real, non-degenerate eigenvalues (£ > 0). Conical singularities have
imaginary non-degenerate eigenvalues (£ < 0). The special case of £ = 0 led to degenerate eigenvalues
and is usually interpreted as an extremal black hole [33]. In many cases it might be cumbersome or
even impossible to evaluate the holonomy matrix exactly, as was done above. But often we do not need
the full matrix and will be satisfied with knowledge of the eigenvalues of the exponentiated matrix, that
is P ( $ A). To easily classify these eigenvalues we use the Cayley-Hamilton theorem which states that
every matrix satisfies its own characteristic equation. This means that we may express X, a general 3 x 3
matrix, as

X3 =a+pBX +yX?, (7.24)

where a, 8 and «y are (in general) complex coefficients. To find the coefficients we consider the general
characteristic equation of X, explicitly (A — A1)(A — Aa)(A — A3) = 0, where ); is the i:th eigenvalue of
X. Expanding and rearranging in powers of A, we find

A% = X 20A3 — (A de 4+ Xods + M)A + (Ag + da + A3)A%
We can now use the identities

rX]=D A, det(X) =TI\, (7.25)

to identify the coefficients in ([7.24) as

a=det(X), f= f% (trzm - tr[X2]> .y =tr[X].

If we let X € si(3) we have that tr[X] = 0 due to the fact that the generators of sl(3) are traceless. The
defining equation then becomes

X3 =det(X) + %tr[XZ]X . (7.26)
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This implies that instead of finding the explicit holonomy we can compute det(X) and %tr[X 2]. These
coefficients are referred to as the holonomy invariants and are often denoted with ©;, where ©g = det(X)
and ©1 = 3 tr[X?]. We will in the next chapter often consider the case of a trivial holonomy around a
contractible cycle. If a holonomy is trivial the exponentiated matrix, X = P ( f A), must have eigenvalues
0, 27i, —2mi. Hence, using , it follows that

det(X) =0, tr[X?] + 872 =0. (7.27)
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Chapter 8

Black Holes and Wormbholes in
Higher Spin Gravity

Having developed the theory of spin-2 and spin-3 gravity, and having introduced holonomies, we are now
ready to start investigating spin-3 black hole and wormhole solutions in 2+1 dimensions. First, we find a
higher spin black hole, that is a black hole that carries higher spin charge. In the limit where the spin-3
field is turned off it is a spin-2 BTZ solution. We then use a trivial gauge transformation to resolve a
conical singularity resulting in a wormhole geometry. Similarly we can transition between a black hole
and a wormhole using the same gauge transformation. Finally, we study a black hole in a wormhole
gauge, which may also be interpreted as a traversable wormhole.

We have already seen how Chern-Simons gauge theory with gauge group SL(2) x SL(2) is classically
equivalent to 2+1-dimensional Einstein gravity formulated on AngE] When generalizing this spin-2
gravity theory to a spin-3 gravity theory we extend the gauge group of our Chern-Simons gauge theory
to SL(3) x SL(3). This will be equivalent to AdS; Einstein gravity coupled to two additional higher
spin degrees of freedom, which we will refer to as higher spin charges. However, depending on how
the spin-2 subgroup SL(2) x SL(2) is embedded into the full spin-3 SL(3) x SL(3) gauge group, we
can interpret a variety of different higher spin theories from our Chern-Simons gauge theory. Hence, a
black hole solution may be interpreted differently depending on this embedding [32]. This raises difficult
questions about the physical meaning of higher spin gravity solutions. Furthermore, as mentioned in the
last chapter, the metric is not an adequate quantity to classify solutions as a trivial gauge transformation
may drastically alter its characteristic properties. For example, a black hole metric can be transformed
into a metric which cannot be interpreted as a black hole. Thus, the metric is not an observable physical
quantity in higher spin theories, as such physical quantities are necessarily gauge invariant. Instead, the
observable physical quantity that will specify a black hole or wormhole solution is the holonomy around
a non-contractible cycle, i.e. a cycle around the singularity. Such an holonomy will be non-trivial. In this
thesis we will restrict ourselves to one of the possible embeddings of SL(2) x SL(2) into SL(3) x SL(3),
namely the principal embedding.

8.1 Black holes in spin-3 gravity

Before looking for black hole solutions in our spin-3 gravity theory, we need to be more precise about
what we mean by a spin-3 black hole. We may expect the metric of a black hole to have an event horizon.
The only black hole solution in 2+1 dimensions we have encountered so far, the BTZ black hole, did not
have a curvature singularity, see section We therefore have no reason to expect a black hole solution
in spin-3 gravity in 2+1 dimensions to have a curvature singularity.

Since the metric is not a gauge invariant quantity, a given connection may have multiple geometrical
interpretations. This gauge symmetry may be exploited to put the metric in a form which allows it to
be interpreted as a black hole. Still, we need to ask ourselves what the properties are of an interesting
black hole solution in higher spin theory. The black hole solutions we will be interested in are required
to satisfy the following properties:

e The black hole should have a smooth BTZ limit.
e It should have a Lorentzian horizon and a regular Euclidean continuation.
e It must allow for a thermodynamical interpretation.

These conditions are the same as the ones stated in [34]. The first property is perhaps the most natural
one. We already know that the BTZ black hole is a solution to spin-2 gravity theory in 2+1 dimensions.

I Technically, the gauge group corresponding to a negative cosmological constant is SL(2) x SL(2)/Z2. For our purposes
it makes no difference in omitting the Zy factor.
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The two extra higher spin charges arose from two additional degrees of freedom, and should therefore
be independent. Hence, we should be able to smoothly set each of them to zero while keeping the other
degrees of freedom finite, i.e., the mass and angular momentum of the black hole. The second and third
conditions are more subtle, and we will completely omit a treatment and explanation of the latter.

A defining property of a black hole in general is that it has a smooth horizon. We will choose a
set of coordinates (t,p,¢). The p coordinate is a radial coordinate, i.e., p € [0,00). The ¢ coordinate
is an angular coordinate periodic with period 2w. The horizon is located at some radial distance pj in
this coordinate system, and at the horizon the time component of the metric vanishes. A Lorentzian
signature can conveniently be turned into a Euclidean signature by the Euclidean time, ¢g, defined by

t=itp , (8.1)

where ¢ is the Lorentzian time Coordinateﬂ Our condition above about a regular Euclidean continuation
requires that the black hole solution has a smooth geometry in Euclidean signature at p;,. This requires
the Euclidean time and angular coordinates to have a definite periodicity,

(te,¢) ~ (te,¢) + 2m(8,5Q) ,

where ﬂﬂ and  are the temperature and angular potential, respectively [35]. These periodicities can be
conveniently formulated by introducing a new variable z = ¢ + itg. Then we can write

z~z42nT

where 7 = 8Q 4 if.

The condition about a regular Euclidean geometry at the horizon is realized by statements involving
the coordinates, and hence the metric. But we know that the metric is not gauge invariant and hence
the above conditions about the periodicities of tg and ¢ are not necessarily gauge invariant. However, it
is possible to translate the conditions about the periodicities of t g and ¢ into a gauge invariant condition
on the holonomy. The Euclidean geometry has two different cycles; the spatial cycle ¢ ~ ¢ + 27 and
the thermal cycle z ~ z + 27w7. The non-contractible spatial cycle has to do with the size of the horizon
and the mass, angular momentum and the two higher spin charges defined by the holonomy around the
spatial cycle. The requirement of a smooth Euclidean horizon implies that the holonomy around the
thermal cycle is trivial. More explicitly, this condition can be formulated as

Hol,(A) = +1,  Hol,(A)==+1, (8.2)

where 1 is the identity element of the gauge group and the holonomies are taken over the thermal cycle, as
denoted by the subscript. These conditions, which will be referred to as the trivial holonomy constraint,
can be seen as equations which define 7 and constrain the connections A and A. One remark about the
sign of the identity element in is in order. Minus the identity also acts trivially on the field and
simply reflects the fact that the we have omitted the factor of Z; in the subgroup SL(2) x SL(2). In
doing so we have effectively obtained a gravity theory whose solutions are manifolds equipped with a
spin structure. Having a holonomy around the thermal cycle equal to minus the identity element means
that half integer spin particles will pick up a minus sign when translated around the contractible thermal
cycle, which is equivalent to a rotation by 27 around the horizon. This is a characteristic property of
a spin structure. However, for the principal embedding, the corresponding spin-3 theory does not have
a spin structure. The trivial holonomy constraints then simply states that the holonomies around
the thermal cycle is exactly equal to the identity element of the gauge group [32].

Implementing the trivial holonomy constraint or calculating the holonomy around the spatial cycle
may be very difficult in practice. A way around this difficulty is to express the holonomy matrix by its
characteristic polynomial as in equation . First however, the connections we will consider allows
us to simplify the holonomy matrix a bit.

We will exclusively work with connections of the form

A=b"tab+b"tdb, A=bab~ +bdb !, (8.3)

2This transformation was used (and ”invented”) by Gian-Carlo Wick (1909-1992) in his method of finding a solution
in Minkowski space from a solution in Euclidean space and vice versa. Thus the transformation t — it in the Minkowski
metric leading to an Euclidean metric (and the other way around) is referred to as Wick rotation.

3This is the inverse of the Boltzmann constant times the temperature, as usually seen in statistical physics.
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where a, a and b € sl(3), and ”d” is the exterior derivative. The holonomy of A around the spatial cycle
is defined as

Holy(A) = Pexp ( j'{ A¢d¢> : (8.4)

where Ay is the ¢ component of A, i.e. the part of A proportional to d¢. Of course, an analogous
expression holds for the holonomy of A around the spatial cycle. If the connection A does not depend
on ¢, then the integral may be evaluated directly:

P exp ( j'{ A¢d¢) = exp(2rAy) . (8.5)

For the particular connections (8.3) we will be considering, Ay = b~lasb, where ay is the ¢ component
of a, and by expanding the exponential (8.5) in its Taylor series expansion we find

2wb~tagsh)" (2
exp(2mAy) = exp(2mb agh) = Z (2n a¢ =t Z 7ra¢ = b~ exp(2mags)b .
n=0 n=0

Furthermore, flat connections are only uniquely specified by their holonomies around the non-contractible
cycles of spacetime up to an overall gauge transformation, see section [7.3] If the eigenvalues of a and a
are non-degenerate, the holonomy of A and A around the spatial cycle is spec1ﬁed by the invariants

9,4 = 2ndetay] , ©1,4 = 2m°tr[al] , (8.6)

and
©¢ 4 = 2mdet(ay) ©, 4 = 2n’tr(a}) , (8.7)

respecively, compare with . The eigenvalues of the connections we will be considering in this chapter
are in fact non-degenerate. Hence, these holonomy invariants, as opposed to the actual holonomy matrix
are convenient for specifying the physical invariants corresponding to a black hole (or wormhole) solution.

As for the trivial holonomy constraint, it will suffice to only consider the holonomy of the Euclidean
time component of the connection around the thermal cycle. And by the Euclidean time component
A, of a connection A, we mean the part of the connection proportional to dtg = —idt, i.e. Ay, = 1A,
where A; is the regular time-component of the connection. Since the connections we will consider does
not depend on time, we get

2mp
Hol-(A;,) = Pexp (% AtEth> = exp( AtEth> = exp(—27fiA;) .
T 0

Once again, the holonomy matrix is only uniquely specified up to an overall gauge transformation, i.e.
an overall conjugation by an element of the gauge group. From this it follows that

exp(—27mfiA;) = exp(—27nfiay) ,

where a; is the time component of a. The eigenvalues of a; will be non-degenerate for the connections
considered here. Hence, we can use (7.27)) with X = —27fia; to write the trivial holonomy constraint
in a more practical form. After simplifying the resulting expression a bit, we arrive at

det(at) =0, %ﬂztr[af] =1. (8.8)

Analogous equations hold for A, although it will suffice to consider only the constraints on A due to the
symmetry of the connections we are considering in this thesis.

We have now seen how the holonomy of an SL(3) connection around a non-contractible cycle is
parametrized by two gauge invariant variables, see (8.6). In general our solution will contain four
independent charges, since we have two connections A and A. Two of these charges will be related
to the mass and angular momentum of the black hole while the other two will be non-trivial higher
spin charges. However, for simplicity, we will only consider a non-rotating black hole solution for which
Hol(A) = Hol(A). In that case the angular momentum of the black hole is zero, and since we have
reduced the total number of degrees of freedom from four to two, one of the higher spin charges also
vanishes. The black hole will then only carry mass and one higher spin charge.
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8.1.1 A black hole solution

We are now ready to investigate a non-rotating black hole solution in spin-3 gravity with higher spin
charge. This is done by constructing SL(3) connections which leads to a black hole metric. We will
consider connections of the form (8.3) with b = e?L0 and

a=aydet +a_dr a=aydxt +a_dr ,

where 2% = t + ¢. Here L is a generator of SL(3) (see Appendix [E.5.2) and a+ and a4 are matrix
representations of the Lie algebra sl(3). We will make a particular ansatz for the a4 and the bared
counterparts, proposed by [32]:

a = [lDW2 +WW_5 — QWO]d.’lf+ + [Zle —LL_1+ @Wo]dm_ s (89)

and
a = [l[)sz + WW2 - QWo]d.’L‘_ - [lpL,1 - ELl — @Wo]dl‘-‘r . (810)

Here L; and W; are generators of SL(3) given explicitly in Appendix and Ip, lp, W, L, Q and ®
are parameters specifying the charges of the black hole. However, as mentioned earlier a non-rotating
black hole in spin-3 gravity has only got two independent charges which are completely specified by two
independent parameters. Hence, the six parameters in our connections are not all independent of each
other. The equations of motion of Chern-Simons gauge theories state that the connections are flat, i.e.
dA + AA A =0 and similarly for A. As a consequence we obtain the following restrictions:

_ 2Wip £ w

- = . A1
BT (8.11)

Q

For a complete derivation of this result see Appendix [J.4.1]
By first calculating the frame field by e = %(A — A), the spacetime interval by ds? = %tr[e2] and
using (8.11]), we find the metric in the principal embedding which corresponds to our connections:

2
2 a2z (20 _ 2L o (o o EN| e o
ds*=— |4l | e e +1lp el —e ; dt” +dp
P P

2 (2 o, L7 ’ 2 AN 2 2
+4lp e +e o) +iplef+e =) +-(Q+ D)% | dop” . (8.12)
This calculation is provided in its entirety in Appendix
We see that the time component of the metric (8.12]) vanishes when
e —e’ £ =0.
lp
It follows that there is a horizon at
L
efr =4/—. (8.13)
lp

Furthermore, the black hole approaches AdSs with radius of curvature é in the limit p — oo and there

is no curvature singularity, which is consistent with having a smooth BTZ limit.
It is still possible to restrict the parameters of the connections further by invoking the trivial holonomy
constraint (8.8). From we can read off the a;-component as

a; = [lDWQ +WW_, — QW()] + [lpL1 —LL_ 1+ ‘I)Wo] .

Using the explicit form of the generators L; and W; given in Appendix [E.5.2] it is straightforward to
show that (8.8]) implies

4 2
57 (Q—=@)*+ 2(Q = @)(IpL — 8IpW) +4ipL? =0 ,
and

%52@ —®)* +45%(IlpL +4lpW) = 1.

46



Chapter 8. Black Holes and Wormholes in Higher Spin Gravity

Solving these equations simultaneously for 82 and ® yields

2
B2 = i(mW?zp +LH7 o= gVle (8.14)
4lp L
In Appendix we show that § is exactly the periodicity of Euclidean time that removes the conical
singularity from the horizon of the black hole metric (8.12f). Thus, we have shown explicitly that the
trivial holonomy constraint is sufficient to assure a regular Euclidean horizon.

This rather simple black hole solution satisfies all of the three desired properties of black hole solutions
stated above. In particular, the BTZ black hole can be obtained smoothly by taking either the limit
Ip=W=0o0rlp=L=0.

The holonomy invariants around the spatial cycles are

32 ) 16
Op,4 = 760’14 = 2—;(@ + <I>)3 + TW(Q + ®)(IpL —8IpW) + 327 L3 p , (8.15)
and
4872 9 9
01,4 = @LA = T(Q +®)° + 167°(IpL + 4ipW) . (8.16)

These are the gauge invariant physical quantities that classify the black hole solution, and they are
related to the mass of the black hole and one additional higher spin charge.

In addition to the metric there is also an associated spin-3 field to a given set of connections A and
A. This spin-3 field is specified by ¢ = $tr[e?], with the frame field e given by e = $(A — A). The spin-3
field for the connections of our black hole solution is given explicitly in [32]. This concludes our analysis
of spin-3 black hole solutions.

8.2 Wormbholes in spin-3 gravity

The theory of wormholes in higher spin gravity is, as of today, still a very unexplored area. In fact,
there have yet to be any serious attempts to properly define a wormhole solution in higher spin gravity.
Nor have the qualities of a physically interesting wormhole solution been treated to any greater extent.
Although, our aim is not to fully resolve these matters, we hope to give at least some insight regarding
these questions. Of course it is not by any means obvious that any kind of interesting wormhole solution
should even exist in spin-3 gravity theory, and in particular in 2+1 dimensions. However, previous work
by [34] has found that a black hole solution in 2+1 dimensions expressed in a particular gauge (often
referred to as the wormhole gauge) allows it to be interpreted as a wormhole. We will investigate further
this black hole solution in the wormhole gauge, as it may actually be a natural way of describing a
wormhole in spin-3 theory. Before doing so, it will be worth discussing the physical interpretation of
spin-3 gravity solutions.

As we have already seen, the metric is not a gauge invariant quantity in spin-3 gravity and hence
can not represent a physically observable quantity. Instead, the observable quantity is the holonomy
around a non-contractible cycle of spacetime. Yet, in the case of finding a black hole solution earlier, we
choose to represent a solution to our theory in a particular gauge which made it possible to interpret the
corresponding metric as one describing a black hole. A trivial gauge transformation could change the
metric to a form which does not allow for a black hole interpretation while keeping the physical observable
fixed. A solution may then have multiple geometrical interpretations. Thus, to find a wormhole solution,
we could look for a particular gauge which allows a solution to be geometrically interpreted as a wormhole
by its metric. This is perhaps the best way of defining a wormhole solution in higher spin gravity, although
the same solution may also be a black hole or something else depending on which gauge it is represented
in.

Our interpretation of the theory of higher spin gravity relies heavily on our previous knowledge of the
role the metric plays in spin-2 gravity, i.e. conventional Einstein gravity theory. There the metric is a
physical observable and describes the geometry of spacetime. In spin-3 gravity, however, the metric is no
longer a physical observable and there is also an additional spin-3 field present. Gauge transformations
may alter the form of the metric and the spin-3 field; for example a singularity may be removed from the
metric and incorporated in the spin-3 field by a trivial gauge transformation. This provides a possible
way of resolving singular metrics. However, for a better understanding of higher spin gravity theories,
we need to better understand the role of the higher spin fields and how to interpret them physically.
This is an active topic in current research of higher spin gravity and will most likely have to be resolved
before we will see any physical applications of the theory.
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With these remarks in mind, we will continue by investigating a simple wormhole solution obtained
by gauge transforming a conical singularity or a BTZ black hole to a wormhole. Then we finish our
investigation of wormholes by considering a more general ansatz which will lead to a solution which may
be interpreted as a traversable wormhole in our particular choice of gauge, although it is perhaps best
interpreted as a black hole expressed in a wormhole gauge [34].

8.2.1 A simple spin-3 wormhole

Here we will show how a trivial gauge transformation can resolve a conical singularity and also bring a
BT7Z black hole to a wormhole. The connection is given by

A=b" Ly — LL_bdzxt +btdb,  A=bL_y—LL)b *de™ +bdb" .

where we have a conical singularity if £ € (—i,O) or a BTZ black hole if £ > 0. We now perform the

trivial gauge transformation (7.17)) with parameters o = @ = /4 > 0. The result is the new connections
A/ == bil(Ll - ,CL_l + \/EW_l)bd:z:Jr + bil db 5 ZI == b(L_1 - £L1 + \/&Wl)bild.fci + bdbil .

which gives us a metric
ds* = dp® — ((e" — Le™P)? + 7672P)dt2 + ((ep + Le ) + 7672”> dep? . (8.17)

It is straightforward to check that these new connections have the same holonomy invariants as the old
ones. The metric (8.17)) has the appearance of a wormhole since none the components of the metric ever
vanish. We can thus let p € (—00,00). To obtain a more familiar form we perform a change of variables:

r?= (" VL e b =4V L2 ),
which brings the metric to the form

dr?

1
ds* = —(r? — b2 —2L)dt* +
2 r2(1— %)

1
+(r? — §b§ +2L)dg? . (8.18)

We can clearly see a resemblance to the Morris-Thorne wormhole, see . The main difference is the
factor of 2 appearing in the denominator of dr? and before dt?. This is simply because this wormhole is
asymptotically AdS3 as opposed to Minkowski, as can easily be seen by comparing to the AdS3 metric.
However, while not strictly a Morris-Thorne wormhole it still requires exotic mass if it is to be constructed
without higher spin as can be determined by computing the Einstein tensor from the metric. In contrast
to this, interpreting w® and e® classically and rewriting the second equation of motion of the theory,

1 e’ A e° e Ael
dw® + §€abc <wb A w + 12) =2¢%. <wbc A wQTZ’ ,

we have a candidate for an equivalent of the stress-energy tensor on the right-hand side. The right-hand
side evaluates to 0, so our equations of motion indicate that there is no equivalent to the stress-energy
tensor present in this solution. Thus, attempting to interpret the geometry in two classically equivalent
ways we obtain opposite results, demonstrating that a classical geometric interpretation requires more
work.

It is interesting to note that both the conical singularity and the BTZ black hole become wormholes
in this gauge. Notice that it does not matter if £ is positive or negative, the dt? and d¢? terms never
vanish since r € (—o0, — bg) U (bg,00).

8.2.2 A black hole in a wormhole gauge
We start by making a semi-general ansatz for the connections A and A of the form (8.3, with b = erLo,
a=(IpLy — LL_y —WW_5)dx" + (IpWa + AL_1 + BW_5 — CWy)dz ™,

and
a = 7(lpL_1 — ELl + WWQ)dl'i + (ZDW_Q - ALl + BWQ — CWO)der .
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Here L; and W; are the usual generators of SL(3) given explicitly in Appendix and Ip, Ip, L,
W, A, B and C are parameters which specify the properties of the wormhole. This ansatz is highly
inspired by our knowledge about solutions from [34] and [35], although, it is probably more natural to
make an ansatz for a solution by considering the physical meanings of the parameters. We have instead
written down an ansatz that we know will give us the desired solution, without regarding its physical
interpretation. The purpose of making such an ansatz in the first place, as opposed to just writing down
the correct solution, is solely for illustrating how to find a solution from a fairly general ansatz.

Since a pair of general spin-3 connections A and A has a maximum of four independent charges,
only four independent parameters are needed to specify the solution. The seven parameters used in our
ansatz can therefore not be independent.

To keep the equations a bit simpler we completely eliminate one of the parameters by choosing units
in which [p = 1. Introducing new parameters lo = L/lp, wo = W/lp, p = Ip/lp, « = A/lp, 8 = B/lp
and v = C/lp, we write

a=(L;—1loL_1— ’LU()W,Q)CZ{LA_ + (uWo+al_1+ W_g —yWp)dx™ |

and
a= —(L,1 - loLl + U)()Wg)dl'7 + (,U,W,Q - aL1 + /BWQ - ’YWo)dl'Jr .

Furthermore, the equations of motion of our Chern-Simons gauge theory requires that the connections
be flat. Solving dA + A A A =0 we find that

a = 8uwyg , B =pul?, v =2uly . (8.19)

A derivation of this is provided in Appendix The flatness condition applied to A will also result
in , and no further restrictions, as a consequence of the symmetry between a and a made in our
ansatz.

Using , we turn our ansatz to a solution of our spin-3 gravity theory:

a=(Ly —loL_1 —woW_3)da™ + u(Wa + 8woL_1 + BW_5 — 2lgWy)dz™ , (8.20)

and
a=—(L_y —loLy +woWo)dx™ + p(W_g — 8woLy + I2Wo — 216Wy)da™ . (8.21)

The solution is written in the highest weight gauge, meaning that the sources and charges are explicitly
decoupled in the Chern-Simons connection.

As usual the frame field is given by e = 1(4 — A), and the spacetime interval by ds? = itr[e?]. In
Appendix [J.4.2| we perform these calculations in greater detail, here we simply state the resulting metric:

ds* = — ([e” + (Bpwo — lo)e "> + 4[ue® + (wo — pld)e™)%) dt* + dp*

1
+ <[ep + (Spwo + lo)e P12 + 4[ue® + (wo + ul2)e2F)? + fzg) dep? . (8.22)

Performing the substitutions Iy = %’Tﬁ and wo = 5 W, we reach exactly the metric stated in Kraus and
Gutperles’ "Higher Spin Black Holes” (equation (5.8)) [34].

We see that the time component of the metric never vanishes, i.e. there is no event horizon. In fact,
the metric describes a traversable wormhole connecting two asymptotic regions at p — £oo. However,
by performing a complicated spin-3 gauge transformation, the metric of the solution can be transformed
to describe a black hole with a smooth horizon. Such a gauge transformation is performed explicitly in
[35], where they also argued that the solution is that of a black hole since it satisfies the stated conditions
of a higher spin black hole. Without first giving a more complete definition of a wormhole in a higher
spin gravity theory, we can not say for sure whether or not our solutions can be properly interpreted as
wormholes. Although, we could settle for defining a wormhole in terms of the metric and then we would
have found an honest wormhole solution. However, in doing so the notion of geometry in higher spin
gravity would become even more ambiguous than it already is.
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Conclusions

In this thesis we successfully managed to express Einstein’s theory of gravity as a gauge theory in 2+1
dimensions, eventually allowing us to study interesting phenomena such as black holes and wormholes
in a higher spin toy model. Before performing this unification of gauge theory and general relativity an
essential knowledge of both theories was required, and thus we initially provided proper introductions
to these subjects.

In conventional 2+1-dimensional Einsteinian gravity we constructed a general radial symmetric solu-
tion. From this we obtained both the BTZ black hole and a conical singularity, which could be interpreted
as a free particle. Another radial symmetric solution of interest is Morris and Thornes’ traversable worm-
hole solution, which we found out required exotic matter, i.e. having negative energy density, to exist.
This fact is well-known|23] and numerous attempts have been made to resolve the issue, see e.g. [26],
[28], [36]. We investigated the possibility of using the electromagnetic field or a conformally coupled
scalar field to create the wormhole. These attempts were, as expected, unsuccessful.

Wormbholes have also recently had their interest revived in the context of string theory [37], [3§].
However, the complexity of string theory may be prohibitive, and as such we instead studied a higher
spin theory. Higher spin theory is considered to be the tensionless limit of string theory, and serves as
a simpler toy model [32]. To extend 2+1 dimensional Einsteinian gravity to a higher spin theory we
expressed it as a Chern-Simons gauge theory of SL(2) x SL(2), and then extended its gauge group to
SL(3) x SL(3) thus yielding a spin-3 formulation of gravity.

Exploring the consequences of our spin-3 gravity theory we found that the conventional geometry
of the spacetime described by the metric, is no longer gauge invariant. For instance we performed
a gauge transformation that deformed empty space into a geometry containing a singularity. Thus
new gauge invariant tools with which to classify our solutions were needed, leading to the concept of
holonomies. Relating the holonomy invariants of known solutions in spin-2 gravity, and requiring our
gauge transformations to preserve the holonomy, we were able to interpret the new solutions in terms of
classical objects. Specifically, we investigated the higher spin BTZ black hole, and its definition through
a trivial holonomy around the thermal cycle.

In this thesis we have also regularized the singular spacetimes of a cone yielding a wormhole. The
procedure was also shown to transform a black hole into a wormhole. Thus we have side-stepped the
problem of exotic matter and created wormholes through gauge transformations. However, it is difficult
to interpret these results since we in the process have been forced to give up the notion of gauge invariant
geometry, at least in the conventional sense. In particular, a better understanding of the higher spin
fields and its interaction with the spin-2 metric is required if we are to obtain a geometrical interpretation
of higher spin gravity theories. To this end, a metric formulation may be useful. Attempts at such a
formulation have been made, but the theory obtained is too complicated to constitute a useful toy
model [39], [40]. Another approach could be the AdS/CFT correspondence, a conjecture proposed by
Maldacena which states that string theory formulated on AdS is equivalent to a conformal field theory
on its boundary [41]. For example, it has been shown that the general (traversable) wormhole considered
in section is actually an honest black hole solution using tools from the AdS/CFT correspondence.
In short, it could be shown by coupling dynamical matter to the higher spin gravity theory [42].

Another useful aspect of the AdS/CFT correspondence is that it is well known how to quantize
conformal field theories. Therefore, it provides a way of quantizing gravity theories in the form of string
theories on AdS space, by quantizing its dual CFT. Higher spin gravity theories lies somewhere in the
borderline of string theory and supersymmetry, and there is a dual CFT to higher spin gravity theories
on AdS. The CFT corresponding to our spin-3 gravity theory on AdSj is the W,, minimal model [43],
and a natural continuation of our work would be to investigate and quantize this CFT. Undoubtedly,
there is more to be said about our black holes and wormholes solutions by analysing them in the dual
CFT.
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Appendix A

Tensors

A.1 Definition and transformation properties

Tensors are probably the most ubitiqous objects in this entire paper and are of immensely great impor-
tance in different fields of physics, not least in relativity and quantum field theory. In short tensors are
geometric objects which are used to describe linear relations of vectors, matrices or even other tensors
and that allows one to express a physical theory independent of coordinate basis. To start off simple,
consider a vector v. We may express v in a basis e;, ¢ = 1...N according to

N

v:Zvi-ei , (A1)

i=1

where N is the dimension of the vector space spanned by the basis vectors e;. However, this can
be written in a more elegant manner by introducing the FEinstein summation convention. Einstein’s
summation convention states that terms with the same indices imply that the terms should be summed
over for all values of the indices. In this case we may rewrite the equation above as follows

v =1'e; . (A.2)

Thus, essentially we just omit the summation sign when using Einstein convention.

As we stated earlier tensors are very handy when it comes to choosing coordinate systems due to its
independence of coordinate basis. A coordinate system can therefore be chosen completely arbitrarily!
However, once a tensor is attached to a given coordinate basis a transformation matrix is needed to
switch the basis. From linear algebra a coordinate basis e; is related to another basis e} according to

/ Ja.
e; =T1,"¢j,

where T is the transformation matrix between the bases. Using v from our previous example we find
that its components in the basis e;’ is given by

Vectors transformed in this way are called contravariant vectors. If there are contravariant vectors then
there are of course covariant vectors as well. If u is another vector given in the basis e;, whose basis
vectors transform using the inverse transformation matrix, (T _1);-, then its components in another basis
p .
e; are given by ‘ o
1 v,,]
u' =T,

and u is a covariant vector. From transformations of vectors it is not hard to generalize the transformation
properties to general tensors. In general a tensor can be seen as a tensor product of vector spaces
according to

A=Am" L e ®@..Qe;m®e,®...Qe,n, .

In order to express A in another basis we transform each basis vector with free indices according to

/ul...un
A vl...vm

— T,U«l T/,Ln (Tfl)lll

ol o Lo (TP AP

ol- O1...0m

in analogy to ordinary vectors. Using the tensor product one can construct new tensors. For example a
tensor Af,, can be constructed from tensors Bf, and Cy:

AP, =B"C, .
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Moreover tensors can be constructed by contracting indices. Consider the tensor 7% pe- This is a tensor
of type (2,2) with a repeated index b, why we may use Einstein’s summation convention:

T =T 4 ...+ T =P,

where we introduced the tensor P%. as the contracted version of T%,.. Note that the contracted tensor
P?. now is of rank (1,1), i.e of type (1,1). If we contract a type (1,1) tensor we retrieve a generalized
trace:

P% =P+ P+ ..+ P, =tr[P].

A.2 Symmetries and famous tensors

In this thesis several calculations are performed using different symmetry properties of tensors. For
example, consider a tensor A,,. If A, is invariant under a change of indices the s and v, i.e A,, = A4,,,
the tensor A,,, is called symmetric. On the other hand, if 4, = —A,,, the tensor A, is antisymmetric.
A very important antisymmetric tensor is the electromagnetic tensor, F),,, used to derive Maxwell’s
equations in tensor formalism (see section . However, it is also used as a gauge invariant quantity in
Yang-Mills theory and Chern-Simons theory.

Many calculations are simplified using the fact that a general tensor can be divided into its symmetric

and its anti-symmetric parts:
1
A[;w] = i(A,uV - Auu) 3

1
A(W) = i(Axw + Auu) )
where A[,,) is the anti-symmetric part of the tensor and A, is the symmetric part. In particular

we find

Apw = Ay + Ay -
Returning to the electromagnetic tensor F),, usually defined (in an abelian theory) as

F,, =0,A,-0,A,,
and using the fact that F),, is anti-symmetric and using the definitions above we deduce

Fu = 0,A, — A0, =20,,A, .

This relation is used extensively in the paper. Another very useful property is that the contraction of a
symmetric and an antisymmetric tensor is identically zero. To prove this let S*” be a symmetric tensor
and A*Y an anti-symmetric tensor, then

SHY Ay = —SM Ay = — SV A, = —S Ay,

and since the quantity is equal to itself negative we conclude it has to be zero.
In addition to contraction of tensors it is often useful in calculations to be able to raise and lower indices
on tensors. This can be done using the metric tensor, g, (we often tend to work in Minkowski space
with ¢, = n,,). Consider a general tensor T 4o+ Using this tensor we may create new tensors by
applying the metric:

g”‘STaﬂ,ya — Tgﬂu 7

B
gltﬁTa ~5 Tf?&u >

guagVﬂgp'ygnéTaﬁw = Tpauu .

We continue our venture by turning dual vectors into vectors and vice versa using the metric:
v
VM = gM Vl/ I

and

Wy = G’ .
From these manipulations and the fact that g,, = d,,, in Euclidean space we conclude that the compo-
nents of a dual vector which is transformed to a vector are the same. However, in Minkowski spacetime
this is not the case (due to the component 1oy = —1).
Not only the symmetry properties of tensors are helpful when it comes to cumbersome and lengthy ten-
sor calculations. Some calculations can be very reduced with the use of other tensors. The Levi-Civita
tensor is an example of such a tensor.
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A.2.1 The Levi-Civita tensor

Our treatment of the Levi-Civita tensor follows closely the material of [44].
We start by defining the totally-antisymmetric Levi-Civita symbol in n dimensions

+1, if py...uy is an even permutation of 0 1 ... n — 1
ghttn = ¢ 1 if py...p6n, is an odd permutation of 0 1 ... n — 1 (A.3)
0, else

Furthermore we define the Levi-Civita symbol to have the same value in all coordinate systems, i.e. we
require it to be invariant under a general coordinate transformation;

E’Hl-uﬂn — E,UJ---.U‘n . <A~4>

Consider a general coordinate transformation from coordinates z* to coordinates xz’#, denoted by z* —
z'#. If the Levi-Civita symbol were to transform as a tensor under such a coordinate transformation, we
then would have

ox’
ox

/p1 /pn
é”:ul'nufn — ax ax Vi...Un __ ‘

= | S| caain Al
Oxvr " Oxvn c ’ (A-5)

oz’

where |5=| is the Jacobian of the transformation. However, the Jacobian of the transformation does

not necessarily equals one for a general coordinate transformation so &'#1---#n £ gh1--fn in general. By
the defining property it follows that the Levi-Civita symbol does not transform as a tensor under
a general coordinate transformation, and hence it does not consititute a proper tensor. It does however
constitute a tensor density.

Definition A.2.1. A tensor density of weight w is a quantity with components B*t--#r which transforms
as

B/H1-Ep —

Ox | 7Y 9z’ Qa'te
— Bvive A.
ox' Oxvr " Oxve ’ (A-6)

under a general coordinate transformation z# — z'#.

Note how a tensor is actually a special case of a tensor density; it is a tensor density of weight zero.

-1
/
Furthermore, since | gf, = %ix , the Levi-Civita symbol transforms as a tensor density of weight —1;
7(71) s g /
g/t bn — Oz O _._695 nEVIH-Vn — O | | Oz gHi b — cH1.e-fin ,
ox! Oz Ox¥n ox'|| Oz

as required by the defining coordinate invariant property .

By multiplying the Levi-Civita symbol by a scalar density of weight 1 we can construct a tensor.
This scalar density of weight 1 can be built from the metric tensor g,,. Consider the determinant of
the metric tensor, which we will frequently denote by g, i.e. g = det(g,,). The determinant of any
n X n matrix (or rank-2 tensor for that matter) can be expressed in index notation by the use of the
Levi-Civita symbol as
L
n!
where M;; are the components of the matrix. Using this result we can write down an expression for the
determinant of the metric tensor in terms of the Levi-Civita symbol as following

1
— M1 fn SV1...Vn
9= 19mvic Gunwn€ €

det(M) —_ Mi €i1...in€j1...jn ,

11 nin

Now we perform a general coordinate transformation z*# — z’#, while remembering that the Levi-Civita
symbol is an invariant under such a transformation. The determinant of the metric tensor transforms as

1

;= / L1 eifby V1...VUn,
g - n]gltl’/l'" gunyne €
1 Oxtr Qg Q™ ' L,
= = gPt - PngdiTn
n!gmy1 rimn Ox'Pr " QxPn Ox'or T Oxlon
2
1 ox
ceifbyy V1. Un
= —Guivi- Guovn | 5| XN
n! oz’
2
ox
= ’ax, g 3 (A'7)
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under this transformation. By this directly implies that g is a scalar density of weight —2, and
hence \/m is a scalar density of weight —1. Now the determinant of the inverse of the metric tensor
is 5, and by inverting (A.7), this is a scalar density of weight 1. The totally-antisymmetric Levi-Civita
tensor may may now be defined as

ghtbn = L5”1'“”” . (A.8)
Vgl
We will consistently use the notation e for the Levi-Civita tensor and e for the Levi-Civita symbol.
We define the Levi-Civita symbol with downstairs indices to be numerically given by

Epreepin = (—1)Tehtn (A.9)

where ¢ is the number of negative eigenvalues of the metric tensor, (a Euclidian metric will have ¢t = 0
and a Lorentzian metric will have t = 1 or ¢t = 3 depending on the choice of time signature). It follows
directly that €, .. ., is invariant under a general coordinate transformation since this is true for e#+--#».
Performing a general coordinate transformation z* — z'* we show that €, must be a tensor density
of weight 1 in order to be invariant under the transformation;

cHn

-1

o
ox’

, | Ox

Bieefin ox'

1
ox"t  Oz¥n ox

€ € =|—
Ox'm T Qglim oz’

Eproipin = Epropin -

Hence we can make a tensor with downstairs indices from ¢, . ,,, in complete analogy to the making of

the Levi-Civita tensor with upstairs indices above; we simply multiply €,,. ., by 1/|g|, which is indeed
a scalar density of weight 1 by (A.7). We write

Cprepin = \/@E;ﬂl---ﬂn . (A.10)

For consistency we should check whether or not €,, . ,, as given by (A.10) is the same tensor as e/ #n»,
as defined by (A.8), with all indices lowered. Indeed, since €, .. ,, is a proper tensor we can raise its
indices by using the metric tensor. Using (A.9) and (A.8)) we find that

Vy...V. 1

= g'u Uy oee gunynié‘
o Vgl
1
= gt = (Ol = (1 e

= V |g|6ﬂlu-ﬂn ’

which is consistent with (A.10]), thereby justifying our use of notation.
A useful identity for contracting p = n — ¢ indices on a pair of Levi-Civita tensors is

o Vy...V.
6#1...1Ln - glthl"' g,unl/ne "

el AL A
ettt e, A, = (—1)tp!q!(5511m[,2" , (A.11)
where §51-/'k is the generalized Kronecker-delta, defined as

ot = oltrgte. ot (A12)

Uk

By (A.8) and (A.10)) it follows that

M1t AL A L= €H1~-~Nq/\1~~ A

p€1/1,..1/,1>\1...)\ ' pEvl...qul...Ap )

so (|A.2.1)) actually holds for both the Levi-Civita tensor and the Levi-Civita symbol, although contracting
one kind with the other will produce a factor proportional to 4/|g|. Two interesting special cases of are
the contraction of all of the indices,

AAney o, = (=Dl (A.13)
and the contraction of none of the indices,
ertne, = (=1) Ikt (A.14)

The identity is perhaps best verified by enumerating both sides for a particular choice of
values for the indices fi1, ... , p and v, ... , . Since both sides are manifestly totally-antisymmetric in
these indices, it follows that if they agree for one particular choice of index values, they must agree for
all possible choices of index values.
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Metric and Metric Tensors

Throughout this thesis the term metric is used extensively. In this appendix we give a brief introduction
to the metric, assuming the reader is familiar with changes of variables under the integral sign in multiple
dimensions. Through the metric, or the spacetime interval, the geometric and causal structure of a
spacetime can be determined, and thus the metric can help us define curvature, volume, distance and
other geometrical quantities. As such the spacetime interval is the fundamental object which classifies
our solutions in regular Einstein gravity.

The reader should be familiar with an object very similar to the metric from vector calculus, namely
the Jacobian integration measure. The Jacobian integration measure J is related to the metric as g =
JTJ. In general the diagonal elements of g will be positive definite in a Fuclidean space unless the
Jacobian contains complex elements. In general relativity one instead assumes that the base space is a
Minkowski space. Minkowski space has the metric 7, = diag(—1,1,1,1) in 3+1 dlmensmnsﬂ The metric
in Minkowski space is related to the Jacobian as 7.J7.J. Thus, the Jacobian can be seen as measuring
the difference between a choice of coordinates and the base space on which a differential volume element
is defined.

By introducing metric components with negative sign, space and time can be combined into a single
space, called spacetime. In spacetime, the metric measures the infinitesimal distance between events,
that is a point that has a location both in space and in time. A time-like component of the metric
tensor conventionally has a negative sign, opposite to the space-like components. This allows for the
infinitesimal displacement ds? to be 0 in multiple points, introducing the notion of simultaneity. Two
events are considered simultaneous if they are separated by ds? = 0. In special relativity this says that
to an observer an event happens when the light it generates reaches the observer. By fixing dt? = 0 one
recovers the usual notion of space and distance, where no two points are simultaneous.

Mathematically, we may define the metric in some coordinates z* through an infinitesimal displace-
ment ds? according to

ds? = gudatdx (B.1)

where g, is the metric tensor. In Euclidean space in three dimensions this is simply

=4 (B.2)

28]

where §,,, is the identity matrix. However, in Minkowski space the metric tensor has a time-like compo-
nent, i.e. a component g, < qﬂ

-1 0 0 O
0 1 0 0

uv = Npv = 0 01 0 (B?))
0 0 0 1

One may also define the Minkowski metric as g, = diag(1,—1,—1,—1), it is just a matter of conventions.
Throughout our thesis we use the signature (—, +,+,+...). The metric tensor g, is commonly denoted
Nuv in Minkowski space. From now on follows a pair of examples of metrics in different coordinate
systems.

In spherical coordinates we may write down the metric directly as

s“=dr‘+r + r“sin , .
ds?® = dr? + r2d6® + r? sin? 0d¢? B.4

and from equation (B.4) we deduce that g, = 1,999 = r* and ggp = 72 sin?#, and the rest of the
elements in g, are zero.

1The signature of the metric is just a matter of conventions, the signature (1,-1,-1,-1) is also used extensively in literature.
Throughout this thesis we use the signature (-1,1,1,1).

2We tend to be working in 241 dimensions in this thesis, with two spatial dimensions and one time dimension, and thus
naturally the Minkowski metric reduces to a 3 by 3 matrix, g,, = diag(—1,1,1)
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Consider the equation
2? +y? -2 =+R?. (B.5)

This equation describes a hyperboloid with its center rotated around either the z-axis or the z-axis
depending on the sign of R. We begin with the equation 22 4 y? — 22 = +R%. We may write this as

Ayt - =r" -2 =R, (B.6)

where we used that 22 4+ 32 describes a circle with the polar radius 7. Furthermore we can write down
the expression for the metric in polar coordinates (in Minkowski space) according to

ds* = da® + dy? — d2* = dr® +r?d6? — d2* . (B.7)

Differentiating equation [B-6] yields

d
Ordr — 22dz = 0 = dz = —— | (B.8)

z

Using 72 — 22 = R? we find the metric as
2
1

2 _ 7.2 2002 — ds? — dr2(] — — 2702 _ dr? 2,102 B.9
ds® = dr® 4+ r°df° — dz* = dr*( 7“2—R2)+r de = /R)? r+r , (B.9)

from which we note that g,,. = W and ggg = r2. We may also note that g,,. < 0 for Vr with z # 0,
thus g has a time-like component. To conclude we find the metric tensor as

! 0
e (B.10)
o= 0 r?. .
The case z2 + y? — 22 = —R? yields, after an analogous calculation, a metric tensor g:
1+1ﬁ 0
gro = 0R2 .2 (B.ll)

All elements in g are obviously > 0, to compare with the other metric tensor in equation [B.10] which has
a time-like component.
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Differential Geometry

Since Einstein’s discovery of general relativity, differential geometry has been of fundamental importance
to physics as it is the mathematical framework upon which the concept of spacetime is built upon. As a
field of mathematics, it is the study of calculus on differential manifolds. A manifold is a special type of
a topological space and a differential manifold is in turn a smooth manifold. The precise mathematical
definitions of these concepts is rather abstract and since we will not be needing any deeper knowledge
of this for our purposes. We refer the interested reader to [16] and [1] for a more rigorous treatment of
the field. Although, a somewhat less rigorous explanation of the concept of a differential manifold is in
order.

We can think of a differential manifold as a smooth space that may or may not be curved. Three
concrete examples of differential manifolds are Euclidean space R”, the n-dimensional sphere S™ and the
four-dimensional Minkowski space which the theory of special relativity is founded upon. Introducing
curved spaces complicates the notion of vectors, and more general tensors, on the space. In particular
we can not think of a vector as an object connecting two different points. A resolution to this problem
is the introduction of a tangent space at each point, which is a vector space consisting of every vector at
a certain point on the manifold. This is in complete analogy to the notion of a tangent plane as a local
approximation to a curved surface. A natural basis for this tangent space is d,,, and a vector at a specific
tangent space can then be written as V' = V#9,,.. In the language of tensors we see that the vectors of a
tangent space are contravariant vectors. The dimension of the tangent spaces of a manifold is the same
as the dimension of the manifold itself. There is an associated vector space to each tangent space known
as the cotangent space. They consist of the dual vectors (or covariant vectors) corresponding to the
vectors (or contravariant vectors) of the tangent spaces. A natural set of bases for the cotangent space
is dz*, and a dual vector in a cotangent space at a certain point can be written as Vs = Vudxl‘ﬂ More
general tensors can now be constructed by the use of the tensor product as usual. The properties and
operations of tensors that we developed earlier still hold but one has to be careful and remember that
each vector or tensor is defined only in one point on the manifold. In physics we are mainly interested
in vector or tensor fields, which is a collection of tensors, one for every point on a manifold.

An important mathematical formalism we will have to introduce is the formalism of differential
forms. A great advantage of differential forms is that they allow for differentiation and integration to be
generalized from a Euclidean space to a more general differential manifold in a natural way. The next
section is devoted to developing the most important definitions and results we will be needing concerning
differential forms.

C.1 Differential forms

Differential forms, (or in short "forms”), are a special class of tensors. More specifically; a scalar-valued
k-form is a completely antisymmetric (0,k)-tensor, thus zero-forms are scalars and one-forms are dual
vectors (or covariant vectors). More generally a completely antisymmetric (m,k)-tensor is a tensor valued
k-form with m upper indices. In this section we will almost exclusively treat scalar valued differential
forms, simply because there will be somewhat fewer indices to keep track of, although every definition
and result applies equally well to more general tensor-valued differential forms.

In terms of the basis vectors dx* for the cotangent space a general one-form can be written as

w = wyda . (C.1)

The set of all k-forms form a vector space which we will denote A¥. Moreover, the space of all k-form
fields over a manifold M is denoted by A*(M), and this also constitutes a vector space.

We would like to be able to evaluate the products of differential forms. For this purpose we define
the wedge product, which is an antisymmetric tensor product.

1The asterisk * is a common way of denoting a dual vector. We will not be working with these kinds of dual vectors in
this thesis and the asterisk will be reserved for the Hodge dual operator which we will define later in this appendix.
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Definition C.1.1. The wedge product is an operator A : AF x Al — A¥*+! If A € A¥ and B € A! then
the wedge product A A B is defined as the antisymmetrized tensor product of A and B,

(k+1)!
(AA B)#1#2-~#k+l = TN [/11#2---/%B/tk+1uk+2»--uk+z] : (C.2)

As a consequence of the definition above we get the following important property of the wedge
product:
AANB=(-1)"BAA, AcA* BeAl. (C.3)

This directly implies that the wedge product of a k-form with it self is identically zero whenever k is an
odd number. We can now express a general k-form A in terms of the basis vectors dz* as

A=A, pde" ® .. @deHr = %Ammukdaz‘“ A ANdxPE (C.4)
The basis vectors dz* are one-forms so from property it follows that dz** A ... A dzt* = 0 if
any of the wedged basis vectors are identical. Constructing linearly independent k-form fields on a n-
dimensional manifold M is therefore equivalent to picking k of the n different basis vectors. It follows
that the dimension of A*(M) is n!/(k!(n — k)!). Note that if k > n then at least two of the wedged basis
vectors in above must equal, since there are only n different basis vectors, and such a k-form is
therefore identically zero.
One final remark; since the quantity dx#' A ... A dz** is completely antisymmetric it extracts the
antisymmetric part of the coefficients 4, ,, in . Thus, in general, even if the coefficients A, .,
are not antisymmetric, we have the relation

Apy g dx?t NN datt = Ay, g datt AN dat (C.5)

As mentioned earlier one of the great advantages of differential forms is that they allow for differen-
tiation and integration. We are now ready to define a derivative operator called the exterior derivative.

Definition C.1.2. The exterior derivative is an operator d : A* — A**+1 defined as an antisymmetric
normalized partial derivative,

(dA)Mmmcﬂ = (k + 1)6[#1A#2»~~#k+1] : (C'6>

An important consequence of this definition is that d2A = 0 for any k-form A, (often simply denoted
as d> = 0). This follows from the antisymmetry property of the exterior derivative and the fact that
partial derivatives commute. The linearity property of the partial derivative is inherited by the exterior
derivative. Note that the exterior derivative of a zero-form is just the familiar differential of a scalar
function. Another property of the exterior derivative that follows from the definition is that it satisfies
the Leibniz product rule,

d(AANB)=dAAB+ (-1)*AndB, AcA*, BeAl. (C.7)

A k-form A is said to be closed if dA = 0 and ezact if A = dB for some (k — 1)-form B. All exact
forms are closed since d? = 0 but the converse is not true in general. In Minkowski space all closed forms
are exact except for zero-forms which cannot be exact since there are no k-forms for negative integers
k. When we have a k-form expressed in terms of the basis vectors dz*, as in , there is a more
useful representation of the exterior derivative than the one given in the definition above. In terms of
the basis vectors for the cotangent space and tangent space the exterior derivative can be represented as
d = dz#0, N[ ], where any k-form can be inserted in to the square brackets. As a demonstration of this,
consider a general k-form A of the form . The exterior derivative of A can then be expressed as

1
k!

We see that the above representation of the exterior derivative is indeed equivalent to our definition

9.
In the context of gauge theory it is useful to define the graded commutator for Lie algebra-valued
forms:

1
e AN LN dat = H8#1/1u2__,uk+1ciac”1 A

dA = da"9, N A = da" D, A — Ay,

Definition C.1.3. For Lie algebra-valued p- and ¢-forms w and n, we define the graded commutator |-,
according to
[wn]=wAn—(-1)PnAw. (C.8)
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There is another important operator on forms to be defined, namely the Hodge dual operator (or
Hodge star operator).

Definition C.1.4. Let A be a k-form on an n-dimensional manifold M. The Hodge dual operator
% : AR(M) — A"=*(M) is defined in terms of the Levi-Civita tensor e as

1 v 1%
(*A)Hl---ﬂn—k = EG b kll;l.nllwn,kayl*“Vk’ : (09)

Since the Levi-Civita tensor is dependent on the metric of the manifold, so is the Hodge dual operator,
(see Appendix for a treatment of the Levi-Civita tensor). It is worth noting that the dimensions
of AF(M) and A"~*(M) are equal since the number of ways of picking k of n basis vectors equals the
number of ways of picking n — k of n basis vectors, (see the discussion after ) If we want to apply
the Hodge dual operator to a k-form A expressed in terms of the coefficients A, . ., and basis vectors
dx", as in , it may be more convenient to use the following formula, (as opposed to the definition

(C.9)):

* (A 1

dxf* AN datR) = ——— A ehtttik dat+t AN datr (C.10)

K1k (TL _ k)' H1---HE Hk+41--Mn

It can be shown that the Hodge dual satisfies the following relation
AN+*B =BA%*A. (C.11)

As a specific example we can consider differential forms on the three-dimensional Euclidean space R3.
The Hodge dual of two one-forms A and B is

«(ANB), = €7, A;B; .

Since there is no distinction between contravariant and covariant vectors in Euclidean space, one-forms
are just vectors. The operation above on A and B is therefore just the conventional cross product.
Earlier we mentioned that differential forms allow for differentiation and integration to be defined
operations on a general differential manifold. So far we have only been concerned with differentiation
by the exterior derivative operator. As we will not need a theory of integration on a general differential
manifold, we will not treat this subject to any greater extent. However, we will at least mention the
relation between differential forms and the volume element d"z through the Levi-Civita tensor density,
and state the general Stokes theorem.
Recall how in ordinary calculus on the Euclidean space R™, the volume element d"x transforms as
/
d'z’ = ’(:);; d'z ,

oz’

ox
From we see that the volume element transforms exactly as a tensor density of weight one. On a
n-dimensional manifold, however, the integrand is really a n-form. Thus we need to construct a n-form
from the tensor density d"z. Since a n-form is an antisymmetric tensor, an invariant object, we should
try to construct an object with these qualities from the volume element. This can be done by multiplying
the volume element with an antisymmetric tensor density of weight —1. In Appendix we derived
such an object, the Levi-Civita symbol e#t~#n_ A n-form is related to the volume element by

under a change of coordinates x — xz’. Here is the Jacobian of the coordinate transformation.

dxtt N N datr =gttt d g (C.12)

This provides a way of converting an integral over a general differential manifold to an integral over
Euclidean space, where the usual results of ordinary calculus applies.
Finally, we state the general Stokes theorem:

/de: /aMw, (C.13)

where w is a differential form defined on a differential manifold M with boundary OM. All the familiar
integration theorems of vector calculus, such as Greens theorem, Gauss theorem and Stokes (not so
general) theorem are actually special cases of
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C.2 Maxwell’s equations in differential forms

As another illustration of differential forms we can consider the covariant form of Maxwell’s equations.
As we have seen in Maxwell’s equations can be stated as two tensorial equations, containing the
antisymmetric electromagnetic field strength F},,, and the four-current J#. These tensorial equations are

0, FH = Jr (C.14)

and
OulF,e)=0. (C.15)

In the formalism of differential forms the electromagnetic field strength is a two-form F' = %F wodrt Adx”.
From the definition of the exterior derivative above we see that equation is nothing but the
statement that F is closed, that is, dF' = 0. Since Maxwell’s theory of electromagnetism is formulated
on Minkowski space, it follows from the discussion above that ' must also be exact, which means that it
can be written as F' = dA for some one-form A. This one-form A is nothing but the dual of the familiar
four-vector potential A,,. We might have started from the vector potential one-form A. Then equation
would have followed as an identity of the formalism. Equation can in turn be expressed
as an equation between 3-forms by the use of the Hodge dual operator as dxF' = xJ. Here J = J, dz" is
the current one-form. Let us prove this equation. First we begin by calculating *F" using above.
The result is
1 1

1 v loa v 1 o v
*F = % (2Fl“,dx“ ANdz ) = minUGP l“/dxu ANdz” = ZFP epgl“,dx“ ANdx” .

Applying the exterior derivative to this expression, and change some of the dummy indices, yields

1 1
d* F =dz"0, A (4F°‘ﬁ€a,@ypda?” A dﬂc”) = zﬁuFQﬁeaﬁupdx“ Adx” Ndz? .

Next we calculate the Hodge dual of the one-form J. Using (C.10)) once again we find

1 1
wJ = x(J,dzt) = mJge"Wpdm“ Adz” A dxf = EJUG(,Wpdm“ Adz” A dxf .

It is not immediately obvious from the expressions above for d+«F and *J that the equation d+«F = *J
is equivalent to 9, F"* = J¥. To see that this is indeed the case, we apply the Hodge dual operator to
both sides of the equation d«F = *J. Starting with the left hand side, we find
1 af Iz v P
xdx F = * ZauF €aprpdxt Ndz¥ N dz

1 1 (e} v g
= 7(4 ey ZaﬂF ﬂeagl,pe” P dx

= iaﬂF"ﬁeaﬂ,jﬂe“””“gmgdm”
= iaﬂthﬂeaﬁVﬁeuwpgmdma
= —%aﬂFaﬁchggmdx”

= _%8M(F“"C — F™)grodx®

=0, F"g.,dx’
= J"Grodx?
= J,da’ = J . (C.16)

Here we have used properties of the Levi-Civita tensor (see Appendix |A.2.1) as well as the covariant
inhomogeneous Maxwell equation (C.14))). Now we compute the Hodge dual of the right hand side of
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the equation d«F = xJ. The steps are

1
*x J =% (GJ”ew,,pdx” Adx¥ A dx”)
1 1

TR da

(4-3)6

(e}

1
= —J euppe’f  da’

6

1
= EJNGH#VPENVPTngde
1
= 76J”e,wypew”pgmdx“
=J"" grodx’

= J,da® =J . (C.17)

Properties of the Levi-Civita tensor were once again used in this calculation, (see Appendix[A.2.1]). We

have now proved by (C.16) and (C.17) that x(d«F) = =*(xJ), and since the Hodge dual operator is
bijective it follows that dxF = *J.

As a summary, Maxwell’s equations can be formulated in terms of differential forms by
dFF =0, (C.18)

and
dxF=xJ. (C.19)

Note that in vacuum, where J = 0, these equations become invariant under the "duality transformations”
F — xF, xFF — —F. There is much more to be said about this and for more information we refer to
[16]. Finally, the gauge invariance of Maxwell’s theory is incorporated in the formalism by the fact that
d? = 0. This implies that the equations will be invariant under the transformation A — A+df for any
zero-form (scalar) f, since the equations only involve exterior derivatives of the field strength F = dA
and its Hodge dual.
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Lagrangians in Field Theory

In this thesis Lagrangians, or to be more specific, Lagrangian fields are frequently used to derive equations
of motion of systems involving scalar fields, vector fields or more general tensor fields. The term La-
grangian usually refer to discrete systems, where the Lagrangian is a function of generalized coordinates
(often denoted ¢°), whereas Lagrangian field density is the correct term to use in the continuous case.
However, for the sake of simplicity and due to the fact that we have considered only systems with infinite
degrees of freedom, i.e. continuous systems, we simply refer to Lagrangian field densities as Lagrangians.
Nevertheless, it is important to state the less obvious differences between the discrete Lagrangian and
the Lagrangian field density. Lagrangian mechanics, or analytical mechanics, is a reformulation of the
classical Newtonian mechanics where one expresses the physics through so called action integrals. The
action integral, commonly denoted S, is defined as

S:/Ldt, (D.1)

where L = T — V is the scalar Lagrangian depending on the kinetic energy (7') and the potential
energy (V). By demanding the principle of least action and thus requiring that the Lagrangian is a
stationary point of the action the system’s development can be determined. In other words, the action
is invariant under an infinitesimal change in the Lagrangian, i.e. 6§ = 0. Using this one can derive the

Euler-Lagrange equation
oL d oL

ot dtog

where we introduced generalized coordinates ¢* and velocities ¢*. This Euler-Lagrange equation, however,
is the equation of motion for a discrete system with finite degrees of freedom. To establish the behavior
of a continuous system one has to define the Lagrangian field density. The definition of this is easily seen

from the action integral:
3:/(/5(1%) dt:/ﬁd”xdt, (D.3)

where £ is the Lagrangian field density. To retrieve the scalar Lagrangian L one therefore has to
integrate the field density over the whole space. The Lagrangian field density is a very powerful tool
when it comes to developing gauge theories. If £ (or more precisely the action) is invariant under a
symmetry transformation it follows that the equations of motion (the corresponding Euler-Lagrange
equations in the continuous case) are invariant as well.

As an example of a field Lagrangian we will explicitly construct the Klein-Gordon Lagrangian, often
denoted Lxg. In order to do this we will first derive the Klein-Gordon equation and then guess the
correct Lagrangian. The Klein-Gordon equation was actually first written down by Schrédinger before
he settled on his most famous equation, the Schrodinger equation. The equation was then rediscovered
in 1926 by Kleirﬂ and Gordorﬁn an attempt to create a relativistic theory of the electron. Nowadays we
know that this endeavour was doomed to fail since the Klein-Gordon equation describes particles of spin
0, not of one half. To derive the Klein-Gordon equation we start from Einstein’s famous energy identity,
with c =1

(D.2)

E2:m2+p2,

where m is mass and p is momentum. We then perform the standard substitutions of quantum mechanics

(with A=1)

0
= —iV E—i- .
b ot
1Oskar Klein (1894-1977) was a Swedish theoretical physicist most famous for Kaluza-Klein theory, a unified theory of

electromagnetism and gravity.
2Walter Gordon (1893-1939), German physicist.
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Since a derivative does not make much sense unless it has a function to act on we also introduce a wave
function, ¢. Rearranging some terms we reach the equation

O¢ —m?p =0,

where we have introduced the d’Alembert operator defined as O = 9%, = —(%22 + V2. To derive the
Lagrangian we practice the fine art of trial and error, guessing our way to the correct answer:

Lic = — 50000 — 5m*”

That this indeed does give us the Klein-Gordon equation is easily seen by applying the Euler-Lagrange
equation. Explicitly
OLka OLka 9
-0 =m¢p—0,0'p=0.
06 @) 0T
The reason for our particular sign convention can be understood by writing out the whole derivative
term explicitly

1 1, 92
_ A — = \72
28 0, 2(+8t2 V=)o .

Since it is natural to associate %g—;qﬁ with kinetic energy we choose this term positive since we define
the Lagrangian (from analytical mechanics) as L =T —V.
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Appendix E
Group Theory

In this appendix we give an introduction to group theory as it is applied in physics. We will be covering
the basic definition of a group, and provide some additional definitions. After this we give a brief
introduction to representation theory, and then discuss a special class of groups called Lie groups. A Lie
group is a group that is also a differential manifold, which is of fundamental importance in physics. To
provide a more thorough understanding and some physical context, we also provide a cursory introduction
to group manifolds and spin representations. The chapter is then concluded with explicit calculations of
Lie algebras for use throughout the thesis.

Definition E.0.1. A group is defined as a set of unique elements (G) which together with an operation
(*) fulfills the following:

Closure : if a and b€ G, thenaxb € G.
Associativity : Va,b and ¢ € G, (a*b)*xc=ax (bx*c).
Unit element : there exists an object e € G such that axe =exa = a.

Inverse element : for each a € G, there is an element b € G such that axb=>bxa =e.

The most common example of an easy to understand group is the set of all integers combined with the
operation of addition. The sum of two integers is always an integer, and we already know that addition
is associative. The unit element of the group is 0, since adding it to any integer will yield that integer
as a result. Finally, the inverse element of any integer is just the same integer with opposite sign.

In physics we use the group structure to express certain symmetries of a system, such as invariance
under a rotation, or Lorentz invariance. It can be shown that, with an appropriate operator, these
symmetries can be expressed as groups and represented as matrices. Group theory can then be used to
find the equations of motions for a system purely by using the symmetries that the theory possesses.

To make use of group theory there are some tools we need to understand and use, so we continue
with a few more definitions:

Definition E.0.2. A group is called abelian if the elements commute with regards to the group oper-
ation (%), that is:

Vabe G : axb=bxa.

This is important because the difference between what mathematical tools are applicable to abelian
and non-abelian groups is very big. A prime example of a non-abelian group is the set of all invertible
nxn matrices combined with the matrix multiplication operator. The difference is also readily observable
in sections and B

Definition E.0.3. If G and H are two groups with the same group operator (x), H is said to be a
subgroup of G if
ceH = ac G

There are always two trivial subgroups; the unit element and the group itself.
Definition E.0.4. A map ¢ : G — H is a homomorphism if
9i* 95 = Gk »

and
V(i) * ¥(g5) = ¥ (gr) -

where gi, 95,9k € G, ¥(g:) * ¥ (g;),%(gx) € H. If 9 is also bijective it is an isomorphism, which we
denote with G = H.
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E.1 Representation theory

The most simple, but perhaps most instructive example of a continuous group is the group of all rotations
in two dimensions. While we can write down a general element of the group of all rotations in two
dimensions as g(#), where 6 is a continuous parameter, we would like to construct a more explicit
representation. To do this we associate each element of the group with a matrix, taking the matrix
multiplication as the group operator. If we fix a coordinate system we may express g(6) with the
rotations matrix R(6) defined as
cosf sinf
R(0) = [— sinf cos 9}

The idea of associating group elements with matrices is formally known as representation theory. In
mathematics group theory and representation theory can certainly be considered different subjects but
in physics a distinction is seldom made.

Now that we have introduced the idea of representing group elements with matrices we are ready to
continue. While it was easy to write down the rotation matrix in two dimensions we would certainly
like to be able to rotate things in more than one plane. Since our intuition as humans is for the most
part only good in two to three dimensions we would like to find a general way of constructing rotation
matrices in arbitrary dimension. Thus, we must ask ourselves what property defines a rotation. The
common answer is that a rotation is a transformation that preserves the length of vectors. Thus we want
to find all matrices that leaves the quantity 2z invariant. We consider an arbitrary transformation with
a matrix M

ele = (Mz)" (Mz) = 2" MT Mz .

Now, if this quantity is to be equal to 72 we must have MTM = 1. We call matrices that satisfies
this condition orthogonal. But we are not done, if we take the determinant of the defining equation of
a orthogonal matrix we find that det(M) = £1. Matrices which switch parity are orthogonal matrices
with determinant —1. To exclude these we also demand that a rotation matrix M satisfies det(M) = 1.
These two demands are usually summarized by saying that a rotation is an element of the group SO(n)
where S stands for special, meaning that we have a determinant of one. O is for orthogonal and n is the
dimension of the matrix and, obviously, of the space.

E.2 Lie Groups

In physics we are mostly interested in continuous groups. A simple example apart from rotations are
the group of real numbers. Of special interest are the continuous groups known as Lie groups (named
after the brilliant Norwegian mathematician Sophus Lie (1842-1899)), as they are differential manifolds
meaning they describe some continuous geometry. This allows us to perform certain operations on the
group manifolds, namely integration and differentiation. Lie groups are defined as follows:

Definition E.2.1. A Lie group (G) is a finite-dimensional differential manifold with an associated
smooth multiplication map:
(95,9:) € G x G = gig; € G

and a smooth inverse map
geGsgltea

that satisfy the group axioms in [E.0.1]

When we construct the covariant derivative in section there is a necessity for a theory of the
first spatial derivative of the transformations corresponding to the Lie groups. We refer to these terms
as being Lie algebra-valued. The theory regarding these objects is that of Lie algebra. The Lie algebra
can be seen as a minimal representation of a group using group elements infinitely close to the identity
element as generators that can span the entire group.
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Definition E.2.2. A Lie algebra g is a vector space which has a bilinear mapping [.,.] : g x g — g such
that:

Forall X)Y € g
X,Y] = —[V.X].

The Jacobi identity,
(XY, Z]] + [Y,[Z2 X]] + [Z[X,)Y]] = 0.

The objects X,Y, Z of this definition are usually denoted T; where i is some index, and are called
generators. The brackets([.,.]) are generally referred to as Lie brackets.

Now, how can we construct our original rotation matrix from these generators? To proceed we will
have to use a idea, courtesy of Sophus Lie. Lie proposed that instead of performing the whole transfor-
mation at once, we can split it into many small transformations. Let U(¢) be a rotation transformation
and, as discussed before, also a matrix. For a small transformation we may expand our transformation
around the identity as

U(6¢) = 1+ 6¢T .

Now we can express a full transformation U(¢) by first dividing up the parameter in N pieces, ¢ = NJ¢.
To compensate we of course have to perform the transformation NV times. We can now take the limit as
N tends towards infinity of NV infinitesimal transformations performed in succession:

U(g) = lim (1+ ‘%T)N.

N—o0

The infinity-limit on N defines the exponential, so we have
U(9) =" .

We see that to construct a full transformation we only need to find the generator and then exponentiate
it. It is important that the exponential of a matrix should be interpreted as an infinite series according

to
o0

Xn
=y X

i=0
Let us return to our rotation matrix and find it again using the method described above. First we need
to find the generator T'. By expanding the defining equation for SO(2) infinitesimal we find

(1 +i6¢pT)T (1 +i6¢T) =1 = TT +T =0,

if the equation is to hold to first order. Now, there are not many 2 x 2 matrices which satisfy this
condition. Truth is, down to a scale factor, ¢, there is only one:

0 1
Tc~[_1 0].

Now, using the exponential equation we find

) (nt1) 2n _eyntt 2n—1 .
ebeT _ Z (¢cT)™ _ 2 n—1 o) (zn)!(¢) > ( )(gn_((fgg _ cos¢ sing
n! -3 (o)t (@)*" ! ) (=o)"*1(9)*" —sing cos¢|’

(2n—1)! 2n! =1

where we in the last step see that we need to set ¢ = 1 to get the rotation matrix out of our endeavour.
We have managed to retrieve the classical rotation matrix, and now you may wonder for which groups
are these manipulations actually allowed. It turns out that this procedure works for any group whose
elements we may write as U(¢1,02,..¢5) given that the parameters are continuous and that there exists
U(é1,02,..¢n) = 1 for some set of ¢. This restriction is the same as saying that the parameters define a
differentiable manifold, as a manifold consisting of a set of orthogonal, continuous parameters is trivially
differentiable.
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Now that we have confirmed that Lie’s claim holds we can do this the other way around! Remembering
that U(¢) = eT?, differentiating both sides with respect to ¢ and then letting ¢ — 0 we get:

d
d—(bU

d
[(MU(@} ST, (£:2)

(¢) =TU(¢) , (E.1)

since U is a transformation around the unit element U(0) is just the identity, giving us an expression for
the generator T in terms of the parametrized representation matrix.

Now we have only discussed groups with one parameter, so we turn our attention to groups with
multiple parameters. For groups with multiple generators we can further develop our understanding of
them by attempting to combine them. We begin with expanding the group operator according to

Ua(8) = T %%0) =1 4 T,60, + %T(?(wa)z :

Using this notation we can combine two generators T, and Tj:

U U U, = 14 50006 [Ta,Ty) + ..

We can choose to ignore higher order terms because we have assumed d¢,, d¢, to be small. Since the
group is closed [T,,T] must either be a group generator or zero. We see from this that

[TayTb] = fabcTc ) (ES)

must hold. T, denotes some arbitrary group generator for the same group as T, 7. The constants,
fap© are called the structure constants. It can be shown that fu;¢ is antisymmetric in its three indices,
although some care needs to be taken when exchanging raised and lowered indices. The structure constant
provides a representation independent characterization of a Lie group. This is a good time to look again
at the definition of a Lie algebra. The commutator is the bilinear operation in its definition and it fulfills
the Jacobi identity.

Finally, we note that the sum of two elements in the Lie algebra are in the Lie algebra, since the
product of two elements in the Lie group is in the Lie group, and multiplication corresponds to addition
in the exponent.

E.2.1 Killing forms

So far we have introduced the Lie bracket of a Lie algebra so that given two elements in the algebra we
may construct a third one. However, we may ask for another operator that given two group elements
returns a scalar. What we are seeking is thus a generalisation of the scalar product from linear algebra.
Before we define this operator we first introduce a new notation for the Lie bracket with

ady(y) = [z,y] -

The operator ad,(y) is called the adjoint action. The reason we introduce this notation is because the
use of Lie brackets may become cumbersome. For example consider the expression

(el [ ]]]) = ad 0 ad, 0 ad, o adg(y) = adi(y) .
It is clear that the right hand side is a more appropriate notation. We are now ready to give a definition:

Definition E.2.3. Given a finite-dimensional Lie algebra g its Killing form is the symmetric bilinear
form given by the formula

k(z,y) = trad, o ad,] .

Remember that in our notation this reads ad, o ad, = [z[y,]]. The Killing form is therefore a matrix,
given a basis. Of course we shouldn’t be surprised, there is after all a trace in the definition. Now, let us
consider the special case of the adjoint action of a generator. To emphasize we write z = T®. Its action
on another generator is by definition

adTa (Tb) _ [Ta,Tb} _ fabCTc ,
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where f is the structure constant. Since all elements of a Lie algebra can be written as a linear combina-
tion of the generators we can use these as a basis. Construct a vector, x, where the a:th entry indicates
the multiplicity of T%. Then we may write down a matrix for the adjoint action as

(adTa)bc = fabc .
Just applying the same idea we find
adTa o adTb = (adTa)Cd(adTb)de = facdfbde s

and we thus reach
trladpeadps] = tr[f*qf2%] = feafbd. |

where we have summation over ¢ and e.

E.3 An introduction to group manifolds

The properties of the group manifold has some implications for the physics that come from that group.
Because of this it is necessary to be at least somewhat familiar with group manifolds, so we introduce
them here. In general, the group manifold is an isomorphism class of manifolds, rather than some
particular manifold. One way of finding a manifold that is part of this isomorphism class for a matrix
representation of a group is by finding the parameter space of the matrix representation. To build
intuition we will go over a few examples and discuss them afterwards.

The purpose of this section is for the reader to gain some understanding for the group manifold, a
general manifold and the direct product. Examples of direct products relevant throughout this thesis are
SL(2) x SL(2) and SL(3) x SL(3), which are the basis of the theory of Chern-Simons gravity that we
present.

The special unitary group of order 2 can be written on the following parametric form

a+ib —cH+id
c+id a—ib |’
with the restriction a? 4 b% + c? +d? = 1 coming from the restriction on the determinant. It is easily seen

that the group manifold of SU(2) in this representation is a hypersphere. The hypersphere is isomorphic
to the three dimensional ball by isomorphisms of the form

r=a,
y=">,
z=c,
r2=1-4d?.

We see this because all of a,b,c,d are already limited by values between 0 and 1, and we’ve transferred
the equation to one of the form x2 + 32 4+ 22 = r? where the radius can be between 0 and 1.
The group SO(1,1) is just the group of all Lorentz tranformations in one direction. The transformation
matrix can be written as
p s
E )

where the orthogonality condition is taken care of by the Minkowski metric. The determinant re-
striction gives us the parameter restriction p? — s> = 1 which defines the unit hyperbola. The hyperbola
is an obvious example of a non-compact Lie group, as the hyperbola continues off into infinity meaning
there is no well-defined final point. It is also not fully connected, because the allowed values for p are
p < —1,p > 1, leaving a hole in the middle.

As we have seen in[E.5 I]rotations in three dimensions can be represented as a multiplication of three
rotations around different axes by some angle. Each of these matrices takes as a parameter an angle,
that can take any real value. What is interesting is that this space is degenerate since two points 27w
apart in the parameter space correspond to the exact same transformation. This means that all points
in the R? space are identified with a set of points contained within a sphere of radius 7, so the group
manifold of SO(3) is actually a sphere with radius 7.
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We can choose this sphere to be centered on the origin, so that the range of each of the parameters
is given by 62 + ¢? + 12 < w2, At this point we have almost defined the group manifold of SO(3). To
complete the description we have to note that a rotation by m and —m around some axis is equivalent,
so the points on the boundary of the ball are identified with their antipodal points.

In conclusion, the group manifold of SO(3) is a ball, of radius 7 in the parameter space of the matrix
representation. The antipodal points of the surface of the ball are connected by an identity, that is, we
identify them as the same point. An important consequence of this is that SO(3) is not simply connected.

On a simply connected manifold any closed curve can be shrunk to a point by a continuous transfor-
mation. If we connect two antipodal points of the ball with some curve, that curve is closed, but cannot
be continuously shrunk to a point since its’ end points have to remain antipodal or the closed curve will
open up. It turns out that if we let a curve run through two adjacent spheres in the parameter space this
curve will in fact be shrinkable to a point. To show this we will provide a simple illustration, restricting
us to the 8 — ¢ axis cross-section of the sphere for graphical simplicity.

Beginning with a straight line from ¢ = —37 to 7, we can continuously deform the line, keeping the
points ¢ = —3m, —m, 7 stationary. We can do this until the lines are on the boundary of the sphere as in
stage 2 in the image. We then use the identity to transfer the line at the boundary of the extra sphere
to the primary sphere. We now have a curve that can be trivially closed by continuous deformation, as
is illustrated below

6

Identity \
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Comparing the manifolds of SO(3) and SU(2) we see that they are very similar, and they also have
the same Lie algebra. This connection is no accident, if two groups have sufficiently similar manifolds
their Lie algebra is the same. This also shows us a clear example of a group property not given by the
Lie algebra, namely simple connectedness.

With this introduction to group manifolds we are ready for another definition:

Definition E.3.1. The direct product, G x H between the groups G, H with operators *,- is defined as
follows
Elements in the new group are defined according to the Cartesian product, as (¢g,h) : g € G,h € H
on these elements we define the group operator (x) according to

(gah) * (glvhl) = (g * glah ! hl) .

Some obvious consequences of this definition is that the direct product always has the two constituent
groups as subgroups, corresponding to elements of the type g,1 and (1,h). In addition, it is clear that the
Lie algebra of the composite group is g & h because the subgroups approach the identity independent
of each other. The group manifold of the composite group is the Cartesian product of the constituent
group manifolds. In the examples in fig. [E.] the isomorphism symbol is used instead of equality because
we are only interested in the isomorphism class of a manifold.

Furthermore, the definition of the direct product makes it straightforward to construct a matrix
representation of the composite group. Picking two matrix representations of G and H according to
Tq, Ty it is easy to see that the block diagonal matrix is in accordance with the definition:

Te 0
0 Ty
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Figure E.1: Two different direct products between manifolds. The direct product of a line and a circle

is shown to be a cylinder. The direct product of a circle and a disk embedded in two separate spaces
should normally be embedded in 4-space, but it is isomorphic to the solid torus in three dimensions.

E.4 Spin representation

In this thesis we discuss Yang-Mills theory, which is formulated in terms of a group transformation acting
on an abstract vector field. In section the field was a scalar, and in it was unspecified. Apart
from the scalar field, classifications include tensor- and spinor fields. In this section we provide a basic
discussion on classifying fundamental fields by their spin j. A similar classification can also be applied
to the symmetry group itself, independent of whether it acts on any fundamental field. In this case, the
group is a spin j representation of the special orthogonal group SO(n,k). For the gauge group itself to
be classified in this manner it must be decomposable into subgroups that are isomorphic to SO(n,k).

The importance of this classification lies in quantum physics, where the spin-statistics theorem re-
stricts the statistics of a quantized field theory. In particular, quantized spinor fields must obey Fermi-
Dirac statistics and quantized scalar and tensor fields must obey Bose-Einstein statistics. That is, a
quantized spinor field obeys the Pauli exclusion principle while scalar and tensor fields do not.

The definitions of scalars, spinors and tensors all specify how they transform under a rotation. For
some arbitrary field, we can find out how it transforms under a rotation by relating the generators of its
gauge group to the generators of the rotation group. For any gauge group, if we can rescale its generators
in a way such that it has the same commutation relations as the special orthogonal group (E.5.1)), it
means that the group manifolds of the gauge groups are locally isomorphic. A local isomorphism of the
group manifolds is a local equivalence between the transforms that they perform. If this isomorphism
exists, we can characterize a fundamental field by performing a rotation infinitesimally.

If we denote this angle of rotation as €2, we can define the spin j of the fundamental field as the
largest j such that

exp(2;rT> =1 (E.4)

where T is the generators of the gauge group in question, rescaled to fulfill the commutation relations of
SO(k,n).

As an example of this, we use the isomorphism between the gauge groups SU(2) and SO(3). The
rotation matrix is given, denoting its generators as 7T;, and the angle of rotation as {2, by

UQ = exp (QﬁTl + QyTQ + QzTg) .

The Pauli matrices with slight modifications fulfill the same commutation relations, so locally a
rotation can be expressed as
- iQxUl iQyUQ inO'3 o 7 Qz Qx - ZQy
Ug—exp( 5 + 9 + 5 = exp 2|0, 10, _q,
cos (1) + 10 hysin(151) i, —i0,) & sin (1))
i(Q + i) & si (‘%I) cos(‘%l) finﬁ sin(l%)

We see that under a rotation ) by a total of 27 radians the result is
-1 0
Ua = [0 —1] :
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and to return to the identity, a rotation by 47 radians is required. From we see that the fundamental
field coupled to the gauge group SU(2) has spin 1/2. A fundamental field with a half-integer spin is
called spinor, and SU(2) is referred to as a spinor representation of SO(3). In general, this method
cannot be applied to a completely general gauge group because isomorphies like SU(2) = SO(3) do not
nessecarily exist. In a similar fashion it can be shown that si(2) = so(1,2) is a spinor representation of
S0O(1,2). For the rotation group of arbitrary order and signature, SO(k,n), it’s spinor representation is
called Spin(k,n). In section |§| and onwards we investigate theories that we refer to as spin-2 and spin-3
gravity, respectively. The spin in this refers to the properties of the metric tensor g,,, and the metric-like
higher-spin field 9)(,,,,,). The metric tensor is a symmetric tensor of rank two. A rotation is given locally
by exp(QT"). Acting infinitesimally on g,,,, we have that

80 = ST + T ) g
= 260T% 9,5

where symmetry was used to exchange «,8 and p,v in the second term in the parenthesis. Thus, the
rotation generators acting on g, act as exp(2Q7T"), which just a rotation by an angle of 2Q2. We see that
the spin of the metric tensor must be two. In the same way we have for 1, that

Saps = 5Q(Tgég§ + (Tgo0 + (Tgag;)ww
= 300T Y80,

and we see that ¥(,,,) is a spin-3 field.

E.5 Special Lie groups

In this section we will present some of the Lie groups that will be important throughout our work. We
will present their generators, Lie algebra and dimensions. We also note some important Lie algebra
isomorphisms that are used throughout the thesis.

In general we will refer to groups by their abbreviation, followed by brackets containing the dimension
of the group. For example, SO(5) would be the special orthogonal group in five dimensions. If we have
two indices inside the brackets as in SO(m,n) this means that the group describes a geometry with m
time-like dimensions, and n space-like dimensions. The difference between the timelike and space-like
dimensions are what metric they have, which will make the representation of SO(1,2) different from
SO(3) despite them having the same dimension. The generators for SO(1,2) are calculated in
When referring to the Lie algebra of a Lie group we denote the Lie algebra with the abbreviation of the
group in lowercase letters. This is standard convention used in order to avoid confusion when referring
to Lie groups and Lie algebras simultaneously.
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E.5.1 Special orthogonal group, SO(n)

The SO(n) group is the special orthogonal group in n dimensions. Special denotes a determinant of 1,
and orthogonal refers to matrix orthogonality.

SO(2)
One of the most familiar groups in SO(n) is SO(2), which is the group of rotations in R?, represented
by the single operation

—sin(¢) cos(@) (E5)

To obtain the Lie algebra we apply equation (E.1)) to get

Iu:_qﬁnw) mqu¢ﬂ;:[o 1.

oy - [ s

cos(¢)  —sin(¢p) -1 0
Since SO(2) only contains one generator, it has a trivial Lie algebra.
SO(3)

To apply the same method to SO(3) we first need its matrix representation. We can split SO(3) up into
a rotation in each orthogonal 2d plane in 3d space, that is, a rotation in the xy-plane, a rotation in the
yz-plane and a rotation in the xz-plane.

1 0 0 cos(¢p) 0 —sin(¢) cos(¢) sin(¢p) 0
Up(¢) = |0 cos(¢p) sin(o)|,Ui(o) = 0 1 0 ,Ua(¢) = | —sin(¢p) cos(¢) 0]
0 —sin(¢) cos(¢) sin(¢) 0  cos(¢) 0 0 1
(E.6)
Which yield the following generators (once again by applying ):
0 0 O 0 0 —1 0 10
To=10 0 1(,7y=1]0 0 0|, To=1|-1 0 O (E.7)
0 -1 0 1 0 O 0 0 0

Finally, we find the structure factor by commuting all possible combinations of Ty, T1,T>. We will
only show two commutators here, and then write down a general expression for the structure factor.

0
[Ty, T1] = ToTy — TWTh = |1
0

coo
Il
e

=T .

oo~k OO

0
10, T2) =ToTo —ToTy = | O
-1

o O O

These two commutators show the beginnings of a symmetry for the structure factor, and the general
formula becomes

(T3, Tj] = €Tk - (E.8)
We see that the structure constants f;;i = €, as per the notation in eq (E.3).

SO(1,2)

S0O(1,2) is the special orthogonal group with associated metric

o O
o = O
_ O O
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Inutitively, we want to have one length-preserving parametric transformation for every orthogonal
plane we can find in R™. If a plane consists of one space-like coordinate and one time-like coordinate
then the length preserving transformation is the Lorentz transformation instead of the rotation that we
have seen before.

The regular Lorentz transformation with an inertial system S and a boosted system S’, S’ travelling
with velocity v with respect to S, is defined as follows (in = variable and ¢ variable):

' =~z —vt), (E.9)

t' =~(t —vz/c?) (E.10)

where v is the Lorentz factor, v = ———.
1-v2/c?

If we introduce the hyperbolic parameter 6, also called rapidity, defined as e’ = (1 + v/c) we may
rewrite the Lorentz transform |12]. We compute sinh § and cosh € for reasons which will become apparent
soon. We do moreover, from now and on, set ¢ = 1 for simplicity:

0 _ -0 _ 2 2 _ —(1—
sinhg— & ¢ :'y(l—i—v) 1/(7(1—1—1})):7(1—&—1}) 1:1—|—v (1 v):v'y,
2 2 27(1+v) 29(1 — v?)
and
cosh @ = e +e? A1+0v)+1/(v(1+v)) A+’ +1 1+v+(1—-v)
-T2 T 2 T o1t 21—
Now we can express the Lorentz transform on hyperbolic form, yielding:
2’ = x cosh(f) — tsinh(6) | (E.11)
t' = tcosh(f) — xsinh() . (E.12)

Equation (E.11)) is very conveniently dependent on a parameter 6 so that we can apply equation (E.1)).
The transformation matrices for SO(1,2) are then simply:

1 0 0 cosh(¢) —sinh(d) O cosh(¢) 0 —sinh(6)
Up(0) = |0 cos(¢p) —sin(¢)| ,Ui(0) = [—sinh(f) cosh(d) 0 ,U2(0) = 0 1 0
0 sin(¢) cos(9) 0 0 1 —sinh(d) 0  cosh(9)
(E.13)
Inserting into equation (E.1)) we get the generators
0 0 O 0 -1 0 0 0 -1
To=10 0 -1| , I3 =|-1 0 O ,To=[(0 0 0] . (E.14)
01 0 0 0 O -1 0 0
We find the structure factor to be f;;* = —ei-"j. To lower the k we need to note that for k = 0 we get

an extra minus sign because the manifold of the group has a Minkowski metric. This we see is the only
difference between the Lie algebra of SO(3) and SO(1,2).

E.5.2 Special linear group, SL(n)

SL(n) is the group of n X n matrices with determinant 1. We will explicitly calculate the Lie algebra
for n = 2,3. To find the Lie algebrae of SL(2) and SL(3) we will use LU-factorization, meaning we split
the the arbitrary square matrix into a lower triangular matrix and an upper triangular matrix. This
operation in reality depends on none of the diagonal elements of the matrix in question being 0, so it is
only valid around the identity. Also, the decomposition actually adds n degrees of freedom, so we must
add another restriction to obtain a unique decomposition. A valid such restriction is the requirement
that the lower triangular matrix must be a unit triangular matrix, that is all of its diagonal elements are
1.
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SL(2)

We write down SL(2) as the product of a lower- and upper triangular matrix right away:

X

where the rs come from the determinant condition. As usual, using (E.1) we obtain the generators:

1 0 0 1 0 0
TR | I

To obtain a simple form of the commutation relations we rescale the generators as

11 o0 1 (0 1 1 (0 0
s=glo O] - s=3l o] - ==30 0
making the commutation relations
[S0,51] = S1 , [S2,5] =952 , [S1,52] =So

We can recombine the generators of SL(2) so that its isomorphism to SO(1,2) is readily apparent. We
define a new set of generators as:

111 0
T():SO:§O _1:|7

T S1+ So 1_0 1
1 — \/i _2-1 0 )
o= 5 170 1
T2 210

We evaluate the commutators of rising order and then write down the general expression:
1
E[SO,& + S
51— 52

V2

(15, To) = %[Sl — 52,50]

[Ty, T1] =

:T27

1
[11,1%] = 5[51 + 5,51 — Sa] ,

Going off of these commutators we can write down the commutation relations as

[Tava] = 6abCT‘c P

where, as usual, the ¢ can be lowered by the Minkowski metric, however in this case the minus sign
is attached to the three. For the Minkowski metric to follow the convention of the rest of this appendix
we switch the names of Ty and 15 so that our final generators are:

170 1 110 1 111 o0
TOZ{—l 0] ’ leL 0} ’ TQQ[O —1] '
and the structure constants are still €43°.
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SL(3)

We will find the Lie algebra of SL(3), and then show how to find a diagonal embedding of SL(2) in the
larger SL(3) gauge group. For ease of finding, we have split off the other possible recombinations of the
SL(3) Lie algebra to their own Appendix, We do not try to show how to find these particular
recombinations, but rather just present their matrices and commutation relations. These recombinations
specify a principal embedding, where the commutation relations between the sl(2) subalgebra and the
five remaining generators are non-trivial.

We write down the LU-decomposition of a three-dimensional matrix with a determinant equal to one:

1 0 0] Elod o e
g=|la 1 0| ,| 0 kr f
b c 1] 0 0 rt
The generators can easily be read off, as the off-diagonal parameters are entirely free:
1 0 O] [0 0 0
T, =0 -1 0| , T,=10 =1 0Of ,
0 0 0f 0 0 1
[0 0 0] [0 0 0]
T,=11 0 0| , T,=10 0 0Of ,
10 0 0] |1 0 0]
[0 0 0] [0 1 0]
.= (0 0 0| , T;=10 0 Of ,
0 1 0] 10 0 0]
[0 0 1] [0 0 0]
T.,=10 0 0| , Tp=1]0 0 1},
10 0 0] 0 0 0]

where we number the matrices by the usual reading order, and the subscript indicates from which
parameter the generator was obtained.
Performing a recombination according to:

i 0 0
1 17"
To=—3Tk=5|0 i 0O,
(0 00
0 i o
T,+T, 1 !
T, = d; =5 |- 0 of,
0 0 0
0 —i 0
T,—T, 1
T, = d2 “_5 i 0 0],
0 0 0

we see that these three generators Tj, T3, T3 obviously satisfy the commutation relations in m
Finding the matrices fulfilling the sl(2) commutation relations by replicating the si(2) algebra in 2 our
of the three indices of si(3) is called the diagonal embedding. The remaining five generators Wi 5 are
just Ty — T, together with Tj,T¢,T.,Tf. The most important property of this embedding is that the
higher spin generators W, have trivial commutation relations with the SL(2) generators T}. Listing a
preliminary set of higher spin generators in a diagonal embedding, we have

10 0 000
Wi=101 0], Walo 0 0|, Ws=
00 -1 100

Wy =

c oo
coo

coo'coco
coo —moo

1
0 ) W5
0

76



Appendix E. Group Theory

Since we do not use this embedding in our thesis, we do not present any commutation relations. It is
likely that the higher spin generators W should be recombined to obtain simple commutation relations
before they are employed in an actual gauge theory. The purpose of showing these generators is to
illustrate the difference between a diagonal and a principal embedding, such as the recombinations of
SL(3) that we will state now.

Conventions for Lie algebras in spin-3

Here we state the explicit matrix form of the different generators used in higher spin calculations. We
follow the conventions of [32]. We also give the Lie algebra and commutators. The standard si(3) algebra
is generated by T, and Ty, where T, forms a sl(2) subalgebra.

[TayTb] = 6abcjjc 3
(T2, Tve] = 260 Teya
[TalnTc ] =-2 (na(ced)be + nb(c€d)ae) T .

The invariant bilinear form denoted by "tr" gives

tr[cz-‘aT‘ab] = 2"7ab P
tI‘[TaTbc] =0 ,

4
tr[Tachd] - _gnabncd + 2(77ac77bd - nadnbc) .

It is useful to define new generators, L; and W}, by linearly combining T, and T,; according to

1 1
To=§(L1+L71) ; T1=§(L1_L71) ; Ty = Lo,
1 1 Lo ow
Tooiz(Werw_2+2Wo) ) T01:1(”2*”—2) ; T02:§( 1 +Wo),
1 1 W
Tllzz(HQ_”—2_2WO)7 T12:§([[1_”—1)5 T22: 0 -

The generators L and W obey the following commutation relations

1, .. . .
(W3, W;] = —g(z — 7)(2i* + 252 —ij — 8)Liy; .
and all the non-zero components of the invariant bilinear form are
tI[LQLo] = 2, tI‘[LlLfl] =—4 3
8

tr[WoWo) = =, tr[WyW_y] = -4, tr[WaW_s] =16 .

w

The explicit matrix representation of the generators L; and W; is

10 0 00 0 0 -2 0
Lo=10 0 0], Li=|1 0 of, L,=|0 0o =2|,
00 -1 010 0 0 0
S [1 0 0 5 [0 0 00 0
Wo=3 |0 —2 0|, Wi=g |1 0 0, Wo=210 0 of,
0 0 1 0 -1 0 100

0 -2 0 00 4
Wo.=|[1 0 2|, W.,=2[0 0 0
0 -1 0 00 0
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E.5.3 Special unitary group, SU(n)

The SU(n) group is the group of unitary matrices with determinant 1. To find the generators for some
arbitrary matrix A that fulfills ATA = 1 we will begin by observing that such a matrix can be written
as its Cholesky decomposition:

A=U'U, (E.15)

where U is an upper diagonal matrix. This makes enforcing the determinant equal to one condition a
lot easier then for an arbitrary general n x n matrix A. The diagonal of U will have n — 1 degrees of
freedom since we have an equation of n real variables equal to a constant. Off the diagonal we have two
degrees of freedom per index, for a total of 2 3((n — 1)%4+n —1). The sum of the degrees of freedom is
then n? — 1.

SU(2)

SU(2) is a convenient example to start with due to its simplicity and importance in particle physics. The
symmetries of the group play a crucial role when describing electroweak interaction. SU(2) is represented
by matrices of rank 2 and determinant 1. These matrices are also unitary. From the fact that SU(2)
is special, i.e. its group elements have determinant 1, it follows that the trace of the generators of the
group are zero. This can be shown by using the exponential relationship between the generators (77;),
free parameters 0% and the group elements U:

U@y =T | (E.16)
and the following identityﬂ
det(ef) = et 1B | (E.17)
where R is a matrix.
If we substitute R = *T; we find
det(eaiTi) =det(U)=1= RGN tr[T;] =0, (E.18)

where we used the linearity property of the trace. We moreover note that the generators T; are anti-
hermitian. This follows directly from expanding the exponential in equation (E.16]) to first order and
compute the product UTU:

UlU ~ (14+0THA+60'T) =14+ 0(Ti +T)) + ... = 1= T; = -T . (E.19)

7

Thus we conclude that these generators of SU(2) are both traceless and anti—hermitianﬂ In SU(2) the
generators are therefore given of the form

_|la B
where a € R and € C. By setting o = 0 we find two different kind of generators:
0 1
ey o
and _
0 —i
T = i 0} . (E.22)

The third and last generator of SU(2) we get by setting 5 = 0:

1 0

B=lo -1

(E.23)

IThis identity can be shown by triangulizing R, i.e let R = PTP~!, where T is upper-triangular with eigenvalues
Al...An on the diagonal. Then it follows that e is a diagonal matrix with e*1...e*» on the diagonal. Since the determinant
is the product of eigenvalues it directly follows that det(e’) = e®*7. Finally we observe that R and T have the same
eigenvalues, thus we must have tr R = trT. Moreover PeT P~ = ef* (from PTkP—! = RF for all k) and therefore
det(ef) = det(e”) = et*T = et* B and we have proven our identity.

2Particle physicists often tend to choose a different representation of SU(2), where the matrices are hermitian.
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Note that the derived generators are not unique, however they form the smallest non-trivial representation
of the Lie algebra, also called the fundamental representation which is unique for SU(2). The generators
Ty,T» and T3 are called Pauli matrices and are commonly denoted 01,02 and o3. From now on we stick
to conventional notation and simply let 77 = o1, To = 03 and 15 = o3. To derive the Lie algebra
to SU(2) we simply compute the commutators [01,02], [02,03] and [071,03] (the rest follow in the same

manner):
vl = [0 O] [ O 2 0],
eI ) T o i T o 2] T

owoa = [0 ][0 = [0 2]y,
92038 = 15 ol T |=i 0| |20 o] 9

= [0 2[5 0 ]

We can thus summarize the Lie algebra of SU(2) according tcﬂ
[Ta’Tb] = [Uavgb] = 22.eabco-c ; (E24)

where €44 is the completely antisymmetric Levi-Civita symbol and the structure constant(s). From the
Lie algebra of SO(3) and the commutator relation in equation (E.8) we deduce that the structure factors
of SO(3) and SU(2) only differ in sign why we may conclude that SU(2) is isomorphic to SO(3).

SU(3)

We may generalize the discussion in the last section by considering the group SU(3). The matrix U can
be written as:
a d+ip e+ie
U=10 b fHit] . (E.25)
0 0 c

We then use the restriction abc = 1 to rewrite (E.25) as a = cr,b = r~1, ¢ = ¢72. To get a matrix to plug
into equation (E.1) we just need to evaluate UTU. We will do this and evaluate the partial derivatives
in each of the parameters around the unit matrix (r=c=1l,e=e=d=p=f =t =0).

cr 0 0 cr d+ip e+te
UlU=A=|d—ip ' 0 0 r b f4it
e—ie f—it ¢! 0 0 c !
cr? er(d+ip) cr(e + ie)
= |(d —ip)er d?+p*+r? (d —ip)(e+ie) +r~1(f +it)

(e —ie)er (e —ie)(d+ip)+ (f —it)r™? e+ e+ fA4t2+c?

We continue by evaluating the partial derivatives around the identity matrices, defining V = {r,c,e,e,d,p, f,t}
with A(Vp) defining the identity matrix.

- 1 2 0 0 - 1 2 0 0
A A
T, = —1 % =—1|0 =2 0f , Ty = —1 % =—1|0 0 O R
LT Iv=v, 0 0 0 L9Clv=vw, 0 0 -2
- 1 [0 1 0] - 1 [0 i O]
A A
Tg——l% =—1|1 0 Of , T4——Z% =—i|—t 0 0] ,
L9 Iv=v, 0 0 0] LOP Iv=v 0 0 0]
A AT [0 0 1] A AT [0 0 4]
A A
T5:fl% =—1|0 0 Of , TG—fi% =—3| 0 0 0],
L€ lv=v, 1 0 0] L9€ lv=vw, —i 0 0
Fa A [0 0 0] fa A [0 0 0]
A A
T = —1 % =—3|0 0 1f , Tg = —1 % =—1]|0 0 2
L0 Jv-v, 0 1 0 LIt Jv=vy 0 —i 0
30mne can get rid of the factor 2 in the commutator by normalizing the generators T; such that T; = % This is

conventionally done to yield a neater expression.
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It is very common to rescale this Lie algebra to another form so that the algebra is more similar to that
of SU(2). Replacing Sy,S5y with Ty = %Sl and Tp = % one gets the Gell-Mann matrices. This
particular set of generators (which clearly spans all of SU(3)) were chosen by the American physicist
Murray Gell-Mann (1929-) because they naturally extend the Pauli matrices from SU(2) to SU(3), which
formed the basis for his model of quarks [45].

S0(2,2)

The Lie group SO(2,2) consisting of all 4 x4 matrices with determinant 1 and that forfill the orthogonality
relation XTnX = n with respect to the Lorentzian metric n = diag(—1,1,1,1) is of great importance in
fundamental physics as it is the isometry group of AdSs, the three-dimensional Anti de-Sitter space. In
this thesis we make use of the fact that the Lie algebra of SO(2,2) is isomorphic to that of SO(1,2) x
SO(1,2) when relating the Chern-Simons gauge action to Einstein-Hilbert action. From the orthogonality
relation for an element X in SO(2,2) we may derive a condition for the generators of SO(2,2) by expanding
the exponential definition of the group element:

X =exp(0'A;) = X ~ 14+ 0°A; . (E.26)

For simplicity we consider only real elements X and generators A;. Plugging the expansion into the
orthogonality relation we find

XTnX =(1+60'A (1 +60°4) =n= ATn+nA; =0. (E.27)

Moreover, since SO(2,2) is a special group its generators are traceless. We have therefore two conditions
which have to be satisfied by the generators. We do now perform a block decomposition of our generators

A; according to
S T
Ai = {U V] '

where S/T.U and V are real 2 x 2 matrices. Substituting the decomposition into our derived equation

(L.3) we find
st Ut —10+—10 S T [-8T-5 UT-T] [0 0
™ vTl|lo 1 0 1 |\u v| |[-T"+U VT'4+V] |0 0]~
From this relation we may rewrite our generators as follows

S T
Ai - |:TT V:| )

and we find that S,T,U and V must obey the following relations
Uu=T1"T
V=-vT
S=-g7
From these conditions combined with the condition tr [A;] = 0 it is possible to find six different generators

in a fundamental representation. This should be no surprise since there are six orthogonal planes in 4
dimensions to Lorentz boost and rotate in. We list these generators:

0 1 0 0 00 0 0 0010
-1.0 0 0 00 0 0 00 00

A1_0000’A2_0001’A3_1000
0 0 0 0 00 -1 0 0000
000 1 0000 00 0 0
000 0 0010 0001

A=10000"%=]o1 0 0"%=|o0 0 o0
1 0 0 0 0000 0100

It is a quite tedious task to compute the commutators [A4;,4,] in order to derive the Lie algebra of
S0(2,2) so this is done numerically. However, at this point we are settled for showing the isomorphism
between SO(2,2) and SO(1,2) x SO(1,2), since this result is of importance in our thesis.
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What does it even mean that the algebra of SO(2,2) is isomorphic to that of SO(1,2) x SO(1,2)? In
proper English we have verified the statement if we can show that SO(2,2) can be separated into two
parts, each part having its own subalgebra, in this case that of SO(1,2). To prove this it will be useful to
consider linear combinations of the derived generators A;, i = 1...6. Consider the cleverly chosen linear
combinationd¥

Ay = %(A1 + Ag), Ao = %(Al — Ay)
Ap=1(X+Y), Adp=3(X-Y) ,
A3 =3(P+Q), A3 =1(P-Q)
where X, Y, P and @ are yet unknown 4 x 4 matrices and the factor % a normalization factor. We begin

with the condition [A;;,42;] = 0 and construct our unknowns Ayz, Asg, Ay3 and Ass from it. Starting
off by evaluating [A11,A422] we obtain:

[A11,A20] = —([A1, X] + [A1, = Y]+ [A2, X] + [A2, = Y]) .

1
4
We now make the "arbitrary” choice X = A3 leading to

[A11,A2)] = i([AhA?)] + A1, = Y]+ [A2,A3] + [A2, - Y]) = i(*Az; + A, Y] - A5+ [Ay, - Y]),

where we used [A1,43] = —A4 and [A2,A3] = —As. In order to achieve [A11,A22] = 0 we must now
choose Y = — Ag, due to the fact that [A;,Ag] = + A5 and [As,Ag] = +A4. Thus we have X = A3 and
Y = —Ag and deduce A5 = %(Ag — Ag) and Agp = %(Ag + Ag). We use the same procedure to solve for
P and Q. Consider

[Ass Azs] = ([P.As] +[P.AG] + Q,45] + [@.Ag])

and let P = Ay, leading to
1A AS] + [A0,Ag] +[QAs] + [Q.Ae]) = 3 (~ A1 + Az + [Q.A43] + [Q.A4))

and to get [A13, A2z] = 0 we therefore have to choose Q = Aj:

1

1
4(—A1 + Ag + [A5,A3] + [A57A6]) = Z(_Al + Ao+ A — Ag) =0.

Thus we have found A3 = %(A4 + As) and Ass = %(A4 — Aj). Well, is all work done now?
No, we obviously need to check that all commutators [Ay;,As;] vanish and not just a few of them.
This is done numerically and amazingly the relation holds for our seemingly non-arbitrary choices of
Ar1, Aig, Ar3,A21, Aag and Ags! Thus we have shown that A;; and Ay; can be separated and form their
own subalgebra. By forming the commutators [A1;,A1;] and [Ag;,As;] we find

[A1,A1;] = —€i" A
[Agi,Agj] = —¢;;" Ay,

and this is precisely the Lie algebra of SO(1,2) (see section [E.5.1). Thus A;; and As; each constitute a
SO(1,2) algebra.

4the choices of combinations are inspired by Thyssen and Ceulemans Shattered Symmetry: Group Theory From the
Eightfold Way to the Periodic Table, page 307 [46].
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Anti-de Sitter and Minkowski
Spacetime

F.1 The Poincaré group

When we study Chern-Simons theory of gravity we will need to investigate the symmetries of both Anti-
de Sitter space and Minkowski space. This is done by studying the group of transformations that leaves
the metric invariant. We call this group the isometry group of the space. Since the Minkowski metric is
rather familiar to us it is not to hard to guess which transformations should leave the metric invariant,
however since this is certainly not the case for Anti-de Sitter space we need a general method to generate
the transformations. Remember that a general transformation of the metric can be written as

, oxP Ox”
9(@) gw(l’/) = 9(2)po ox'* Ox'v ’

In order for this transformation to preserve the metric we require that g, (z) = g..(v) and we rewrite

the first equation as
oz Ox°

Guou(a') = g(fﬂ)poww . (F.1)

We will not attempt to solve this equation, instead we will study the specific case of an infinitesimal
transformation. We thus write 2'” = 2* + €£#. With this expansion we get g,,(z” + €£°) = g, (z”) +
€£P0p gy, (2”) and gf,i = 0f, — €9,£". With these transformation equation (F.1) becomes

lom + egpapguu = 990(55 - eaufp)(ég - eaygo) .
If this equation is to hold to first order we must have

gpapguu + gpuaufp + guaaugg =0. (F.2)

Let us consider a scalar field ¢(x) and study its transformation under z'” = x” + e£” where the ¢ satisfies
equation (F.2). We have

(") mp(af) + e Oup(a’) = (L + "0 () = U(e)ip(a”) .

The point is that we can pretend that this transformation is actually an infinitesimal transformation due
to an operator U(e). Since we know that this particular transformation leaves the metric invariant, so
must the operator. To construct the full operator we use the exact same trick we did with the Lie group.
That is, we divide the operator’s argument into N pieces and take the limit. In this way we find

'UI L
(61 = Jim UV(F) = im (4 EPENY =
We now see clearly the use of £#. By constructing "0, known as a Killing vector (field), we have
actually found a generator to a group of transformations that leaves the metric invariant. We say that
the Killing vectors generate the isometry group.

Let us now turn our attention to the specific case of the Minkowski metric and thus set g, = 7,,,. Since
this metric is constant we must have £79,1,,, = 0. We can thus reduce equation (F.2)) to

npuaugp + npﬂaugp =0. (F3)

We first notice that this is a symmetric tensor equation in the free p and v indices. Since there exist 10
independent elements we expect to find ten equations for the £. If they are all linearly independent we
will find a total of ten Killing vectors. The first four solutions are very easy. Since the equation above
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involves derivatives we can simply set £# equal to a constant in one of the indices. Since there is no need
to be fancy we simply choose the constant to equal 1. Thus we have 5#1) = (1,0,0,0), §é) = (0,1,0,0) and
so on. To find the remaining six £ we have to be a bit more crafty. Let us make the specific choice of
v =0 and p =1 in equation . Then we have two equations of interest, namely

—01€° + 00 =0,

et =0.
Acting with 0; on the first equation and using the second we find
QRE=0.

Since the choice of ¥ = 0 and p = 1 was arbitrary we will get the same identity for all choices of v and
. The conclusion is thus that £* have to be linear in all variables except the one corresponding to the
position. With this restriction and of course demanding that £ solves the Killing equation we quickly
find all ten solutions as

gél‘l) = (1707()’0) ) fél‘z) = (071a070) ’ gé) = (0707170) ) 55‘4) = (0,0,0,l) 9
gé) = (x,t,0,0) ) Elﬁ) - (y,O,t,O) ) 5?’7) - (Z,0,0,t) ’
gé) = (0, - Z/,%O) ’ gélg) = (0,0, - Z,y) ) 5#10) = (O,Z,O, - $) ‘

With these identities we can now form 10 Killing vectors and find the generators of 10 different trans-
formations. But since the linear combination of one or more Killing vectors is still a Killing vector we
will group the generators as indicated by the rows in the listing of the £. The first combination we will
form is a combination of the first four and defined as

P,=0,.

We call P* the generator of translations. The second row gives the generator of Lorentz boosts defined
as .

Ki = x@o + xoai .
Finally we use the last row to define the generator of rotations as

Jij = 20, — 1,67 .
It simplifies things if we combine the rotations and the boosts in a single entity defined as

MW =¥ — o
We have thus found the generators of the Minkowski isometry group. We refer to this group, consisting
of Lorentz transformations, rotations and translations, as the Poincaré group.

Lie algebra of the Poincaré group

We now turn our attention to the problem of determining the Lie algebra of the Poincaré group. We
begin with the commutator [M*”,M*?]. First observe that
[0, xP0%] = aH (0" xP)07 — aP (07 xH)0" = n*Patd7 — nHald”
then we have that
[MF MP7] = [2H0", 2P 0% — [a¥ 0", xPD%] + [xHD”, 27 OP] — [x¥ 0", 27 O] (F.4)
— anMuo _ nupMua _ 771/:7]\4;1p + nuaMup )

It is a bit easier to calculate the commutator between the Lorentz transformation and the translation
generator

(MM, PP) = [240” — 2" 0", 0°] = —(8°z*)D” + 0 (2" )"

= —nPrOY 4+ YOt = —PHPY 4 P PH (F.5)
and finally
[P, P7] = [0",0"] =0,
since derivatives commute. To summarize we have
[MM MP?) = P MM — P MV — @ MHP 4 nho MVP (F.6)
[M*Y PPl = —pPH PY + Y P* | (F.7)
[P*,P"]=0. (F.8)
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F.1.1 The special case of 241 dimensions

When we study Chern-Simons theory we will do so in 2+1 dimensions. This will further simplify our
commutators. Remember that the indices in M"* represent the axis in the plane in which we rotate
or boost. In three dimensions we have a very special relation, the number of components in a vector
is precisely equal to the number of planes we can rotate in! Thus, we expect that we can write the
generator M"* as a vector M*®. We define M* as

1
M = e M . (F.9)

It is possible to express M*" as a function of M®. To do so we contract both sides of (F.9)) with €,
reaching

1
iea”"eawM’“’ = =0 M" = —M" |
where we in the last step used the anti-symmetry of M 7. Thus we may write
MW = —e M* .

Using this we may now start to simplify our commutators. Starting with the commutator of M, (F.6|),
we first see that

[MH MP7] = et el [M*,M")] . (F.10)
The epsilon symbols may be eliminated by contraction with new epsilon symbols, explicitly
€€ po L€ o €PTH [M® MP] = 45S 51 M M) = 4[M°, MY . (F.11)

We now also want to contract the right hand side of (F.6)) with €,,%,,%. The first term, n*?M*H7,
becomes

EMVCGPUd(anMua) _ 6upcepgende (Mua) _ 26g2ndeMMa _ _ndeMeC
=M =ed M. (F.12)

This calculation may be used to easily calculate the rest of terms by rearranging and renaming indices
until we reach the identity above. For example the second term in the right hand side of (F.6)

elwcefmd(_nupMyU) = Evucfpad(nupMya) ={v—=pp—vi=
E'U,VCEPUd(anMMU) _ GCdaMa ,
where we in the last step used (F.12)). We summarize the result for all terms as
6'L“jcepgd (nupMuo o nupMUU o nVaMpp + nMUMVp>
= M 4 M 4 M 4 MY = 4 MO (F.13)

Finally we are ready to state the commutator of M*¥. Using that the right hand side is given by (F.13)
and the left hand side by (F.11)) we see that

(M M°) = e M€ . (F.14)

Moving on, we want to compute the commutator [M® P’]. To do so we start out with (F.7) and use our
ability to rewrite the M*” as M®. We also contract with an epsilon symbol just as before.

€ (MM PP = —¢,, %" [M€,P?) = 2n*?65[M,.,P") = —2[M*,P"] . (F.15)
Contracting the right hand side of gives
(=P P P) = 26, P (F.16)
and combining with gives us
(M@, Pb] = b, pe |
The commutator [P?,P°] = 0 is of course unchanged. We end this section by summarizing the results,
demonstrating the Lie algebra of the Poincaré group:
[M% M) = e M@
[Me,Pb] = et pe |
[P P =0.
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F.1.2 Chern-Simons and Einstein-Hilbert equivalence for Minkowski

In section [6.1] we showed that we can translate the Chern-Simons action in 2+1 dimensions in AdSs space
into an Einstein-Hilbert action. We now wish to show the same equivalence but in Minkowski space. As
done previously we have to choose a gauge group to express the Chern-Simons action in. The isometry
group of Minkowski space in 2+1 dimensions is SO(1,2) or the Poincaré group consisting of two sets of
generators P, and M, which form the Lie algebra:

[M% M) = eab M@
(M9, PY] = e, Pe |
[P P =0.
Furthermore we construct the generators in such a way that they obey the following trace relations

tr [PaMb] = MNab (Fl?)
tr [PyPy) = tr [MoM] =0 . (F.18)

We have now specified the gauge group of the gauge connection, A, and wish to express the gauge
connection in terms of frame fields and spin connections in order to relate the Chern-Simons action
to Einstein-Hilbert action. If we associate the frame fields with the translation generators and spin
connection with the Lorentz boosts generators we may define the gauge connection as

A =Py + WM, ,

and now we have all we need in order to express Chern-Simons action in 2+1 dimensions in the language
of vielbeins and spin connections. Consider the first term in the CS-action as stated in equation (6.1):

tr[AAdA] = tr[(e® P, + w*M,) A (deb Py + dwb My)] .
Using the trace relations tr [M, M) = tr [P, P,] = 0 we can rewrite the expression:
tr[A A dA] = e A dw® tr [P, My] + w® Adeb tr [MyPy] = e A dw, + w® Ade, |

where we used the trace relations and the cyclicity property of the trace on the last term. By performing
a partial integration and dropping the boundary term on the second term the expression reduces to

e’ Ndw, +w® Ade, = 2e® A dw, .
The second term in the Chern-Simons action requires a little more work:
tr[AANANA] = tr[(e®P, + w*M,) A (e?Py + wP My) A (e°Pe + w®M,)] .

However, expanding this expression may seem horrifying, but it is not so bad if we make use of the
commutator relations between our generators and thus can state the following relations

J&AJH:%&AJmﬂﬂ:O, (F.19)
WM, AWM, = %w“ A WMy, M) = %ecabwa AWPM, . (F.20)
Thus only three terms will survive in our former complicated expression:
trfAANANAl=e* A WP A wCtr [Py MyM.] + w® A e? A wC tr [MoPyM.] + w® A WP A e tr [MoMyP,] .
We consider each term individually. The first term gives us
e® Aw® Aw® tr [P, MyM,.] = %e“ Aw® Aw® tr [Pa[My,M,.]] = %ebcdea Awb Aw® tr [P, My) = %eabce“ AwP Aw® |

where we used the trace relation tr [P,My] = 7aq. The second term can be rewritten by using the
commutator relation M, P, = PyM, + €% Py:

W A e? AwCtr [MyPyM,] = w® A e® Awe(tr [PyMy M, + €q® tr [PyM,])

1
:w“A&Awqﬁmu%mawmy+%M)
a b c 1 d
=w'Ne’ Aw (56“ tr [PyMa] + €abe)

1
= §eabcea AWl Awe .
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Now only the last term in tr [A A A A A] remains:
1 a b c
v Aw’ A e tr [[Mg,Mp]Pe]

1
ieabdwa AwP A el tr [M4P,]

W Awb A e tr [M,M,P,.]

1
= §€abcea AW Awe

where we once again used tr [MyP,.] = n4c. Thus all three terms contribute with %eabce“ A wb A we and
we conclude

tr[A/\A/\A]:geabcea/\wb/\wc.

Substituting this term and tr [A A dA] into the original Chern-Simons action, equation (6.1]) we find

k abe k
Scs[ew]:%/ e“/\dwa—l—e; ea/\wb/\wczﬂ/ e NR, ,
M M

where we have extracted a factor of 2 in order to compare this action to Einstein-Hilbert action. We
note, upon comparison with EH-action, that our Chern-Simons action in Minkowski space is equivalent
to Einstein-Hilbert action if we set k = —i and the cosmological constant to zero corresponding to flat
space.

F.2 Anti-de Sitter space

We now turn our attention to flat three-dimensional Anti-de Sitter space, or AdSs for short. One can
realize AdSq, where d is the dimension of the spacetime, by embedding a hyperboloide in d+1 dimensions.
In the case d = 3 we may therefore express the hyperboloide as

U V2 X?24Yi= 2 (F.21)
where = 0,1,2 and 3 are indices in the Minkowski space Minkowskio X Minkowskie with the metric
gudatda” = —dU? — dV? + dX? + dY? = ds* . (F.22)

By introducing parameters

U =lcoshpcost ,
V =lcoshpsint ,
X =lIsinhpcos¢ ,
Y =lIsinhpsin¢ ,

(F.23)

we manage to solve equation (F.21)). We now calculate the metric by computing the derivatives dx,,:

dU = I sinh pcostdp — [ cosh psin tdt ,
dV =lsinh psintdp + [ cosh p cos tdt ,

. . (F.24)
dX = lcosh pcos¢dp — Isinh psin ¢d¢ ,
dY = lcosh psin ¢dp + I sinh p cos pdo
which inserted in equation (F.22) yields the metric ds?:
ds® = —1% cosh? pdt® + 12dp? + 12 sinh? pd¢? | (F.25)

and from equation (F.25) we conclude that g,, = 1%, gy = [ sinh? p and g, = —12 cosh? p. Now we are
able to construct the metric tensor:

—12cosh®’p 0 0
uv = 0 12 0 . (F26)
0 0 [?sinh®p
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F.2.1 AdS; and Einstein’s field equations

Having derived the metric of AdS3 we ask the natural question: does it solve Einstein’s equations? For
the sake of the reader we once again state Einstein’s field equations expressed in Cartan formalism:

de® = —€%pee® AW,
(F.27)

A
R, = Eeabce“ Aeb .

Using the hyperbolic coordinates introduced in the previous section we may read the correct vielbeins
from equation (F.25|) as

e =l cosh pdt | el =ldp , e? = Isinh pd¢ .
To find the spin connection we use the equation
de® = —€%pee® AW,
which gives

de® = Isinh(p)dp A dt = —e' Aw? + €2 Aw! = w? = —sinh(p) ,
de? = lcosh(p)dp Adp = e Aw' — e AW = wg = —cosh(p) .

It is straightforward to see that all other spin-connections vanish. Summarizing we have
wo = cosh(p)de , w; =0, wg = —sinh(p)dt .

Finally we can write down R,.

1
Ry = dwg + ieowb Aw® = sinh(p)dp A d¢ ,

Ry = sinh(p) cosh(p)de A dt ,
Ry = cosh(p)dt Adp .

Turning our attention to (F.27) we compute the right hand side and find

A
—egpee’ N e = —Al?sinh(p)dp A dg |

2
A
§€1bc€b A e¢ = —Al%sinh(p) cosh(p)dep A dt ,
A
Eegbceb A e = —Al%cosh(p)dt A dp .
Upon comparison with R, we see that if we set A = —l%, AdS3 will indeed be a solution to the Einstein

equations.

F.2.2 Lie algebra of AdS;

For reasons that will become apparent we will use from now on use coordinates x,y,7 and ¢ such that

-ty =12, (F.28)
ds* = —dr? — dt* + dx® + dy* . (F.29)

Thus these coordinates parametrize AdSs.

To study AdS3 we want to find its isometry group. That is the group of all transformations that
preserves the metric and equation . But this is precisely the isometry group of the embedding
space if we do not allow translations. So the isometry group of AdS? must be SO(2,2). Another example
of this kind of reasoning is that the isometry group of S¢ is SO(d + 1). To find the generators we thus
face the Killing equation

gpuaugp + guaaufg =0.
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Notice that while & = const is a solution this transformation will not preserve (F.28). We can find the
remaining six Killing generators by the same procedure as for the Poincaré group. The result is:

g(l) = (0,(E,t,0) ’ 5(2) = (anvoyt) ) 5(3) = (0707 - y,.’E) ;
5(4) = (LE,O,T,O) ) 5(5) = (y507077_) ) 5(6) = (7ta7_7070) :

With these we can construct M and P* through linearly combining the Killing vectors. We define them
to be

M* = (yo* — 28Y,y0" — td¥,t0" — 20") |
P = (10" —td", 70" — 207, 70Y — yI") .
Notice that the first vector is precisely the generator of Lorentz transformations in three dimensions!
(This is of course why we defined it this way). It is tempting to associate the P® with translations, but
we have some more work to do before we can make any sort of claim.
With these generators we obviously want to write down the corresponding Lie algebra. The first

commutator involving only M® is easy since we can use our result from Minkowski spacetime. We must

therefore have
[Ma,Mb] — eabcMc .

The remaining commutators can be computed by hand, or by using matrices. We will be content with
summarizing the result

[Ma,Mb] — E(1,120]\46 ,
[Ma,Pb} _ EabCPC ,
[Pa,Pb} _ EabCMC )
If we define

Ji= (M4 P

N
| 2
I
N~ N~

(a7 - 2)
we can compute

[Je.J] = i[M“ + PO MY — PV = ([MG,M’J] — [M®,P"] + [P*,M"] — [P“,Pb])

(F.30)

N SN

<€abcMc + EabCPc . EabCPC o 6abc]\lc) =0,
and
1
5] = (17 M) £ (M PP £ [P MY+ [P,PY]) =

1
56(;Lbc ( M€ Pc) each:ct ,
Thus we can write down a new Lie algebra of SO(2,2) as

(I T = e T, (F.31)
[Ja_v‘]l;] = 6achc_ , (F.32)
(I ]=0. (F.33)

The surprise here is that we can clearly see that the algebra of the two generators is isomorphic to
s0(2,1), we have thus found that

S0(2,2) = SO(2,1) x SO(2,1) .
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F.2.3 From AdS; to Minkowski

Let us now discuss something rather remarkable, the contraction of the AdS3 Lie algebra to the Poincaré
algebra. First, let us single out the 7-dimension. This dimension is indeed rather confusing, what do we
mean with another time-like dimension? Let us try to get rid of it! The procedure is surprisingly trivial.
First we define P¢ = lim,_, PTQ. The commutator involving only M® is of course unchanged but so is
the commutator involving both M* and P¢

1 1 1
[M?® P = lim —[M%P!] = lim —[M* P’ = lim €, =P°= ¢ P°.

T—00 T T—00 T T—00 T

The only difference from the algebra of AdSjg is

1 1
[PE,PY) = lim —[P*P’ = lim —e*.P°=0,

7500 T2 T—00 T
so we may state our new algebra as
[Ma7Mb] _ e(1()6]\40 ,
[Ma’qu—)] = €abCPf )
[P*.P' =0,
which is precisely the algebra of the Poincaré group! This method of taking a limit in a Lie algebra to

obtain a new one is called a Indnu- Wigner contraction. But we can go even further, let us observe that
using the explicit form of P® we find that

1

P9 = lim 7(Tat 0T, 7" — 207, 7OV — yBT> —=9°.
T—00 T

So if we contract P® we actually get the generator of translations in Minkowski spacetime. This is why

we spoke of P® as a momentum generator earlier. We started out in AdS3 and ended up in Minkowski,

what happened to the cosmological constant? The defining equation of AdSj3 is

R S L

If we now let 7 — oo we still have to satisfy this equation. However, we do not want to touch ¢,z nor y
so we are only left with the alternative that lim, ., % = 1 and thus we see that [ — oo at the same rate
as 7. This explains why we end up in Minkowski space since the cosmological constant, A = l%, vanishes
as we let 7 and therefore also [ goes to infinity.
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Appendix G

General Relativity in Affine
Connection

In this appendix we derive the torsion tensor, the Riemann curvature tensor (as well as the related Ricci
tensor and Ricci scalar) and Einstein’s field equations, in the affine formulation of general relativity.
Some other useful results and properties of the various quantities are derived in the process. Most of the
results and the discussion follows the chapter 3 of [16].

The difference between two connections f"’w and I'”, . transforming as ([4.12), is a tensor. In partic-
ular, this applies to both the affine connection and the spin connection.

Let 17, = fPW —I'”,,. Under a general coordinate transformation, z# — 2'#, the object 1%,

transforms as
p s TP — T /p
TMV T;w - F/HV - FMV
_ 0x7 Oz 9x'P -, 0x° ox* 9%x'P 0x° Ox* Oz'P __
T 9x/m dx'v Bz N Ox'r Ox'v xedx>  Oz'm dxv dxT O
ox® x> 9P
oz't Oz’ Ox° Oz
A /
_ 0z Ox 3x”(~T N
dz't dx'v dxm © oA
027 oz 0x'P
= 9x'k Az 9z TN

which shows that 7%, indeed transforms as a tensor, proving our earlier assertion. As a consequence of

this result the variation of a connection is a tensor.

There is a particularly interesting tensor that can be formed from any connection in this manner.
From the Christoffel connection I'”,,, we can form a new connection by permuting its lower indices.
Taking the difference between our original connection and the one with permuted lower indices produces

the torsion tensor:

— — P
1%, =Tf, ~Tf, =27

v [,ul/] . (Gl)

To establish a unique connection on a manifold with a metric g,,, we impose two additional conditions.
First, we require the connection to be torsion-free, a condition which is realized by demanding the
connection to be symmetric in its lower indices. Secondly, we require the connection to be metric
compatible, meaning that the covariant derivative of the metric with respect to that connection vanishes
everywhere. Using these two requirements we can prove our assertion that the connection now is uniquely
determined from the metric by finding a unique expression of the connection in terms of the metric. To
find such an expression we start by writing out the covariant derivative of the metric,,

ngNV = pg,“, — FTngTV - FTpuguT =0.

Using this formula together with the symmetric property of the lower indices of the Christoffel symbol
as well as the metric tensor, we find that

D,guv — Dpgvp — Dugpu = 6pg/w - augvp - 8ugp/t + QFTW/QT/) =0.

After rearranging terms and multiplying by %g”” we find the following expression of the Christoffel
symbol in terms of the metric tensor:

1
PU;W = igap (aﬂgup + allgpu - 8;)9“1/) . (G2)

There remains yet to prove that a connection of this form transforms as (4.12]). This is indeed the case,
but for the sake of brevity we omit to perform this calculation.
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It would be useful to have a local description of the curvature of our space. For this purpose we
introduce the Riemann curvature tensor. Perhaps the most straightforward way to derive this object is
to evaluate the commutator of the covariant derivative. Using the earlier imposed condition that the
Christoffel symbol be symmetric in its lower indices we find that

[DIMDV]VP = (8MFPV0' - aVFpp,U + Fpp,TFTl/U - FPVTFTMU)VU . (GS)
We identify the expression inside the bracket of the right-hand side as the Riemann curvature tensor,

RPU[LV = a#rpua - 8I/FP + FP/LTFTVU - FpuTFT/LU . (G4)

uo

Since we have expressed the Riemann curvature tensor in terms of non-tensorial elements it is by no
means obvious that it actually is a tensor. By making a general coordinate transformation it is possible
to show that it indeed transforms as a tensor. However, we will omit from presenting the details of this
calculation.

From the formula the anti-symmetry of R”_ , in its last two indices is apparent, as we would

opuv
expect from the way we derived it from the commutator of the covariant derivative,

RP, =—R%,,, . (G.5)

A number of other useful symmetries of the Riemann curvature tensor can be derived. We will settle for
stating some of these symmetry relations and refer the reader to [16] for a derivation of a few of them.
The Riemann curvature tensor is anti-symmetric in its first two indices:

Rpopv = —Roppv (G.6)
and it is symmetric under an interchange of the first pair of indices with the second pair of indices:
Rpopv = Ryuvpo - (G.7)
The anti-symmetric part of the last three indices vanishes:
Ry =0, (G.8)
and finally the Riemann curvature tensor satisfies the Bianchi identity:
Dy Ryotp =0 . (G.9)

Not all of these symmetry relations are independent but they are all useful in their own way. It should
also be pointed out that it is of fundamental importance that the connection be torsion-free in order for
these symmetry relations to hold.

By contracting indices of the Riemann curvature tensor we can produce other useful tensors. The
Ricci tensor is defined in the following way:

Ry =R, - (G.10)

Note that without involving the metric tensor in the process there are only three possible contractions

of R,,,. Because the Riemann curvature tensor is anti-symmetric in its first two indices (see (G.6))),
the contraction of its first two indices vanishes,
R?,. = 9" Roppw = —9°"Rpopp = —R",,, = R, =0.

Since the Riemann tensor is also anti-symmetric in its last two indices by it follows that contracting
the first and last index will result in the Ricci tensor, up to a minus sign. Some authors choose to define
the Ricci tensor in this way so one has to be careful about sign conventions.
As a consequence of the symmetry of the Riemann curvature tensor, the Ricci tensor is com-
pletely symmetric,
Ry, = Rpupl/ = 9" Roppv = 9" " Rpvop = R, = Rup -

By contracting the Ricci tensor we form the Ricci scalar R. This time, however, we do need to use
the metric tensor to perform the contraction,

R= R, = g"R,, . (G.11)
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In other words, the Ricci scalar is the trace of the Ricci tensor.

Compared with the Riemann curvature tensor the Ricci tensor contains somewhat less information
about the curvature of the space, and the Ricci scalar contains even less information than the Ricci ten-
sor. Essentially, the Ricci tensor and the Ricci scalar contains information about traces of the Riemann
curvature tensor. However, Einstein’s field equations, the governing physical equations of general relativ-
ity describing how the curvature of space is affected by the presence of matter and energy, is formulated
solely in terms of the Ricci tensor and the Ricci scalar as far as the curvature describing objects goes.

Before presenting Einstein’s field equations we first introduce the Einstein tensor G,,. It is defined
in terms of the Ricci tensor, Ricci scalar and the metric tensor in the following way:

1
Gp,l/ = Ruv - 59;“/3 . (G12)
Clearly, it is a symmetric tensor. Furthermore, as a consequence of the Bianchi identity, this tensor is

divergence-free:

D'G, =0. (G.13)
Finally, we present the Einstein field equations:
81G
G;uj + Ag;,w = :4 T;,w 5 (G14)

where A is the cosmological constant, G is Newton’s gravitational constant, ¢ is the speed of light in
vacuum and 7}, is the stress-energy tensor. The stress-energy tensor describes the gravitating sources
which curve spacetime. For a treatment of the cosmological constant and the stress-energy tensor, see

chapter (4.4)).
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Appendix H

Stress-Energy Tensor for a
Conformally Coupled Scalar Field in
2+1 Dimensions

The main purpose of this appendix is to derive the stress-energy tensor for the scalar field

Ls = ~ 54" (0,00,6) - m*¢* — LERS — €80, (i.1)

under the assumption that we have a conformal coupling. The result is
T4 = €GM 6 + E(g"0(67) — DED"(67)) — g €° — L (060,0 + m?6?) + 960”6
However, in order to reach this result we require several identities for which we present proofs. The
derivation of the stress-energy tensor start in section
H.1 Variation of determinant of metric
Let g denote the determinant of the metric tensor g,,. In other words, let
g =det(gu) -
Now we make use of the very handy matrix identity
ln<det(A)) =tr[In(A4)],

where A is a matrix. This relation follows directly from taking the logarithm of equation If we set
A = g, and take the variation of the left hand side we find

dg
d(In(det(g,w))) = dIn(g) = 2
and doing the same on the right side yields

dtr (ln[g;u/D =tr (gyaégau) = glw(s.guz/ 5

where we in the first step substituted (¢g7!),, for ¢*° and in the second step we renamed our indices.
By now comparing the right hand side and the left hand side we find the variation of the determinant g
in terms of the variation of the metric:

69 = 99" 0guv - (H.2)

By using this equation we can find an expression for d(,/ fg)ﬂ

— og —99" 09 _ 1 —
6 —_ = — = B = - - #Ué . H3

1We could of course be more general and compute df(g) where f is a function. However, in order to compute the stress
tensor of a Klein Gordon Lagrangian coupled to a scalar field we only need f(g) = +/—g.
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H.2 Variation of Ricci scalar

Before we get started with this quite cumbersome derivation we remind ourselves that the Ricci scalar
R is formed by contracting the Ricci tensor R, and the metric g, according to

R=Ryg" .

If we now take the variation of this object we get stuck with taking the variation of the Ricci tensor

instead:
dR =0g"" Ry, + ¢"0R,,

However, recall that the Ricci tensor is a contracted Riemann tensor. From equation (G.4) we found
that the Riemann tensor can be written in terms of the Christoffel symbol:

RPUF“/ = 8”Fp’/<7 - 8”FPMU + FPMTFTI/U - FPIJTFT,UO' 3

and the Christoffel symbol is related to the metric as seen in appendix [G] restated here for convenience:

1
I = §gap (Ougvp + OuGpp — OpGpun) -

Thus, when taking the variation of the Riemann tensor above and performing a contraction we will be
able to rewrite the Ricci scalar in terms of variation of the metric alone. Eventually we have to tackle
some obstacles on the way. Let us compute the variation of the Riemann tensor:

oR?,,, = 001", — 0,017 , +or° 17, , +1° 67, —ol”, I7,  —1°, 67, .
It may seem we didn’t get anywhere since we still do not know how to take the variation of a Christoffel
symbol. However, before we continue we try to rewrite the expression. While the Christoffel symbol is
not a tensor the variation of it is as proven in Appendix[G] Thus, we are allowed to compute its covariant
derivative D:

D.(01°,,) = 0,617, + [7.,6T%,, = T 6T%, — %617, .

T

where we used the definition of the covariant derivative.
Using this fact we may simplify the variation of the Riemann tensor by noting that it is a difference
between two covariant derivatives D, and D,:

5R",,, = D,u(8T%,,) = D,(61%,,) .

no

and the second term in the variation of the Ricci scalar can be rewritten as

"R, = g"oR?,,, = g"" |D,(617,,) — D, (617,,)| = D (g" o1, — g"7é1",,) ,

where we in the last step contracted indices to be able to express the variation with only one covariant
derivative. Now we are ready for taking the variation of the Christoffel symbol. From equation (G.2)) it
follows

1 1
5FU}LV = a(sgop (6ugl/p + augpu - apgw/) + 5977 (8u5.gl/p + auégpu - apég;w)

2
1
=097"9py 17,0 + igop (0u0gup + 0u0gpu — 0pdgun)
1
= igap(Dﬂégup + Duégpu - Dp(sg,uu)
1 aoc ag (od «
= _i(gVaDudg +guﬁDu6g F— guaguﬂD 69 ﬁ) ) (H4)

where we in the last step used the fact that §g,, = —g,mg,,@gaﬁ. Now let’s consider the terms g1,
and g"7oI”, :

1 1
g oT,, = —i(Daayw + Dpdg"? — gopDV8g%) = —Dodg™" + §ga5D75go‘5 , (H.5)

1 1
grrere,, = —§(DP597” + ga[gD'yég(’B —0697D,) = —§gaﬂD"’(Sg‘lﬁ ) (H.6)
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We are almost done, we just need to subtract the terms and take the covariant derivative in order to get
the second term in the variation of the Ricci scalar. We have

gtor,, —gtvert, = GapDV6g*P — Do 3g™ .
Finally we take the covariant derivative D.:
9" 6 Ry = Dy(g" 017, — g"76T7, ) = D?gapbg™” — DyDadg™” (H.7)
and at last we have found our identity for R (renaming the indices a — p, 8 — v):

SR = 09" R, + D?g,,69"" — DD, 5g"" . (H.8)

H.3 d’Alembert operator on a scalar field in curved spacetime

In this section we prove that

DDy = 9N=90,9) | (H.9)

1
7=
V=g
for a scalar field ¢. Let us first consider the right hand side. We have to be a bit careful here because we
can not, in general, raise or lower indices on partial derivatives. This is because 9, V" is not a tensor!
However, since 0,¢ = D, ¢ if ¢ is a scalar field we may write g"”0,¢ = D"¢. Using this and acting with
the second derivative gives

.
V=9

We can compute the derivative of the metric just as we did the variation of it. Since this has already
been done we simple state the slightly altered version of (H.2))

9, (\/Tng) =9, Dl + (%?Dw .

g = 99°"0u(gop) »
and we can conclude that
1
V=9
We now move on to the left hand side of

Upa}i(gap) Y
DG

9, <\/ng“¢) = 9,D"¢+ 2

D,DV'¢ =0,D"'¢+T",,D¢ .

The last term may be simplified further

1 1
Iy, = 59/“/ (Ougup + OpGup — Ougup) = §9Wapgwt )

since the metric is symmetric. Thus the left hand side becomes
o)
D, DV¢ = d,DH¢+ L o) ’;(g”“) Do

which is equal to the right hand side. With this we have proven equation (H.9).

H.4 Weyl transformation of the Ricci scalar
In this section we will prove that the Ricci scalar, R, transforms according to
R—R=0"23R—-40In(Q) —2(0°InQ)(d,InQ) ,

under the conformal (Weyl) transformation g,, + §ap = 02(2)gap in 2 + 1 dimensions. We will do this
the long way, that is we will first construct the transformed Christoffel symbol, use it to find our Riemann
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tensor and finally contract it twice to get the Ricci scalar. The transformation of the Christoffel symbol
is straight forward to find using its definition and the identity §*° = Q2(x)g.s. Explicitly

S i ) ool
DL, = 35 @dog + 0, — 0rg) = Q770" 5 (00(Q00) + (0,0%0) — 03(@gs))  (H.10)
—T¢ + (5;;1),, InQ+ 6D, InQ — g,,D" In Q) — TV + ()" (H.11)

pv

where we in the third step used that g"”g,, = J5 and the fact that since (2 is a scalar we may write
0,InQ = D, InQ. D, is of course the standard covariant derivative. We can also see that f}, is
symmetric in its lower indices. Next we consider the Riemann tensor which can be written as R} ) =
O yn — O\I'H ) +TH 5,19 5 — #5517, Plugging in the expression for T derived above we find that

Rypx = RYypx 4 2001 " o3 + 20 (o f7wix] = 20 00T vl + 20 oo 71
= 2D fH a1 + 20 o101 fT 0] - (H.12)

While this expression is nice and short we will have use for a more explicit. We start by examining the
expression D, f# |-

D[p\f”upx] = 65D[pD)\] InQ+ D[p(S;]DV InQ) — gl,[)\l)p]l)M InQ) .

While it is not true that covariant derivatives commute in general we may use the fact that ours act on
a scalar function to see that

D,D\InQ =0,00InQ —T7,,0,InQ =0x0,InQ2 -T17,,0,InQ=D,D,InQ) ,
from which we may conclude that 6; D}, Dy In {2 = 0 and that
Dy f* vz = DipdlyDy @ = g,n Dy D* In Q2 .
We move on to the second term in (H.12).
FlopfTun = (55Dp InQ+ 6Dy InQ — g,p D" In Q) (5313A InQ + 6D, InQ — gy, D’ In Q) .

Now, antisymmetrize the whole equation in order to achieve the second term in the transformed Riemann
tensor. We moreover expand the parenthesis:

Tt f7uia] = 05 (D1, In Q) (D)3 In Q) + 5ff\|(D,, In Q) (D, In Q) — g\ (D* In Q) (D), In Q)
—1—5&‘ (D, InQ2)(D)» In Q) + 5{;‘ (D InQ)(D, In Q) — 5fj)|g,,|>\] (DyInQ)(D? In )
—Gulp| (D" In Q) (D)) In Q) — g, (D In Q) (D* In Q) + gy(r| (D) In Q) (D" In ) .
and after some cancellations we find

oo f1vin = 5&\(DI/\] nQ)(D, InQ) — 5{:,‘gy|,\] (Do In Q) (D7 In§2) — gy[,| (D)5 n Q)(D* In €2) .

Summarizing we have found

R,y = RM,pa+2 (5{;(@] I Q)(D, n€Q) — 8t g3, (D I Q)(D” In€)

— 9uip)(Dx In Q) (D 10 Q) + Dyl Dy nQ = 6,3 Dy D  n Q)

We may now procceed and calculate the Ricci tensor, R,x. By definition we have that R,y = R*, .
We remember that, since we work in 2 4+ 1 dimensions, we have 4/, = 3, the rest of the calculation is
straight-forward and gives
Rux=Rua+ (B =1)(DxInQ)(D, nQ) — (3 —1)gr,(Dy InQ)(D’ In Q) — (Dx1InQ)(D, In Q)
+ o (Do n Q) (D In) + (1 —3)DxD, InQ — ga,, (Do Dy In Q) + DD, In
=R+ (DxInQ)(D, InQ) — g, (Do In Q)(D° In Q) — g2, (De D In Q) — DyD, In 2 .

We have finally reached the last step. By using that R = §**R,» we can write down the transformed
Ricci scalar as

R=02 (R 4 (1—3)(Dy Q) (D7 Ino) — (1 +3)(DyD? In Q))
=Q2 (R —2(Dy InQ)(D Ino) — 40 1n Q) .

which is precisely what we set out to prove.
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H.5 The stress-energy tensor

Consider the Lagrangian for a real scalar field ¢:

£ = — 50" (0u00,0) — 5m*6? — SERG — €07 (1.13)

where R is the Ricci scalar and &, & and p are constants. By rewriting the first term ¢"(0,¢0,¢) =
0,90"¢ = (0¢)* we note that the first two terms in the Lagrangian is precisely the Klein-Gordon
Lagrangian, Lx g, which is derived in Appendix [D] The third and fourth terms are coupling terms. We
may now write down the corresponding action

1 1 1
Sscalarfield = /\/jgd3x(_§glw(au¢8y¢) - §m2¢2 - §§R¢2 - g/(bp) ’

where g denotes the determinant of the metric g"”. Are there any constraints on £ and & and p? These
constants are often picked so that the scalar field is conformally coupled to gravity. This means that our
matter action is unchanged, up to a boundary term, under the transformations

G = QX 2) Gy ¢ Q2 (2)g

where Q(x) is a scalar function and we set m = 0 [47]. The transformation considered above is a rescaling
of the metric, thus invariance under this transformation means that we will have scale-invariance. We
can now understand why we set m = 0, this is since m induces a natural length-scale and thus spoil
conformal invariance. The transformation of the scalar field can be understood through a dimensional
argument since a scalar field in 2 + 1 dimensions has the dimension of [L]~!/2. We can also use the
above transformations to see that /=g — Q3(z),/—g and g"” — Q~2(z)g"”. The first identity follows
simply because the determinant will make the transformation cubic and the second because the inverse
relationship must hold. The transformation of the Ricci scalar was worked out in section The result
is R Q72 (R —40InQ — 20*(InQ)0,(In Q)) Using these transformation identities we can compute

the transformation of the action as
3 Q inz —-1/2 —-1/2
SScalarfield = d I\/jg( - Eg a,u(Q ¢)3V(Q ¢)
1
—§§(R — 40 Q — 20" (In )3, (In Q)¢>2 - Q‘i"/2+3§’¢p) . (H.14)

We now use the result from section as well as partial integration on the term with the d’Alembert
operator resulting in

26 / d®z/—g0InQ¢? = 2¢ / d*x0,,(v/—go" In Q)¢?

—4¢ / d*x/=g0"(In Q)9,(¢)$ + Boundary term .

If we drop the boundary term and set p = 6 we can write (H.14) as

Sscalarﬁeld = Sscalarﬁeld + (5 - é)/dgm\/jg(%au(g)au(ﬂ)(bQ - %(8”)(Qalt¢)¢) )

and we can clearly see that our action will indeed be invariant under a conformal transformation if we
set & = %. Because of this we usually refer to this specific value as a conformal coupling. Before we
continue and calculate the stress-energy tensor we derive the equation of motion for the scalar field ¢.

This is as usual given by the Euler-Lagrange equation

, a(\/?gﬁ) a(ﬁc)

' 6(3y¢) ¢

The first term can be rewritten as

a(%fgﬁ) :aya(—ﬁgawam) :—8y(\/jgg””5uqb) =506,

o 0(.0) 0(0,0)
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where we in the last step used the identity ﬁ(’?y («/—gg”“@ugﬁ) = gy D" DF¢ = O¢ shown in section
The second term in the Euler-Lagrange equations becomes

8(\/ng)

N/ 2 /45
5 V=9(m* + ERo + 6¢'6° ) |
and so the Euler-Lagrange equations give the equation of motion
(m —m? gR)¢ —6¢'¢5 =0, (H.15)

We now consider the stress-energy tensor. For simplicity we divide the total action Sscalarfield into
three parts such that
Sscalarﬁeld = SKG' + 81 + 82 ;
where SSig is the Klein-Gordon action (generated by Lxg), S1 = f—%§R¢2\/jgd3m and Sy =
— [¢'¢5/=gdPz. Using the action Sscalarfiela We wish to derive the corresponding stress-energy ten-
sor TH¥, For this purpose we need to find the variation of the action with respect to the metric ¢*¥ and

then use the fact that
2 5Sscalarﬁeld

V=9 6gul/
For the variation of Sgcalarfield We make great use of the following identities
1 v
6\/ —g= 5 \Y _g(sguz/gu 5

09" = —g""09,L9"7 ,

T =

moreover, when varying S; the following result is needed:

SR = R,,0g"" — D.D,6g"" + g, D39

where D represents a covariant derivative. These results are by no means obvious, and rather tedious to
prove, why refer to the earlier sections of this appendix. Now we are settled for taking the variation of
our action. Starting off with the Klein-Gordon action:

35Ka = 3(/=9(~ 50" (0udOud) — 5176%)) = 6(V=9)Lxca + V=0~ 509" 0udh9)

2
1 1
= 5V =900w9" Lxca + V=9(59" 099" (0a$Db0) ,

1
— V009 (9" Licc + 060" 9)

and thus we can find the first part of our stress-energy tensor by cancelling the factor in front of the
parenthesis:

N
Tilo = 0" Lxa +0°90"9 = ~55- (0600 1 m*) + 9606

It remains to vary S; and Sp. Before attacking S; we consider the much simpler action, S;. Ss is only
affected by the variation of \/—g and thus we may write

1
08y = =0V/=g€'¢" = =5 V=909, 9" €'8" ,

and we conclude that
" 2 05,

— — _g;l,llé-/(bﬁ .
2 v —9 6g;w
Finally, we are ready to attack the variation of S;. By definition we have

551 = ~ 3 0(/GERG) = 3 (5 ~GERS + V=GEIRS)

The first term is easy: fééw/fnggbz = f%«/fg6g#,,g“”§R¢2 (from our beloved identity above). The
second term is more tricky:

1 1
—5\/—955%2 =—5Vg¢ (Rap09™® — Do Dydg™ + gap D*59"%) 9

1 Vi Vi Vi
= —5V=9¢(=Rarg™g *59u0 + DaDyg™ 9" 89, — ga D29 4”09, ) 6% .
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1 v v v
= S VGE(= R g, + D"D¥6g,, — " D*59,,)6” .

The first term in this expression contains the Ricci tensor and combined with the term — i V=909,,9"§ R¢?
containing the Ricci scalar we may form the Einstein tensor G*¥:

1 1 1
—§H§59;Lu(—R“V + 59“V3)¢2 = 5\/—79559WGW¢2 :

Thus dS; can be rewritten as

1 1
581 = V=909, G5 + 5 (9" D26g, — D"D"0g,,)6° /=56

Now we remind ourselves that the variation of the action 65 does really sit under an integral sign why
we are allowed to perform integration by parts. Thus, we can rewrite the terms involving the covariant
derivatives. Let us attack the integral

5 [ VG G D g~ V1D Gg) = 5 [ v ge(a" D)9, — DDV (6)3g,0)
(H.16)
— 5 [ eV D) - DD ()

We have thus rewritten JS; according to
1 1
081 = 9 V _ggég;wleﬁbQ + ) V _gf(gﬂuD2(¢2) - DHDV(¢2))5Q;W >

leading to the final contribution of the stress tensor

v 2 0851
! V=g 59;41/

Now, at last, we are ready to present the total stress tensor TH":

= €GM7 + £(g" D*(&%) ~ D'D¥(¢7)) -
TR = T T4 TG = EG™ 6 +6(g" D(6) - DM DY (62) g € 60— L (00 00,0+ m? %)+ 0606

where we substituted D? for the D’ Alembert operator O. Precisely this result can also be found in
Zelnikov and Frolovs’ Introduction to Black Hole Physics, written in a covariant way (lowered indices),
omitting the '-term [27].
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Appendix 1

More on Morris-Thorne Solutions

from Conformally Coupled Scalar
Fields

Here we provide the rest of the components of the energy momentum-tensor for a conformally cou-
pled scalar field in the Morris-Thorne case and a more detailed discussion on the differential equations
which appear when relating the stress-tensor of the conformally coupled scalar field to the Einstein ten-
sor obtained from the Morris and Thorne-solution. Remember that we consider the stress-tensor of a
conformally coupled scalar field:

1 1 v
T;uz = gGuV¢2 + g(guu\:‘¢2 - DuDl/d)Q) - g;wfl(bG - %(8%8;)@ + 8M(Z)8y¢ )
where G, is the Einstein tensor. We first consider
0¢> = "' D, D, ¢* = g D, (26D, ¢) = 29" (D¢ Dy ¢) + 29" (9D, Dy ) = 29" (9,00, ¢) + 2606

where we have used the fact that a covariant derivative acting on a scalar is just the partial derivative.
Now using the e.o.m for our scalar field, (5.22)), and exploiting the fact that it only depends on r we see
that ) B )
06? = 29" (¢))? + 20 GRO + 666 ) = 21— 2)(¢/)* +  Re? +12€'¢°
Using the fact that D* D*¢? = 0 since ¢ only depends on  we may now write down the time-component
of our stress-energy tensor:
02

b 2%
=67 = 60

To = LGue? - < R+
tt — ] tt 16 9
When computing the rr-component we note that

g;LVD¢2 - DuDy¢2 = guugpgDaDpQSQ - D;LDV¢2
= 9wg" " Dy0,¢* — D,0,0° = grrg"" D0, 0% — DO =0 .
Iz Iz

Thus all we have for the rr-component is
_ } 2 16 9rr proon2 "2
Trr = 2Grr@”™ — gl @” — 9 9" (¢")" + (¢)

8
1 1 (¢')?
8 (1-1b 2

Lastly, for the p@-component we again use the identity O¢? = 2¢g*79,,¢0, + 2¢0¢ (since Dy, D¢ = 0)
and we find

* — g+

r? by o 7”2/6
*(1—;)¢ +580

1 9 r? 9
Tsw:éGwso¢ +T6R¢ g

Ty and Ty, can also be written in a way which allows us to relate the components:
1 2
Ty = thtéb +91C

1
Top = §G¢w¢2 + 90,C'
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where we introduced the term C = LR¢? — 1(1 — %)QS’Q + 3&¢5. Now, reminding ourselves that
Ty = %G uv in the absence of a cosmological constant, where x = 824G we have
Gy, 11 G 1 1 G G
Gul _lgty_c=Geel 1y e Cu (L1)
gie £ 8 Jop K 8 [ it
Given the explicit expression for Gpg and Gag, in an orthonormal basis as Ggg = b/:; b and Gao

5 (P +(9)?) + —b;’;T@’ and the fact that Goo = ¢"' Gy, Ga2 = g9 Gyy, with g = e72® and g#¥ = %

-
we must have

G G
g@@ = th: = Goo = G2z, (1.2)
e
and thus get the differential equation
br—b 1 b—1U'r
—a =@ @)+ (I.3)

This is a very complicated differential equation and we will not solve it in general. We will instead
consider the equation in a specific case. If we let the redshift function ®(r) = 0 (negectible tidal forces)
the equation reduces to a simple Euler equatiorﬂ

Vr—1b
3

=0 = b(r)=Kr, (1.4)

with K being a constant. This implies that the metric component, g, = ﬁ, is constant, not very
interesting! If we want non-trivial solutions we should look for ®(r) # 0. We could for example specify

to the case of a Ellis wormhole, i.e with b(r) = ?. Then we have the following equation

22 1 LB
SR (@ (@) + B (1.5

which is exactly soluble, but with a very tedious solution. Let us attack the problem from a different
point of view, namely from the equation of motion for our conformally coupled scalar field ¢:

O¢ = éRqﬁ +6¢¢° . (1.6)
O¢ can be rewritten
0¢ = g"" D, D¢ = g""Dy,0u¢
= 9" (0,009 — 0591'},,) = g™ ¢" — g" '}, — g??H'TL,
=g"¢" — grrdgar(grr) - gwwd)/%grr(awgw + 0p9ro — Orgoy)
=g"¢" - (g”)gqb’%@r (grr) + g“”“"(b’%g”@r )
(-9 + 8| - 5o+ 20- D).

2r2 2r ' r r
resulting in another complicated differential equation for ¢ and b(r):

b b 4 b
(=206~ o L= Y] = o o (L7)

2r2 2r

One could, once again, consider the case b(r) = é, i.e. Ellis wormhole. However, this also leads to
a very difficult differential equation, this time for ¢, which we will not bother to solve here. It seems
we could not get any new information from either our equation of motion, , or the stress tensor
for the conformally coupled scalar field, . We may notice something interesting if we combine the

IWe could of course also consider the more general case ®(r) = const and get the same result. This solution will be
encountered later on.

101



Appendix I. More on Morris-Thorne Solutions from Conformally Coupled Scalar Fields

equations ([[.6) and (.1)) and omit the ¢°/¢%-term in (L.6]) and (.1)) respectively. With these restrictions
the equations reduce to

T,uu = %G[Ll/¢2 + %(guu\:‘(b? - DVDM¢2) - gm,%(apqﬁp(b) + 8v¢au¢ )
(O—-3iR)$p=0.

If we take the trace of the reduced stress-tensor we find:

1 1 3
9" T = 59" G0’ + S (306" — DD,i6%) = 5(0°60,0) + 0" 60,9
ffﬁ 2 1 H 2 71 I
=157+ (D' Dud?) — 5060,

__E 2 } v _1 I
= 16¢ +49 Du(2¢Du¢) 28 ¢au¢

R 1 1
= ’E¢2 + =g" (2D, ¢D, ¢ + 29D, D, ¢) — iawa,iqs

4
__E 2 } L
= — 1@+ F0D" Do
_ ¢ LV AV

where we in the last step used our equation of motion. Thus we have shown that the stress-energy tensor
is traceless in the case of (massless) conformal coupling in 2+1 dimensions (the result can of course be
generalized to higher dimensions). Moreover, since we also have T}, = %Guv and

1 3 R
g'uyG/w = g“”RW - *g'uug/wR =R--R=—-5, (L8)
2 2 2
we must have
1 1R
BT = gY@, = —m =) = R=0. L9
gLy AT D) (1.9)

This means that we have a Ricci scalar which is zero in the case of conformal coupling with massless
scalar field! We may also note that, since

R = —Ryo + Ri1 + Rao = 2(R%01 + R?121 + R%02) , (I.10)
and Gop = R%121, G2z = R%1¢1, found in section and Gog = Gas from equation we must have
R =2(R’%01 + R*121 + R%02) = 2(Goo — Gaz + R%02) = 2R%02 =0, (I.11)
leading to
1-0b/r

R0 = =0, (1.12)
which implies ®(r) = const and/or b(r) = r. The case ®(r) = const results in b(r) = Kr from equation
(1.3), which we earlier discarded as an uninteresting solution. The case b(r) = r corresponds to a divergent
differential equation (L.3)). Thus we have no interesting solutions! This means that we can not find a
(traversable) wormhole solution to a conformally coupled (massless) scalar field in 241 dimensionsﬂ

2Tn four (3+1) dimensions the situation is radically different, see e.g. [28]
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Appendix J

Miscellaneous Calculations in Higher
Spin Gravity

In this appendix we carry out some of the calculations that are too tedious for the main text of chapter
[l We do this to prevent the obfuscation of the main points of the chapter by hiding it behind a big wall
of math.

J.1 Chern-Simons equations of motion for SL(3) x SL(3)

The Chern-Simons equations of motion are given by:
F=dA4+ANA=0.

where the connections are given by

be

A =dz" < l“) T, + dz* (w“bc + Cu

z ) Ty = E°T, + E*Ty, | (J.1)

B ed B be B B -
A =dz* (wz — l“) T, + dz* (wubc — e“l ) Ty = E°T, + E*T,,.. . (J.2)

Using the connections find the equations of motion. We begin by writing down F'(A) for the A-connection
in an appropriate form, we can then easily see what terms change sign for A. We then add/subtract
the equations of motion for A and A to obtain four independent equations of motion. Calculations are
performed in Appendix

F(A) =d (BT, + E**Ty.) + (BT, + E*Ty.) A (Ede + BT, ;)

d
d

1 1 1
(E°T, + B"Ty.) + = 2 [To,Tq)E* N E® + [Ta,Te fIECANE + i[Tbc,Td]Ebc ANE+ E[TbC,Te 11 A BT

d (B*T, + E*Ty.) + eadgT E“NE? + €9, Ty, B* N E*S

Gga<eTf>gEd NE" — (noee pye? + neqeep?) TyB* AN ET

where we may rewrite the last term (ﬂb(eﬁf)cg + ﬂc(er)bg) TgEbC AEel = 2egchgEbC A EJ;.

The index a is name choice for the free index of all terms. The terms attached to single-index Lie
algebra coffecients and double-index coefficients are linearly independent, so this equation can be split
into two:

1
Fi(A) = (dE“ + 5 € EY A BS — 26 BY A EJ;) T, =0,
F3(A) = dE"Tye + 269 (. Tj)y E* NES =0 .

We expand the E-terms and drop the radius of curvature, the [:s, from the vielbeins for brevity,
reintroducing them later via dimensional analysis:

1
Fi(A) =d(w® +e*) + 56“;,0 (wb Awe + 2 Awe + b A e) (J.3)
—26afc(w /\wb—|—26bc/\w —|—ebc/\ef> , (J.4)
F3(A) = d(w’ + ") The + 269 4 Tpyg (w A e +w Aw T +e* Aw +e* AetT) (J.5)
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where all of the generators can be dropped in the first equation because their indices are termwise

free. F(A) is just F(A) with a minus sign in front of every term containing only one e-term. Using this

we can write down two equations of motion as the difference and sum of F;(A) and F;(A):

Fi(A)—Fi(A
A(4) - R(4) ):deaJreabc (eb/\wc)féleafcebc/\w];:O,

2
Fi(A)+ F (A 1 e et ebe A e,
A+ R(4) )2 i ):dwa+2e§6<wb/\wc+ B )—26“f6<wb0AwJ;+12 bl=0.

To give the same treatment to F5(A) we first want to be able to drop the generators. To do this we need
to move the symmetrization brackets from the generator to the e, w.

F>(A) = d(w’ + ") The + 269 (e Tpyg (W A e +w Aw +e* Aw + e Aef)
= d(w" + )Ty + 2699l Ty, (wa Ae) 4wy Awd?) + ey Awd?) + ey A €e|f>)

= d(w? + ebe) 4 gesate (wa Ae D) +wy Awd?) + eq AwD + ey A eem) —0.

With this, we can construct two more equations of motion for F»(A):

Fy(A) — Fa(A)
2

Fy(A) + Fy(A)
2

= de® + 2699y, A e 1P 4 2¢99€le, A w ) =0,
= dw* + 26ag(e\€a A eg\f) + Qega(e\wa A we|f) —0.

At this point we can write down all four equations of motion in one place, according to:

de® + €% A w® — 4eafcebc A wfb =0,

1 bAel ebe A e,
dwa—l—dfc(wb/\wc—&—e e)—Zeaf6<wbc/\wfb—|—b =0,

2 2 12 (J.6)
de® + 2697y, A e I 4 2e9%Cle, A w ) =0 |

dw® +2¢29Cle, A eyl + 2699y, A w ) =0 .

J.2 Turning Chern-Simons action into a modified Einstein-Hilbert
action in spin-3
In section [7.1] we postulated that a spin 3 Chern-Simons action can be expressed as the regular Einstein-

Hilbert action combined with some extra terms due to spin-3. At first we considered a Chern Simons
action of the form

k 1
SCS_ngtr[e/\R]—l—g?tr[e/\e/\e], (J.7)

where e = €T, + €Ty, T, and Tp. denote generators of the gauge group SL(3,R) obeying the Lie
algebra

[Ta’Tb] = ea%Tc ) (J8)
[TaaTbc] = Zead(ch)d 5 (Jg)
[Tab;Tc ] = _2(77a(c€de)b + nb(cede)a)Te : (JlO)
(J.11)

Consider the first term in (J.7)): tr[e A R]. We remind ourselves that we may write

R=dvw+wAw, (J.12)
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where w can be expanded in terms of the generators T, and T,; according to w = w*T, + wbTy... Thus
we have

dw 4+ w A w = dw® Ty + dw® Ty + W, A wWPT) + w™®Top A w Ty + 20T, A W*Th,

1 1
= dw?T, + dw®T,;, + F@" A WOT,, ] + iwab A W T, Teg] + W A W[ To, The]
1
= dw?T, + dw®T,, + gwa Awbe ST, — w™ A de(na(Cedf’jb + My(c€dya)Te +wW* A W(edTeq + € LTha)

1
= (dw® + ieb‘éwb Aw€ — 2w A wdenb(dee‘ic)Ta + (dw® + w® A we b + W Awe ) Ton

= (R* — 20" A wdenb(de 4Ty + (dw® 4 w Awel + WP Aweb) Ty |

e)c

where we made use of the fact e®T, A e?T}, = %ea A eb[Ta,Tb] and R® = dw® + %eb‘;wb A w€. Now we are
almost ready for taking the trace tr (e A R), but we will need some trace relationships first:

tr [TaTb] = 277ab s (Jl?))

tr [T The] = 0, (J.14)
4

tr [TopTed) = —3labled + 2(MacNbd + NadMbe) - (J.15)

Taking the wedge product e A R and invoking these relations lead to
trle AR] = 2e* A (R, — 2nb(dee)cawbc Awde) + e A (dw 4+ w" Aw el + WP A wed) tr [TupTed]

=2e* AN (R, — 2nb(dee)cawbc A wde) +4e® A dwgp + €2 A [wh A waiebhi +wh A wbieahi +wF A walebkl +wF A wbleahl]

=2e* N (R, — 2nb(dee)cawbc A wge) + 4% A dwgp + 4e® A " A waiebhi +wh A wbieahi] .
The last term can be written in a more compact and sophisticated way with the use of symmetrization:
4% A {wh A waiebhi + W A wbieahi] = 2% A ehi(a‘wh AN wlg) .

We have now rewritten the first term in (J.7)) according to
trle A R] =2e* A (R, — 2nb(dee)cawbcwde) + 4™ A dwgy, + Qeabehi(awh A wlg) .

However, the expression can be further simplified. The term nb(dee)cawbcwde can be rewritten:

1
nb(dee)cawbc A wde = i[nbdﬁecawbc A wde + nbeedcawbc A Wde]

= %[eecawbc A Wl 4 €deaw® A wl] = Wb A wfecea
and we conclude
tr[e A R] = 2e* A R, — 4e® A Wb A Wy €eca + 4e® A dwgp + Qe“beih(a‘wh A w‘f;) .
Moving on to the second term, tr (e A e A e). By expanding e in terms of the generators of SL3 we find
eNeNe=(e"Ty+e®Tye) A (PTy + e 9Ts ) A (€T, + "' Thi)
=Ty ATy A €T + Ty A el9Tpy N e T 4+ e¥Tae A Ty A Ty + €Ty A ef9Tpy N T, + X,

where "X” denotes terms which will vanish when taking the trace, i.e. tr[X] = 0. Thus we conclude
that we need to compute four different traces:

trlenenel =1+ 2] +[3] + [4],
where
[1] := tr [T, A *Tyy A €°T,]
2] := tr [T, A el 9T, A Ty
[3] := tr [edere A e’Ty A ehiThi]
[4] := tr [e%Tye A el 9Ty, A ecT] .
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Let’s start with [1]. We recall that e®T, A e*T;, = $e® A €’[T,,,T;] and find:
a b c 1 a b c d a b c
tr[e?Ty A e’Ty A eT,] = 56 Ne’ Aeeqtr[TeTyl = e* Ae’ A eeqpe s

where we in the last step used tr[T.Ty] = tr[T4T:] = n4e. The second term ([2]) requires a bit more
work:

tr[e?Ty A engfg A e Ty] = tr[eT, A eP°Tye A €Ty,
= —tr[e® A e’ A el (nb(deej)cc + nc(dee};b)Tan]
= —92¢% A be de f f _ _,a be de
- € e Ne (le(dﬁe)c + Uc(dﬁe)b)%f =—e" Ne"Ae NMbd€aec + Mbe€ade + Ned€aeb + Nee€adb |
where we once again used the commutator (in this case [Tpe,T4e]) and the trace relationship (J.13). The

third term [3] follows from a completely analogous computation (same commutator and trace as [2]) and
we find

tr [Ty A Ty A M Th] = ... = —2e% A e A ede(nb(dee])cc + nc(dee])cb)naf =[2].

The fourth term in tr [e A e A €] is the most cumbersome. We remind ourselves of the commutator relation
TpToy =T, The — 26;21)5 ) and may then rewrite [4] as follows

tr [€%Tye A €T, A e%Ty] = € A e A e tr [T, Ty e — 2eafszf)] : (J.16)

By swapping the wedge product e’ A e and thus obtaining a minus sign we may rewrite the first part
of the expression

tr €% A e A e (T, Ty Tue)] = — tr [e“Ty A ePTye A €Ty = —[2] .
The second term in (J.16) needs to get investigated as well:

c a e a c e a(b
—2tr [P A e A el ea’Zbe)] =2tr[e® Aeb A el ef( T Tae]

=trle® A e’ A edeef“bTCdee] +tr[e® A e’ A edeef“beTde]

4 4
=e* Ne"ne®| - §€fab77cf77de + 2¢ " (eange + NeeNga) — gﬁfacmfnde + 2€£“(npan fe + nbe'r]fd]

=2e" Ae" net [eeabncd + €dabTce + €cactvd + Gdacnbe:| :
Thus [4] can be rewritten according to
[4] = —[2] + 2¢* Ae” A e |:€eab77cd + €dabTlce T €eacTbd + Edacnbe:| .
Adding [2], [3] and [4] together we find
2]+ [3] + [4] = e A e A e [2€eab77cd + 2€4abNce + 2€eactbd + 2€dactbe — Mbd€acc — Mbe€ade — Ned€aeb — Nee€adb
= —e"nene® [277bd€aec + 2Ncd€aect — 4€cabTed — 4€cac77bd:|
= —¢e® N e A e [6nbdeaec + 6Geg€acy | = —12% A €% A e%eqecpg = —12€% A €2 A ey €aec -

Now we add all terms together to find tr[e A e A e] at last
trleAeNel =e A e A e%€qpe — 126 A € A €y €qec -
Substituting this term and our expression for tr[e A R] into the C-S action we find
Scslew] = % / e’ N R, + %ea A el A eCegpe — 2 A WA Wy €eca + 2% A dweap
M

+e“beih(a|wh A w‘g) —2e? A e A efeqee -
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J.3 Gauge transformations and coordinate transformations

In section [T.1] we stated that the variations:

_§A-0A
o 2

_ 0A+6A
2

de =dA_ + [67A+] + [WaA—] ) dw - dA+ + [eaA—] + [w,A+] )

can be seen to vanish if we pick Ay correctly. Let us first simply consider Ay = 7¢7 + 70T where
T4 is a constant parameter and 7%, T are the usual sl(3) generators. To evaluate the commutators
we use ([7.1). The calculations resembles those from the previous section and we will be content with

summarizing the results:

de, = 0, + eabcezT_‘f_ — 4eabcezd7'+db + eabchTf — 4eabcw;d7'_db ,
(Sezb = aqub + 260d(“‘ec7'+d|b) — 260d(“|7+ced|b) + 2ecdal 410 — gecdlalr_ ), 10)

d b __c

dwy, = 0T + eabceZTf — 4e%pe®r_gb + € pew, TE — 4eew® N Tyg"
Swzb = @Jib + 2¢cdalg 7 ,I0) _gecdlal o 10) 4 260d(“|wc7'+d‘b) - 2eCd(“‘7’+de|b) .

We are now ready to see that the variation under a gauge transformation is precisely that of the variation
under a coordinate transformation. We set 7¢ = §Pwy and 72 = {Pef then

de — bee” = 25”(8[“6Z] + e“bcef#wﬁ] — 4e“bce[cﬁwly’]d) =0,
det — 556ab = 25”(8[M€Z]b + 2€Cd(alec[uwy]d|b) + 2€Cd(a|wc[ﬂey]dlb)) =0,
a a v a 6abc c c a c c
dw® — Sew® = 2¢ (awy] + T(el[’#eu] + wf’uwy}) — 2¢ kc(ef#ey]bk + wﬁlwu]bk) =0,
Sw® — 55(,0”1’ = 25”(8[Mw,‘j]b + 2eCd(“|ec[uey]d‘b) + QGCd(“‘wC[Mwy]dlb)) =0.
As indicated all the equations equal zero. This is because the second identity is precisely the equations
of motion for the higher spin Chern-Simons action.

J.4 Calculations of black holes and wormholes in spin-3 gravity

This section is devoted to make explicit some of the more lengthy calculations concerning black holes
and wormholes in spin-3 gravity theory.

J.4.1 Calculations of a spin-3 black hole

We consider the connections

A=b"lab+btdb, A=bab~ "t +bdb !, (J.17)

with b = ePLo and
a=[lpWo+WW_o — QWoldzt + [lpLy — LL_; + ®W]dx™ (J.18)
a=[lpW_g + WWy — QWolda~ — [lpL_1 — LL; — ®Wda™ . (J.19)

Here we have used the notation 2 = t £+ ¢. We have chosen a coordinate system with coordinates

(t,p,0) as discussed in . The generators L; and W; as well as their Lie algebra and trace relations,
is presented in Appendix Ip, Ip, W, L and ® are parameters specifying the charges of our black
hole.

First of all we want to rewrite our connections in a more convenient form. The second terms in the
expressions for A and A is straight forward to compute;

bldb = e~PLoderto = Lodp , (J.20)

and similarly
bdb™ = —Lodp . (J.21)

107



Appendix J. Miscellaneous Calculations in Higher Spin Gravity

To perform an analogous evaluation of the first terms in (J.17)), we need to calculate the commutation
relations of b with the generators L; and W;. This is shown explicitly for the W5 generator; from
Appendix we find the commutation relation [Wa,Lg] = 2W5 and

v et N LS e P (LoWa + W, Lo)) Ly !
b Wab=b WQZT_b >

n!

n=0 ' n=0
(Lo 2D)WRLyTh S p (Lo 4+ 21)
=b z;) - =..=b 2)7”' Ws
= b Ler Lo 2Dy, = p=1pe?P W,

== 62PW2

By analogous calculations, using the commutation relations between the generators L; and W; stated in
Appendix [E5.2] we find

b~ Wb = e2PW, | bWob~t = e~ 2P,
bW ob=e 2PW_, , bW_ob™! = e2PW_,
b Wob =W, , Wb~ = W,
b_lle = ele 5 ble_l = €_pL1
b 'L _ib=e"L_y, bL_ b =e’L (J.22)
With these relations, (J.20) and (J.21)), we can rewrite the connections (J.17) as
A= [e2PlpWy + e 2PWW_g — QWo|da™ + [e’lpLy — e PLL_y + ®Wy]dz™ + Lodp , (J.23)
121 = [62plDW_2 + 672PWWQ - QW()]dIi — [eplpL_1 — BipﬁLl — ‘I)Wo]d.TJr — Lodp . (J24)

The equations of motion for our connections in higher spin theories is F' = dA+ AA A = 0, and
similarly for A. We continue by working out what the equations of motion imply for the parameters.
The exterior derivative of A is straightforward to evaluate;

dA = (Oudt + 0pdp + Opdp) N A
= 0,dp A ([ePIlpWa + e *PWW_y — QWylda™ + [e”lpLy — e PLL_1 + ®Wyldz™ + Lodp)
= Q[GQPZDWQ — efQPWW_g}dp ANdxt 4 [ePlpLy +e PLL {)dp Ndx™ . (J.25)

When calculating A A A it is convenient to introduce some shorthand notation in order to make the
calculation more transparent. We write A = Aydx™ + A_dx~ + Lodp for the connection A given by

(J.23)), that is
Ay = ePlpWy + e 2PWW_y — QW (J.26)

and
A_ = eplpL1 - efpﬁL_l + @W() . (J27)

Now we can evaluate A A A in terms of A, A_ and Ly;

ANA= (Apde™ + A_dx™ + Lodp) A (Aydxt + A_dx™ + Lodp)
=A A dxt Ndo™ + Ay Lode™ Adp+ A_Adx™ Ndx™
+ A_Lodx™ Ndp + LoA dp ANdx™ + LoA_dp A dx~
=[A, A Jde Adx™ + [Lo, Arldp Adxt + [Lo, A_]dp A dz™ (J.28)
To evaluate the commutators we need to use the commutation relations of the generators L; and W, see
Appendix By the use of these commutation relation, and we find
[Ay, A = [(e*IpWa + e 2PWW_5 — QWy), (e”lpLy — e PLL_1 + ®Wp)]
= e¥lplp[Wa, L1] — e’lpLIWa, L_1] + 2 Ip®[Wa, W] + e PWIip[W_o, L]
— e PWLIW o, L_1] + e 2PWO[W_o, Wy] — e Qlp[Wo, L1] + e PQL[Wy, L_4]
=2e’(IpQ — 20p LYW 4+ 2e7P(LQ — 2l pW)W_1 .
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In the same way we find that
[Lo, Ay] = =2(e*IpWy — e > WW_3) ,
and
[Lo,A_] = 7€plpL1 + eipﬁL_l .

Comparing the latter two commutation relations with (J.25) we see that (J.28) can be rewritten as
ANA=[Ay, A ]dz" ANdx~ — dA, so the equation of motion simply states that

dA+ ANA=[A A JdeT Ndx™ =0.
This directly implies that [A;, A_] =0, that is
26’0(po — 21D£)W1 + 2€_p(£Q - 2lPW)W,1 =0.

The coefficient of each generator must equal to zero in order for this equality to hold since the generators
are linearly independent. Therefore we find the following relations between the parameters;

1pQ =2pLl, LQ=2pW .

We restate these relations as
2Wip 2w

L 2 Ip
These are the restrictions of the parameters of and by the flatness condition on the connec-
tions. Note that we have not yet derived how the equation dA + A A A = 0 constrain the connections.
However, if one performs this calculation in an analogous manner one finds that this restricts the pa-
rameters exactly as the flatness condition on A did, i.e. by .

Having investigated the equations of motion for the connections A and A, given by and ,
respectivly, we now calculate the corresponding metric.

In the principal embedding of SL(2) into SL(3), the metric tensor is given by

Q=

(J.29)

1
v = §tr[e(#e,,)] , (J.30)

where the vielbein is defined as e, = e Jo + e#“bTab. The vielbein can be expressed in terms of the
connections A and A as

1 -
e =e,dat = i(A —A), (J.31)
(see (insert ref)). Using ([J.23) and (J.24)) for A and A we find

1
¢ = S([loWo + ¢ *PWW_y — QWolda™ + [e"lp Ly — ¢ PLL_y + ®Woldz™ + Lodp
— [€2PIpW _o 4+ e 2PWWy — QWoldz™ + [elpL_1 — e PLLy — ®Wyldx™ + Lodp)

= %[(62% — e W) (Wo — W_o) + (elp — e PL)(Ly + L_1)]dt + Lodp
+ %[(EQPZD + 6_2PW)(WQ + W_Q) — (eplp + e_p,C) (L1 — L_l) — 2(Q + (I))Wo]d(ﬁ . (J32)

At last, to calculate the metric tensor, or rather the spacetime interval ds? = Juvdxtdx”, we make use of
some trace relations for the generators L; and W, (see Appendix [E.5.2). We restate these trace relations
here for convenience. The only nonzero trace of a product of two generators L; and W; are

tI‘[LoLo] =2 5 tI‘[LlL_l] =—4
tI‘[WQWO] = g ; tr[WlVV_l] =—4 5 tr[WgW_g] =16. (J33)
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Using these trace relations and (J.32)) we calculate the metric;

ds* = %tr[eﬂ = é[fQ(eQ”lD — e 2PW) e [WoW o] + 2(ePlp — e PL)*tr[Ly L_1]]dt?

2200 + e WP R[WaW_o] — 2(ePlp + e PL)” + 4(Q + 2)*u[W]do?

— ool —

+ §tr[L(2)]dp

2 2
- _ 412[) e2r _ 672;)& 4 l% eP — e*Pé
lD lP

dt* + dp?

2 2
L 4
+laz (a2 XY g (e h e 2 4 2@+ 00| do?
Ip lp 3
Finally, by invoking the relations (J.29)), we arrive at
£2\? £\’
ds® = — l4l2D <e2” — 6_2”2> + l% (ep — e_p) dt? + dp?
13 lp
£2\? £\ 4
+ (43 (e2P + e2ﬂl2> +13 (e” + epl> +3(Q+ @)% do” . (J.34)
P P

We continue by imposing the trivial holonomy constraint to further restrict the parameters of our
black hole solution. This is done by solving (8.8). We restate these equations here for convinience:

1
det(as) =0, 55%[@3] =1, (J.35)
where a; is the part of a, given by (J.18)), proportional to dt. Since x* =t 4 ¢, we have
a; =IlpWo + WW_o —QWy+1pLy — LL_1 + W
To calculate the determinant of a; and the trace of a? we need to calculate the matrix representations

of a; and a? by using the matrix representations of the generators L; and W; given in Appendix m
Actually, we only need the diagonal elements of the matrix a? to calculate its trace. We find

2(@-Q) 2L 8W
a; = lp —3(®-Q) 2L , (J.36)
2lp Ip 3(@-0Q
and
3P — Q) +2lpL +16lpW - -
a? = — L(@-Q)2+4lpL (J.37)

— — 2P — Q) +2pL +16lpW
The determinant of a; is

8

det(a;) = ;(Q —®)3 + g(zpc —8IpW)(Q — @) + 16lp L%,

where we have used (J.29) to simplify the expression. The trace of af is simply the sum of the diagonal
elements of (J.37):
8
tr[a?] = g(Q — ®)? +8lpL +32pW .

We can now restate the trivial holonomy constraint (J.35)) as two algebraic equations:
4 3 2 9
27(62 —®)° + g(lp£ —8IpW)(Q —®) +4ipL: =0,

%BQ(Q — ®)* +48%(IpL+ 4lpW) . (3.38)
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Using (J.29) and solving the first of the above equations above for ) — ® (preferably by the aid of a

computer) we find

Q-3 = —6% , (7.39)

and hence (by (J.29))
Wip
d=8—7-. J.40
. (1.40)
Substituting (J.39) in the second equation of ([J.38)), we can solve for 32. After some algebraic manipu-

lations, we arrive at
2

L
B2 = m(161/\/2113 + .37t (J.41)

The trivial holonomy constraint is seen to restrict the parameters of the connection by (J.40) and

specifying the temperature potential 8 by (J.41)).
Next, we calculate the holonomy invariants around the spatial cycle given by

©o,4 = 2mdet(ag) ,  ©O1.4 = 2r’tr[a]] , (J.42)
and

O, 4 = 2mdet(ay) 0, 4 = 2r’tr[aj] (1.43)
where a4 and a, are the parts of ¢ and a proportional to d¢, respectively. It follows from (J.18) and

[19) that
ag = IpWo + WW_5 — (Q + )Wy —IlpLy +LL_4

and
ap = —IlpW_o = WWo+ (Q+ @)Wy —IpL_1+ LL .

Using the explicit matrix representations of the generators L; and W; given in Appendix [E5.2] we
evaluate the matrix representations of ag and ay:

-2(Q+®)  -2L W
ap = _lP %(Q + q)) 9 —2L y
2lp —lp —g(Q + D)

2(Q+2) 2lp —8Ip

ag = L -3(Q+9) , 2p . (J.44)
—2W L g(Q + D)
Calculating the determinant of these matrices and multiplying by 27, we find
32 16

Op.a =~ 5 = 27”(@ o)+ %(Q + ®)(IpL — SlpW) + 327 L21p (3.45)

Again, for the other holonomy invariants, it suffices to calculate only the diagonal elements of ai and
di since we are only interested in their traces. Doing so, and then summing these respective diagonal
elements and multiplying by 472, we find

4872
©14=0, 5= T”(Q + ®)2 + 1672(IpL + 4lpW) . (1.46)
Finally, we calculate the periodicity of the Euclidean time that assures regularity at the horizon.
By performing a Wick rotation, ¢ — itg, where tg is the Euclidean time, we express our black hole

metric (J.34) in Euclidean geometry:

2\ 2 2
4l,23 (eQ” — e_zplE2> + l% <e” - e_pli>
P

2

2 2
413, (ezp + ez”ﬁg) +1p (e” + ep£'> FoQ+ )y
2 Ip 3

ds® = dt3, + dp?

+ d¢?* . (1.47)
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We consider a Taylor expansion to second order of the metric near the horizon and determine the
periodicity of the Euclidean time that assures regularity at the horizon in this quadratic approximation.
We introduce a new radial coordinate

ep — eph,

ePh ’

which is zero at the horizon and in units of the radial distance of the horizon. It follows that

e’ =er(1+7r), dp =

and substituting this in the metric (J.47)) above, yields

2

£2\? £\ 1
2 — 4 2 2I)h 1 2 _ —2ph 1 -2 2 Ph 1 _ > Ph 1 —1 2 2
ds 5 (e (1+7r)—e 2" (1+r) l%) +1p (e (1+r)—e P (1+7r) lp) th+7(1+r)2dr
£\’ L\? 4
+ [413 (eQ”’L(l +r)t e (L4 )P ) +1p (e”'ﬂ(l +r) e (1) ) +3(Q+ @)% do” .
P P
(7.48)

The horizon is located at e» = \/% (see (8.13))). Using this and expanding near r = 0, neglecting terms
of cubic or higher order in r, yields

1

= dr?
(1+41r)2 "

ds? = 41 (2 (1+2r) = (1= 20))° + 1 (e (1 +7) — e (1 = 1))* | dt, +
+ {41% (2 (1 +2r) + €2 (1= 20)) + 13 (e (1 +7) + e (1 — 7)) + %(Q + @)2] d¢’

4
= [641%,err? + AlB e rr?] did; + Sdr® + [161%&% + AR + 2(Q+ <I>)2] d¢®

1
(I+7r)

4
= [64lpWV + 4l p L] rdt, + dr® + {161DW +dlpL+2(Q+ @)2} d¢?* | (J.49)

1
(1+7r)2
where we in the last step also used (J.29) to simplify the expression. To remove the conical singularity

at the horizon we must require ¢tz to be periodic with period

2T

VA pW +4lpL

This shows that the trivial holonomy constraint is consistent with a regular Euclidean horizon.

J.4.2 Calculations of a spin-3 black hole in a wormhole gauge
Our starting point here are the connections A and A of the form (J.17) with b = erro,
a = (Ll - l()L_l - ”U.)()W_Q)dZEJr + ([LWQ + OLL_l + /BW_Q - ’)/Wo)dﬁci ;

and
a = —(L_l —loL1 + U)QWQ)CZ.’L‘_ + (,LLW_Q —aly + Wy — ’}/Wo)d.’L‘+ .

Here ly, wo, p, o, B8 and 7 are parameters, L; and W; are the usual generators of SL(3) and the
coordinates are (t,p,¢) with 2% =t 4+ ¢. Using ([J.22) we can write

A= (e’Li—e PloL_1—e PwoW_o)da™ + (e* uWo+e Pal_1+e 2P BW_o—yWo)dx™ + Lodp , (J.50)
and
A= —(ePL_y—e PlgLy +e 2PwoWa)de™ + (e* uW_g — e Paly +e 2P Wy —yWo)dat — Lodp . (J.51)

The connections should satisfy the Chern-Simons equations of motion dA+ AA A = 0 (and the same
equation for A) in order to be a solution of our spin-3 gravity theory. We solve these equations for A
explicitly. The equations for A is solved analogously and the resulting restrictions on the parameters are
identical to those imposed by the equations of motion for A.
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We start by calculating the exterior derivative of A:
dA = (0ydt + 0,dp + Opdo) N A
= 0,dp N [(€’Ly — e PloL_y — e~ PwoW_s)dz™
+ (€2PuWy + e PaLl_y + e P BW_y — yWy)dz™ + Lodp]
= (ePLy + e PlgL_1 + 2~ 2PwoW_5)dp A dz™
+ (2e*PuWy — e Pal_y —2e 2P BW _o)dp Adx™ . (J.52)

To evaluate the second term A A A, we once again make use of the shorthand notation A = A, dz™ +
A_dz™ + Lodp so that we can write

ANA=[A;, A lde™ Ndx™ + [Lo, A{]ldp Adax™ + [Lo, A_]dp Adx™ |

just as we did in (J.28). Making use of the commutation relations of the generators L; and W; stated in
Appendix we find
[A4, A1] = 2(a — 8pwo) Lo + 2€”(2pulp — v)Wi + 277 (28 — loy)W-1 , (J.53)

and
[Lo, Ayldp A dxt + [Lo, A_]dp A dx™ = —dA (J.54)

with dA given by (J.52). Thus, the equations of motion reads
dA+ ANA=[A, A |det Ndx™ =0,

and for this equation to hold we must have [Ay, A_] = 0. The coefficient of each generator of (J.53]) must
then equal to zero. We can formulate this condition as a system of three equations in three unknowns
«, B and 7:

o — 8uwy =0
2ulyg —v =10
26 —loy

It is straightforward to solve this system to get

a = 8uwy
B = ul3 (3.55)
v = 2pulo

Substituting (J.55|) into our connections (J.56|) and (J.57) we get

A= (ele — e_ploL_l — 6_2prW_2)daﬁ+
+ (2P Wy + 8woe PL_y + 13e™*PW_o — 21gWo)dx™ + Lodp , (J.56)

and

A = 7(€pL_1 - eiploLl + 672pw0W2)d5L'7
+ M(@QPW_Q — 8w0€_pL1 + lg€_2pW2 — QZQWO)CZJ?+ — Lodp . (J57)
These connections are a proper solution of our spin-3 gravity theory, and we continue by calculating the

corresponding metric.
The vielbein is given in terms of the connections by (J.31)). Inserting our connections (J.56|) and

(J.57) in this formula yields
e=—-(A—-A)
1
= 5[(6” + (Spwo — lo)e ) (Ly + L_1) + (ue* + (wo — plg)e 2P (Wo — W_3)]dt + Lodp

+ = [(e” + (8pwo + 1o)e ) (L1 — L_1) — (ue® + (wo + pl2)e ) (Wy + W_o) + 4lowoldp , (J.58)

1
2
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and the spacetime interval is given in terms of this vielbein by ds? = %tr[ez]. Most of the terms of tr(e?)
vanishes since most products of two sl(3) matrices L; and W; are traceless. The only five non-zero traces
are given by (J.33)), and we find that

ds* = — ([e” + (8pwo — lo)e™*)* + 4[ue® + (wy — pld)e™?)%) dt* + dp*

1
+ ([e” T (8o + lo)e¥12 + A[ue® + (wo + pl2)e=2]2 + fzg) e . (7.59)
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Appendix K

Hamiltonian and Energy in
Chern-Simons Theory

In this section we give further evidence to why we can associate the constant M in the BTZ metric,
equation , with the energy of a black hole. We will do so by investigating the Hamiltonian of a
Chern-Simons Lagrangian. Our discussion will be based on a paper by M. Banados and I. Reyes where
a more detailed discussion can be found, see [48]. The Hamiltonian, H(q,q) (¢ denoting a generalized
coordinate), can be seen as the total energy of a system. It is related to the Lagrangian through a
Legendre transform:
L =piq" — H(q,9),
c

where p; = gqi is the conjugate momentum and ¢° our fields or generalized coordinates. We have also

used the notation ¢ = %q. The action will then take the following form

5= / Pr(pid — H(p.a) + N'a). (K.1)

The A® introduced here are Lagrange multipliers and ¢, are constraints. For the reader’s convenience
we restate the Chern-Simons action as

k 2
ch:—/tr[A/\dAJrfA/\A/\A].
47 3

Let us now try to manipulate the Chern-Simons action so that we may simply read off the Hamiltonian.
First we ”split” the connection according to A, = (Ag,A;) where i € (1,2). We start by manipulating
the first term
ANdA = (Aodt + Azdﬂl‘l) A d(Aodt + Ajdl‘j)
= Agdt A dAJdJ}J + Aldxi A dAgdt + Aldl‘l A dAjd.Z‘j
[ ——
0
= Eij (AO(@AJ — @Al) — AiAj)dSSC 5

where we have discarded a surface term as indicated. Proceeding with the second term and making the
trace explicit

2 2 , .
tI‘[gA NAN A] = g tI‘[AoAiAj — AiAoAj + AZAJAo]dt ANdz' A dx? (KQ)
= % tr[2A0AZ—Aj - AOAJAZ]dt AN dil A dxj (K?))
=2 tI"[AQAj,Aj]dt A d$l A d.Z‘j (K4)
= 2€ij tI‘[AoAZA]]ddI . (K5)

Notice that the relative minus sign in the first step is due to the wedge product. We use the cyclicity of
the trace in the second step and in the third step we once again make use of the anti-symmetry of the
wedge product. If we now use the trick of writing A;A4; = %[Ai,Aj], remember that A is matrix-valued,
we find

tI‘[A ANdA + ANAN A] == Eij tI‘[(Ao(aZAJ - @Az + [Az;Aj]) - A,LAj]dgl‘ (K6)
= Eij tI‘[A()FZ'j — AlAJ}d?){E
1 y .
- 577“”6” (AGF) — AAj)dPx . (K.8)
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In the last step we used, as introduced in the previous section that tr[4; A;] = tr[A7S*AS?] = Fnb A2 AD,
The Chern-Simons action thus takes the following form

Scs = — /d‘sze Nab| A“iAbj JrAaoFbij} . (K.9)

Comparing with we may now identify A3 = A% as a Lagrange multiplier with a constraint ¢* =
F;} = 0. We also notice that we have H = 0, does this mean that we have zero energy? No, the
answer is that our action is incomplete, we are missing a boundary term. Remember that the e.o.m
for a Chern-Simons theory is F = 0. We must now check that our action truly is stationary when we
satisfy our e.o.m. To derive our equations of motion we vary the action with respect to all connections
(independently) and find

6Scs = — / dP e g (6 AL AL — AY dth + JALFY; + ALSFY;)

. . d
3 a Ab a b a b a b
= /d €94, (—6AS A+ AJSAT + SAGF” i + AGoF”i; + dt(Ai(sAj)) (K.10)
—_———

0
— / AP nay (2AL5 AL + SAGF ;5 + AGOF";;) .
We can modify the term €/ AgéF}} into a more convenient form.
€T AGSFY, = € AL (aiaAj - ajaAZ-) — 2617 ALD6A; = 27 (ai(AgaAj) - 5Ajai(,40)) :
and thus we can see that
€1(240540 + AGOFY) = 267 (0,(AG3A;) + Fio4; ) .
Using this we may restate as

0Scs :/e.o.er;/d?’xeijaitr[AoéAj} .
7

oFE

This term spoils our theory since our equation of motions will not be stationary points of the action.
Fortunately we can easily deal with this problem by redefining our original H according to H' = H + E.
The action is thus written as

Scs = % /d?’xeij tr[fAZ—Aj + AoFij] —F.

The reason for this negative sign can be seen to arise naturally from . With this modification our
action is well defined. The name FE is certainly no coincidence. Since the old Hamiltonian simply was
a constraint € tr[AoF;;] we will interpret this new term as the energy. Before we proceed we also note
that the expression for § E may be simplified if we use Stoke’s theorem, then

7

O0F = i /d3aﬁ6”8 tr[AgdA;] /dt/ dptr[AgdAy) ,
4 p—>00

where p is a radial variable and ¢ is an angular variable.
Let us now turn to the specific case of the BTZ black hole. For the BTZ black hole we have the
connections

A= (ele — 6_p£L_1)(dt + d¢) + Lodp,
A= (—e’L_1+ Le PLy)(dt —dp) — Lodp ,

as introduced in the chapter on higher spin[7] In order to evaluate our boundary term and the energy we
would like to find a way of relating Ay andAy when » — co. It is easy to see that we have Ay, = Ay and
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qu = —Ay. We call this a chiral symmetry. Using this fact we may rewrite the variation of the energy

term according to
k k A
- AgSAy] = 6 i
SE 47T/dt/r_md¢tr[ 06 Ay)] 647r/dt/r_>ood¢tr[ 5 } ,

and we can see that
E[A K dt dot Ai
[ ]_E/ /Hoo ou |5

The trace can be evaluated using the explicit matrix representation for L; and L_; found in appendix

[E52 The result is
1 1
3 tr[Ai] = Etr[(ele —Le L 1)’ =4L ,
1 2 1 _
itr[f%] = itf[(e’JL—l —Le PLy)’] =4L .

There is an analogous expression for A, the only difference is a sign. It is now time to evaluate the energy
of our BTZ black hole. It is important to remember that our action, as described in the previous section,
is the difference between two Chern-Simons actions. The trace can be evaluated using the explicit matrix
representation for Ly and L_; found in appendix [E-5.2} So our total energy is

E:E[A]—E[Z]:%/dt/r%om(tr [gﬂ Ftr [/g”D - %/dtﬁmk£7

It is possible to evaluate the integral by going to Euclidean time, but we will be satisfied with the
knowledge that it must be proportional to kL. We can now see that the energy depends on kL and since
k is proportional to é it is natural to assume that £ o« GM where M is the mass of the BTZ black
hole.
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