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Abstract

Oxides based on the perovskite structure exhibit a surprisingly large diversity in
materials properties and are found in many different applications, several related to
clean energy technologies, such as solar cells, batteries and fuel cells. Many proper-
ties in materials are the result of lattice imperfections, commonly denoted defects,
and much effort is devoted to fine tuning materials properties through controlling
the defects therein. Therefore, a thorough understanding of defect properties on
a microscopic scale is desirable, and first-principles calculations have proven an
invaluable tool in complementing experimental observations. In the present thesis
density functional theory (DFT) calculations have been employed to describe two
types of hydrogen point defects in perovskite oxides with the aim of deepening the
understanding as well as to develop tools for modelling and characterising point
defects. In paper I a strain tensor formalism for describing the anisotropic volume
expansion of a point defect is developed. The formalism is successfully applied
to the proton forming a hydroxide ion and the oxygen vacancy in acceptor-doped
barium zirconate. It is inferred that both the hydroxide ion and the oxygen va-
cancy are smaller than the oxygen host ion, but that the difference in size causes
an expansion in hydration which could lead to micro-cracking of the material. In
paper II the substitutional hydride ion on an oxygen site in barium titanate is
investigated. For this oxyhydride material two possible electronic states are per-
missible leading to different conductive properties; on the one hand the delocalised
band-state as predicted by band theory and on the other hand a polaron state, in
which an electron localises on one of the titanium ions next to the hydride ion, the
description of which requires beyond DFT-methods. The two electronic states are
investigated through their influence on the hydrogen vibrations, using both theo-
retical methods and inelastic neutron scattering measurements, and through their
different volume expansion. The conclusion that the electronic state is predom-
inantly band-like is confirmed both through the vibrational characterisation and
the strain tensor formalism. The thesis reiterates the usefulness of first-principles
calculations in assisting interpretation of experimental data.

Keywords: BaZrOs, BaTiOs3, point defects, proton conductor, chemical expansion,
oxyhydride, polaron, phonon, density functional theory
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Introduction

When we talk colloquially about defects the implication is often of a negative
property or even detrimental flaw. And indeed, defects change the properties of the
host material and can lead to unwanted effects if not properly controlled. However,
when properly controlled, defects are the material engineer’s way of tuning material
properties into desired ditos. The semi-conductor industry, for example, relies
heavily on such manipulation of the material through point-defects.

Defects come in such variety that the possibilities seem endless. While the num-
ber of elements in the periodic table is limited already the number of combinations
containing two elements is large. The number of possible configurations by intro-
ducing just one point defect is even larger. In addition to which element is chosen,
the defect can be placed in many different sites and be in different charge states,
leading to different material properties. Therefore, a thorough understanding of
point defects on a microscopic scale is crucial to the understanding of material
properties.

Owing to its intrinsic zero dimensional nature, a point defect, or any single
atom, is difficult to observe experimentally and much of the knowledge about point
defects is inferred by implicit methods. The still relatively recent development of
first principle methods, such as the density functional theory, has therefore proved
an invaluable tool in modelling the microscopic origin of macroscopic phenomena.

Hydrogen as a point defect is found in many applications, e.g., in proton conduct-
ing ceramics such as the perovskite BaZrOj [1]. In order to improve the proton
conduction a thorough understanding of the diffusion mechanisms is important.
However, in the pursuit of knowledge and understanding it is desirable to broaden
the perspective also to other types of hydrogen defects which may lead to new
insights and new perspectives.

The aim with the present thesis is to deepen the understanding of hydrogen




Chapter 1. Introduction

point defects in perovskite oxides as well as to develop tools for modelling and
characterising point defects.



The perovskite structure

Perovskite is a mineral named after the Russian mineralogist Count Lev Perovski
[2]. Perovskite has a very distinctive crystal structure and although the perovskite
mineral is composed of calcium titanate (CaTiO3) its crystal structure is shared by
many other compounds. Other materials exhibiting perovskite structure are often,
although somewhat incorrectly, called perovskites. We will adopt this terminology
of calling a material exhibiting the perovskite structure a perovskite.

Perovskites are rather extensively studied due to the abundance of properties
exhibited by different perovskites in combination with their rather simple crystal
structure. Bhalla et al. [3] even claim it is “the single most versatile ceramic
host”. Among the properties exhibited by perovskites are high dielectric constant
[4], ferro- and anti-ferro-electricity [5], piezoelectricity [6], magnetoresistance [7,8],
thermoelectricity [9], superconductivity [10, 11], oxygen ion conduction [12] and
last but not least proton conductivity [1].

2.1 Ideal crystal structure

A perovskite is an ABO3 compound, where A and B are cations whose formal
charge sum is +6 and the O is the —2 charge anion.! This makes the perovskite
as a whole charge balanced. Due to the limited restriction on the valency of the A
and B atoms, the charge sum of +6 may be either 1+5, 24+4 or 3+3, there is an
abundance of perovskites [2,13]. Many more structures can also be constructed by
alloying on the A or B site. The ’ideal’ perovskite structure, shown in Figure 2.1a,
is simple cubic with the A atoms in the corners (0,0,0), B atoms in the body centre

1Other species are possible in stead of oxygen, such as F, N or H. These can also be referred
to as perovskites, but we will limit the discussion to oxides.
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Figure 2.1: (a) The cubic crystal structure of the ideal perovskite with symmetry
Pm3m together with its octahedron dual. The A atoms are marked green, the B
atoms blue and oxygen red. (b) The Brillouin zone of the cubic perovskite.

(Yo, ¥, %) and oxygen on the faces, (%,%,0). The A atoms are shared between
eight unit cells to a total of one A-atom per unit cell. Similarly the oxygen atoms
are shared between two cells which yields a total of 3 oxygen per unit cell.

A very important aspect of a crystal is its reciprocal cell. The reciprocal cell is
the Fourier transform of the (primitive) unit cell of the real space crystal lattice. It
is a convenient mathematical construction in which both electronic and vibrational
properties of a crystal can be calculated and visualised. The reciprocal unit cell,
also known as the Brillouin zone, of a simple cubic lattice, such as the perovskite
structure, is also simple cubic and shown in Figure 2.1b. Due to the symmetries
of the cube it is customary to specify the properties only at certain points, the
high symmetry points, and along the lines connecting them. In Figure 2.1b the
high symmetry points I', X, M and R corresponding to the points (0,0,0), (0,0,%),
(0,%, %) and (Y, /2, J2) are shown.

2.2 Distorted crystal structures

Very few perovskites exhibit the ideal cubic structure [2,13]. In fact, not even
CaTiOg, the perovskite mineral itself, is truly cubic. Since most perovskites are
considered to be ionic, the ions building up the crystal can to a first approximation
be regarded as hard spheres with ionic radii R. For such a model, the lattice

4
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constant as measured along the B-O-B axis equals a = 2R + 2Ro or if measured

along the face diagonal v/2a = 2Rg + 2Ro. Due to the differences in ionic radii in

real materials these two measurements lead to different lattice constant, and the

discrepancy is accommodated for in the tolerance factor or Goldschmidt ratio [14].
Ra + Ro

t= V2 (Ro + Ro) (2.1)

A tolerance factor close to unity is assumed to favour the ideal cubic perovskite
structure.

With the ionic radii defined by Shannon [15] the tolerance factor is 1.002 for
SrTiO3, which is indeed cubic at room temperature [16]. So is BaZrOs, which
is studied in Paper I, with a tolerance factor of 1.004. A tolerance factor in
the interval 0.9 < t < 1 often implies cubic structure [13] but a tolerance factor
lower than unity will in general favour distortions into structures of lower symme-
try. For example, although CaTiO3 has a tolerance factor of 0.97, which is near
unity, CaTiOs is orthorhombic at room temperature. Tolerance factors larger than
unity also cause distortions, generally towards hexagonal close-packed structure [2].
BaTiOg3, which is the material investigated in Paper II, has a tolerance factor of
1.06 and is not cubic at room temperature, but has a different kind of distortion
into tetragonal symmetry and it is not until at a temperature of 120°C that BaTiO3
becomes cubic.

Although the tolerance factor may serve as a first guide to the crystal structure
of a perovskite it is but a rough estimate. Even SrTiOjs, which is cubic at room
temperature and has a tolerance factor close to 1 undergoes a phase transition
when cooled.

2.3 Tilts and instabilities

A tilt consists of a rotation of the inscribed BOg octahedron about the pseudo-
cubic axes. The octahedron, illustrated in Figure 2.1a, is regarded as rigid and
a rotation leaves the B-atom centred in the cage, but does not disrupt its corner
sharing connectivity.

The tilts can be designated according to Glazer [17,18] by the rotations along the
three Cartesian coordinates axes, which coincide with the basis vectors. General,
unequal, rotations about the axes x, y and z are denoted by a, b and ¢ with a
superscript + indicating tilts in successive layers in the same direction, i.e. in-
phase rotation, and — in opposite directions, i.e. out-of-phase rotation. A zero
superscript indicates no rotation. Thus a rotation a™btc*t indicates three unequal
rotations about the axes x, y and z, with the octahedra along the axes tilted the
same way. The R-point instability exhibited by SrTiOjz (cf. Section 6.2.6) is a
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aa’c™ tilt indicating a rotation about the z-axis with successive layers in opposite

directions. This is illustrated in Figure 2.2b. In order to leave the oxygen octahedra
rigid the lattice constants must change during a tilt, and for the rotation around
the z-axis the lattice constant in the x and y direction decrease by an equal amount
leading to a tetragonal I4/mem symmetry.

The distortion in BaTiOg differs from the octahedral tilting mentioned above in-
sofar as that the A and B-cations are displaced relative to the polyhedral centres of
coordination. This causes a permanent electric dipole moment, which is the cause
of the ferroelectricity exhibited by BaTiO3. There are three possible directions for
the B-cation displacement; along the [100] direction, the [110] direction and the
[111] direction. These displacements cause distortions into crystals of tetragonal,
orthorhombic and rhombohedral symmetry, respectively. BaTiO3 is important be-
cause it exhibits all these three phases and is therefore sometimes considered as
the prototypical ferroelectric [19]. The tilt exhibited by SrTiOjz also carries a lo-
cal dipole moment which is out-of-phase from one unit cell to the next. SrTiOj
therefore exhibits anti-ferroelectricity.

It is important to understand tilts and structural phase transitions in perovskites.
Calculations are generally performed at zero kelvin. If the investigated phase is
stable only at elevated temperatures, such as the cubic phase of BaTiOg, a slight
perturbation of the stoichiometry might induce not only a point defect but also a
structural phase transition. To be able to identify a structural phase transition and
prevent or remove unwanted structural transitions in a defect calculation is crucial
for obtaining correct formation energies.

2.4 Point defects

In addition to the structural instabilities discussed above, all real materials con-
tain defects, including point defects such as vacancies and interstitials, line defects
such as dislocations and plane defects such as grain boundaries. In this thesis
the focus is on three types of point defects; interstitials, vacancies and substitu-
tional defects. These are illustrated schematically in Figure 2.3. A point defect
is a non-stoichiometric perturbation of the ideal lattice which may or may not be
electrically charged. Point defects cause an increase of the configurational entropy
contribution to the free energy at non-zero temperatures and will therefore always
be present. Materials can also be prepared in such a way as to increase the number
of defects. This is referred to as doping and is performed, e.g. to make BaZrOs;
proton conducting.

By substituting a tetravalent zirconium ion with a trivalent ion, such as yttrium,
a substitutional defect is created. In Kroger-Vink notation, which is often used in
defect chemistry, this is written as Y7, , where Y denotes yttrium and the subscript

6
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Figure 2.2: (a) The ferroelectric distortion of BaTiOj into the tetragonal P4mm
and (b) the a’a’c™ anti-ferroelectric distortion of the SrTiO3 into the tetragonal
I4/mem crystal structure.

Zr indicates the host site. While zirconium donates four electrons to the lattice
making the zirconium ion charged 44, yttrium donates only three and the yttrium
ion is charged +3. Since the defect charge is given relative to the original site in
Kroger-Vink notation the apostrophe indicates a defect charge of —1.

A wvacancy is formed by removal of an atom, e.g. an oxygen atom. Since the oxy-
gen ion has a charged of —2 the defect left behind after removal of an oxygen atom
will be vo*® in Kroger-Vink notation, where v indicates a vacancy?, the subscript
O indicates the oxygen host site and the defect charge of 42 is denoted by two dots.
Thus the combination of e.g., two yttrium substitutional defects and one oxygen
vacancy makes the material charge neutral. Alloying with substitutional defects
in this manner is usually referred to as acceptor doping due to the similarities to
semiconductor doping.

An interstitial is an ion situated between ideal lattice sites. An interstitial can
be of any type, including those already found in the host, and is denoted by an
index i. A proton (H") interstitial would for example be denoted H;*, where the
dot denotes the positive charge of the proton. The proton studied in Paper I
however, is so closely bound to the nearest neighbour oxygen that the notation
(OH)o* is more appropriate.

2Vacancies are often denoted with an upper-case V. Here we adhere to the convention of using
lower-case to avoid confusion with a substitutional vanadium. Similarly a lower-case i is used to
denote the interstitial.
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Figure 2.3: Schematic illustration of (a) a substitutional defect (b) a vacancy and
(c) an interstitial.

It is often necessary to include a non-defect site in chemical reaction formulas.
The notation for an ideal site is written O, which is an oxygen on an oxygen site
with neutral charge.

2.5 Hydration

In Paper I the hydration of a BaZrOjs is studied. Although a small number
of vacancies can be present also in undoped BaZrOsz a higher concentration of
vacancies is made possible by the presence of acceptor doping, such as yttrium in
BaZrO3. During hydration an oxygen vacancy is filled and two hydroxide ions are
formed.

HQO(g) + VO“ + OOX — Q(OH)O. (22)

The hydrogen atom is rather loosely bound to the oxygen and is mobile in the
shape of a positively charged proton, making the material proton conducting.

In analogy with the ionic radii of atoms, the vacancy is often described in terms
of an ionic radius. This is intrinsically difficult and the modelling of a vacancy as
a hard sphere is problematic as the vacancy should rather be modelled as the lack
of one. Similarly, the proton can be given an ionic radius. Usually, the radius is
not assigned to the proton itself, but to the hydroxide ion. The difference in ionic
radius between the vacancy and the hydroxide ion causes a chemical expansion in
the lattice when the material is hydrated [20].

The chemical expansion during hydration is a serious problem in applications
with mechanical stress and fatigue that can cause micro cracking and deteriora-
tion of the material. Therefore, chemical expansion has been investigated, both

8



2.6. The oxyhydride barium titanate

experimentally [21-23] and theoretically [24-28]. Despite the efforts to understand
chemical expansion and thus the size difference between the vacancy and the pro-
ton, the size of the vacancy has been debated. The size of the oxygen vacancy is
addressed in Paper I.

2.6 The oxyhydride barium titanate

Having studied the hydrogen in the state of a positively charged proton, the ques-
tion naturally arises whether hydrogen can exist in other charged states in per-
ovskites, such as the negatively charged hydride ion, H™ [29,30]. It turns out
that negatively charged hydride ions do exist in, e.g., oxyhydride phases, where
a hydride ion is substituted on an oxygen site, Hg). Oxyhydrides are rather rare
in nature and until recently the layered perovskite structured LaSrCoO3zHg; and
SrCo204.33Hg 84 were the only reported transition metal oxides exhibiting higher
than defect level amounts [31,32]. The discovery of the oxyhydride perovskites
(Ca,Sr,Ba)TiO;_,H, was therefore rather unexpected [33,34]. Among these BTO
exhibits the highest amounts of hydrogen, up to = < 0.6.

The formation energy of a substitutional hydride ion is large and positive which
implies that oxyhydride BTO is not thermodynamically stable and can form only
under strongly reducing conditions provided by, e.g., CaHy. Nevertheless, it is
kinetically stable in air (up to 200°C) and under inert conditions up to 450°C,
above which hydrogen gas is released [33]. The lattice constant increases slightly
compared to the pristine lattice constant, and a phase transformation occurs from
tetragonal to cubic. The substitutional hydride thus stabilises the cubic phase.
In addition, oxyhydride BTO is a dark blue-black material, in contrast to white
pristine BTO. The origin of the blue colour is not fully understood yet.

The substitutional hydrogen is stable only in the positive charge state (Hg) over
the entire range of fermi levels within the bandgap [35,36]. The formation reaction
is thus

%Hz + Oé — %OQ + H:) + e' (23)

Therefore, it acts as a shallow donor contributing to n-type conductivity in the
initially empty Ti 3d band. Conductivity measurements confirm that BaTiO;_,H,
is electrically conducting [33,37]. However, while SrTiO;_,H, exhibits metallic-
like conductivity over the whole concentration range, BaTiO3_,H, exhibits semi-
conductor-like conductivity at lower concentrations. At x = 0.14 the conductivity
in epitaxial thin films is semiconductor-like for all temperatures, at x = 0.24 a
semiconductor to metal transition occurs at 200 K, and at higher concentrations
the conductivity is metallic for all temperatures [37]. This semiconductor-like con-
ductivity has been attributed to the presence of small electron polarons forming a
localised defect level in the bandgap [36].
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2.7 Polaron as a quasi-particle

A band-state electron (or hole), i.e. an electron inside an allowed energy band,
e.g., the conduction band, moves freely in the crystal with an effective mass, m*,
which differs from the electron mass in vacuum m, [38,39]. However, band theory
follows from solving the electronic Hamiltonian in an assumed rigid lattice. In
real materials the ions are mobile and at least in an ionic material an electron
can polarise the lattice in its neighbourhood and localise. The combination of a
localised, self-trapped electron with its accompanying lattice distortions can be
treated as a quasi-particle called polaron [40-42].

If the extent of the polaron is large compared to the lattice spacing, the polaron
is called large or Frohlich polaron [40]. In this long wavelength limit the solid is
treated in a continuum approximation in the adiabatic limit and the polaron moves
around in the lattice with an increased effective mass compared to a bandstate
electron.

A polaron with a radius for the lattice distortion of the order of the lattice
spacing is called a small polaron. Hence, the charge carrier is often localised to
a single atomic site. Figure 2.4 shows an example of a small polaron where the
charge is localised almost entirely to one atom. Because of the short range of the
small polarons the Frohlich continuum theory is not applicable. Small polarons
are on the other hand accessible through ab initio calculations. The small polaron
can be described similar to a substitutional point defect and diffuses through the
material through hopping between lattice sites [39)].

The formation of a polaron from a delocalised bandstate electron is associated
with an energy cost for the polarisation of the lattice. The energy gain by localising
the electron must therefore be larger than the energy cost of the lattice polarisation
to promote the the formation of a polaron. Figure 2.5 shows a schematic illustration
of the energy as a function of lattice distortion. The formation energy E.,; is defined
as the total energy difference between the relaxed polaronic and delocalised states,
and is a combination of the strain energy required to distort the lattice Eg and the
electronic energy gained by localising the electron in the distorted lattice, Ey.

In some cases the strain energy is too large compared to the electronic energy gain
for the polaron to be favourable. Under such circumstances self-trapped electron
polarons will not form. This is believed to be the case in pristine BaTiO3 [36]. A
polaron can still form if strain can be induced by other means, e.g. by a charged
point defect which attracts the polaron. The strain induced by the point defect
lowers the strain energy required to form the polaron and a bound polaron is created.

Small self trapped electron polarons have been described in rutile TiO5 (although
not in anatase) both theoretically [43-46] and experimentally [46-48]. The simi-
larities between the electronic structure of BaTiO3 and TiO, near the band edge
suggests that the electronic properties should be similar, and that the difference

10
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lies in the polarisability.

Bound polarons on the other hand have been discussed in BTO in connection
with n-type doping such as Nb™> substitution and oxygen vacancies [49,50]. Tt is
therefore plausible to assume that bound polarons could exist on the titanium ion
in oxyhydride BTO where the natural associate defect site is the n-type H{ defect
[36].

Detection of polarons has proven a challenging task, both experimentally and
theoretically. Due to the very short range of the lattice distortion, polarons cannot
be seen from X-ray diffraction. Also the theoretical modelling of polarons in oxides
has proven challenging. Density Functional Theory (cf. Section 5) with local and
semi-local xc-functionals suffers from the well known self-interaction error which
favours delocalisation of the electron and thus cannot properly describe charge
localisation such as polarons. In Paper II we describe a method for polarons in
ab initio calculations and how to characterise the bandstate from the polaron state
using inelastic neutron scattering.

11
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Figure 2.4: The polaron state of the oxyhydride phase of BaTiO;_,H, with a
substitutional hydrogen on an oxygen site.

<

E. £
elo\q).
Q

Energy (arb. units)

Generalised coordinate
(lattice distortion)

Figure 2.5: Schematic illustration showing the polaronic (E,), lattice strain (Ey),

and electronic (FE,) energies as a function of lattice distortion for the delocalised
bandstate and the localised polaron state
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Energy of point defect formation

The formation of a point defect can be regarded as a chemical reaction which, at
constant pressure, p, and temperature, T', proceeds in the direction that lowers the
Gibbs free energy defined as

G=U+pV-TS=H-TS (3.1)

where U is the internal energy, V the volume and S is the entropy. H is the
enthalpy, defined as H = U + pV'.

If we consider the formation of n independent defects the change in free energy
can be written as

AG = nAfG — TAfSCOHf (32)
where A ¢Scons is the configurational entropy, the part of the entropy change associ-

ated with randomly distributing n defect in the material. A;G, the formation free
energy for a single defect, can be written as

AfG = AfU —|—pAfV - TAfS (33)

and is independent of the number of defects.

3.1 Formation energy
The formation free energy, A;G, can be separated into different contributions of

chemical bonding and vibrational character [51]. The largest contribution is the
formation energy, A;FE, responsible for chemical bonding. The defect formation

13
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energy for a defect X in charge state ¢ is defined as [52, 53]

AGE (X9 = Eyoq [X9) — Eyoq [bulk] + E¢

corr

= Anifi; + g (20 + pre + Do) (3:4)

where Fio [X9] is the total energy at zero kelvin from a supercell calculation includ-
ing the defect and Ey [bulk] is the reference energy of the pristine material. EZ
is the energy correction which compensates for the spurious electrostatic interac-
tion between charged defects in the supercell approach. There are several different
correction schemes. Paper 11 makes use of the modified Makov-Payne correction

scheme of Lany and Zunger [54]

2 Mq?
AEﬂcorr - 528_[/’ (35)
where M is the Madelung constant, ¢ is the charge, € is the dielectric constant
and L is the linear dimension of the supercell. The integer An; is the number
of atoms of type i that have been added (An; > 0) or removed (An; < 0) from
the supercell in creating the defect, and fi; is the corresponding chemical potential.
The chemical potential fi; is the reference energy of the reservoir with which the
atoms are exchanged. If the reservoir is a gaseous phase the chemical potential can
be computed from the expressions for a classical ideal gas. The electron chemical
potential, ., is often called the Fermi energy and is customarily given relative
to the valence band maximum, ¢,. The additional term Awv, is used for properly
aligning the electrostatic potentials of the bulk and the defect containing supercells

[55,56].

3.2 Chemical potentials for the gas phases

In a first approximation the chemical potentials for the gas phases fz; can be taken as
the total energies from electronic structure calculations similar to Eio [X?]. This
is marked by a bar in Equation (3.4) and would correspond to the free energy
at zero kelvin, neglecting zero point effects. At finite temperatures the pressure
dependence for the gas phases can be assumed to follow classical ideal gas behaviour.
The chemical potential for a mono atomic gas can then be written as

n%
pi(pi, T) = fi; + kgT'In (%3762) (3.6)

where kg is Boltzmann’s constant, p; is the partial pressure and Vg = (27h?/mkgT)>/?
is the quantum volume [53]. For molecules involving more than one atom additional
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3.3. Vibrational free energy for the solid phases

terms containing vibrational and rotational degrees of freedom must also be taken
into account.

The vibrational contribution contains a temperature independent part, the zero
point energy, £2¥, which can be separated from the temperature dependent part.
If the zero-point energy is computed within the harmonic approximation the zero
point energy is e2¥ = Y . Twy /2, where wy, are the molecular vibrational frequencies.
These frequencies can be obtained from tables [57] or computed with ab initio
methods as described in Section 6.

The temperature dependence can be obtained by computing the full partition
function, which is illustrated for the vibrational degrees of freedom in Section 3.3,
but can also been taken, relative to the reference pressure p°, from thermodynamic
tables [58] if shifted such that hA$(0) = 0. The full pressure and temperature
dependence of the chemical potential for the gas phases can, under the assumption
of ideal gas behaviour, be written as

wipesT) = s + &% 4 h(T) — Ts2(T) + kyT'ln (ﬁ—) (3.7)

3.3 Vibrational free energy for the solid phases

Atoms in solids vibrate at characteristic frequencies related to the strength of the
bond between the atoms which counter the displacement away from the equilibrium
positions. In the harmonic approximation the restoring force follows Hooke’s law
and the potential is approximated to second order. Vibrations contribute to the free
energy of the system and can be regarded as a correction to the formation energy
in Equation (3.4). These contributions apply not only at finite temperature but,
due to quantum mechanical effect, also at zero kelvin. Historically the vibrational
contributions have often been neglected, partly due to the computational effort
required [53].
The quantum mechanical energy for a harmonic oscillator is the given by

E, = (n + %) Fuw; (3.8)

wheren = 0,1,2...is the quantum number, and w; is the vibrational frequency. For
a collection of independent harmonic oscillators with frequencies w; the partition
function is given by (with 8 = (kgT)™!)

(9] on, efﬁfwi/2
ZVIb:HZZ:HZG m:Hm (39)

i n=0 7
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Chapter 3. Energy of point defect formation

The internal energy and the entropy can be obtained as derivatives of the partition
function

Pab = _%O“ ZV“’) B Z@, < > " m) (3.10)
0 ﬁhwl _ )
Sun = g7 (ke T In Zun) = ks 3 (egm—_l ~In(l1-e 5’“‘”)) (3.11)

)

The vibrational motion thus contributes both to the internal energy and the en-
tropy.

3.3.1 Effect of constant pressure vs constant volume

Many defect calculations are performed at a constant volume under the assumption
that the formation volume A,V in equation (3.3) in a solid is negligible. While
this is true in general, the formation volume also affects other quantities indirectly,
e.g. the relaxations around a point defect can cause significant changes to the
vibrational properties and thus the formation entropy [59].

Although it is possible to compute the formation entropy directly through full
vibrational calculations of the respective constant pressure systems, the constant
(zero) pressure properties can be derived from the constant volume equivalent. The
vibrational entropy at constant pressure can for example be written as [59-61]

. | v
ApS (p = 0) = Ay S (Vo) + / (8—5> av (3.12)
Vo(T) oV T

Assuming that the integrand in the dilute limit only depends on the bulk properties
it can be rewritten using the Maxwell relations [61,62]

oS oP oP 1 [/oV
(), = (), = (5v),v (5r), =toer 010
where ap and 7 are the isobaric thermal expansion and isothermal bulk modulus
respectively and can be obtained from tables or, in the spirit of first principle,
be computed from a series of phonon calculations at different volumes, i.e. the
quasi-harmonic approximation [63,64]. Assuming that ay and fSr are constant

and unaffected by the defect formation the defect formation entropy at constant
pressure for the defect X can be written as

ArS™ X (p=0) = ArSY™ (Vo) [X] + av BrAsV [X] (3.14)
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3.4. Configurational entropy

3.4 Configurational entropy

While the formation energy must be positive for the material to be stable the
configurational entropy must be large enough to lower the free energy to a negative
value to enable defect formation. Without the configurational entropy there would
be no defect chemistry.

Unfortunately, the configurational entropy is by nature extremely difficult to cal-
culate since each configuration has a probability of the respective Boltzmann factor.
This means that the energy of every possible configuration must be computed in
some way to give the probability of this configuration and thus the entropy. This
can be done with cluster expansion in combination with Monte Carlo simulations
and the Metropolis algorithm. However, since defect formation energies are often
calculated in the dilute limit, i.e. in the limit where individual defects can be as-
sumed to be independent of each other, it is possible to resort to a simpler first
approximation to the configurational entropy, the ideal solution where all configu-
rations have the same probability.

For n defects distributed on N sites with a degeneracy factor m accounting for
the internal degrees of freedom of the point defect, the number of microstates is

N-m(N—-1)---m(N — 1 N
- MmN -m( ) -m(N—n+ >:m”< ) (3.15)
n n
and the entropy can be written with the use of Stirling’s approximation as
S:kBan%nlnm—l—NlnN_n—nlnNTin (3.16)

Since 2 > 1 and T are always positive, the configurational formation entropy
contribution to the free energy is always negative, thus favouring defect formation.

In the dilute limit the total free energy change AG is a function of the number
of defects n only through the configurational entropy and can now be written as in
Equation (3.2), restated here for convenience

AG = nA;G — TS (n) (3.2)

An equilibrium is obtained when the derivative with respect to the number of
defects is zero. The equilibrium condition then reads

oG _ 0
on  On
n

= AG + kT (lnN

—n

AG

B 1nm> . (3.17)
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Chapter 3. Energy of point defect formation

It is convenient to introduce the defect concentration x = n/N. The equilibrium
concentration is then given by

qu — 7AfG/kBT 3 18
1= 2e me (3.18)

If one of the constituent elements is exchanged with a gas phase the pressure
dependence can be written out explicitly using Equation (3.7) and the equilibrium
concentration is given by

Tea g (B emasCeshsT (3.19)
1 — 2eq p°

where A;G° is the formation free energy at the reference pressure p°.

18



Chemical expansion

While the formation volume contribution to the formation free energy is negligible,
the formation volume is significant when it comes to chemical expansion. As already
mentioned in Section 2.5 the formation volume induces strain in the material upon
defect formation. In a material where the composition changes constantly, such
as in a proton conducting fuel cell membrane where the material is constantly
hydrated and de-hydrated, this is particularly important. Chemical expansion is
often measured as a unit cell volume change per defect, or per water molecule. This
works well in (pseudo) cubic material where the strain can be considered isotropic,
but does not capture the anisotropy or shear that a single defect may induce. To
model this we have expressed the chemical expansion it terms of defect induced
strain tensor in Paper I. Although it turned out that the strain tensors indeed
were diagonal Paper 1 is written with just such a general case in mind.

4.1 A thermodynamics view on strain
Let us consider the crystal volume, V = V(T P, {zx}), to depend on the tempera-
ture, pressure and defect concentration of species k. In analogy with the thermal

expansion coefficient and the bulk modulus mentioned above we now define the
chemical expansion coefficient as [20]

1 [0V
- (2 41
6k V (axk)P,T,wkqéwk ( )

In order to generalise the scalar chemical expansion coefficient to three dimensions,
we first note that the volume expansion of a material in the small strain limit is
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Chapter 4. Chemical expansion

given by the trace of the strain tensor [65,66]

AV

v Tr (e) (4.2)

By dividing by the change in defect concentration Ax;, and taking the infinitesimal
limit we can write the chemical expansion coefficient as

Oe
= Tr | =— =Tr (A 4.3
Br r (axk)P’T’xk/#k r ( k)P,T,:sk/#zk ( )

where A is the defect induced strain tensor in the infinite dilute limit [67].

4.2 The defect induced strain tensor

The defect induced strain tensor is the natural generalisation of the chemical expan-
sion coefficient. In practical calculations with a finite concentration, we consider
the effect of a single defect introduced in a volume V. With a defect concentration
zrg = Q./Vo, where Q. is the volume of a primitive unit cell, the defect induced

strain tensor is

1
A= — 4.4
(4.4

With this definition we get the chemical expansion coefficient as

1 Vo AV AV
=T =—T = —.— = 4.
B=Tr) = —Trl) =g o = 5 (4.5)
and the defect formation volume is given by
AV =Q.Tr(N) (4.6)

4.3 Strain in one dimension

The strain tensor appearing in Equations (4.3) and (4.4) is often calculated from
the relative lattice expansion, the linear strain, for each axis in the crystal. In
an isotropic cubic material in which the defects can be assumed to be randomly
oriented, causing no sheer strain, the linear strains are all equal and are found along
the diagonal in the three dimensional strain tensor. With the volume expansion in
Equation (4.2) equal to the trace of the strain tensor the volume expansion can be
written as three times the linear strain.
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4.4. The strain tensor

Consider therefore a one-dimensional object of initial length [y. This can e.g. be
the lattice constant in a cubic material. It is, by some means, forced into a new
length [, which can be either larger or smaller than /5. The elongation

Al =1-1 (4.7)

is defined such that it is positive (negative) if the length of the rod has increased
(decreased). The strain is the dimensionless quantity

Al

-7 (4.8)

e
This is called the engineering strain [68] and is the measured quantity in an exper-
iment. There is, in general, no reason to favour [y over [ in the denominator and
the engineering strain can just as well be defined with [ in place of . To relate
the elongation to the original length of the rod , i.e. using [y in the denominator, is
called the Lagrangian strain measure and relating the elongation to the final length,
[, is called Eulerian strain measure [68].

Under the assumption that the strain is small the Lagrangian strain and the
Eulerian strain are approximately equal, but under greater strain one would ideally
measure the length [ at every infinitesimal Al in order to compute the logarithmic
or true strain. The true strain is defined as

!
av l [ —1,
€ T (zo) o (4.9)

lo

where the last approximation is valid under small strain and takes us back to the
engineering strain. The one-dimensional engineering strain is the average of the
diagonal terms in the full strain tensor e = Tr(e)/3 and the chemical expansion
coefficient can now be computed as

Al/lg 3e

e (4.10)

4.4 The strain tensor

When there is sheer strain present, or when the crystal is not cubic the linear
strain is not sufficient to describe the deformation of the crystal. Under such
circumstances a formalism for a three dimensional body has to be used.

Assume a body in three dimensions can be described as a periodic lattice with
a unit cell of basis vectors a;,a; and az. Let

a; = Lo e; (411)
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Chapter 4. Chemical expansion

be the one-to-one matrix transformation that maps the cartesian coordinates e;
onto the undeformed crystal a;. After deformation the crystal is defined by the

new set of basis vectors
a,=Le; = LLy 'a (4.12)

The last equality follows because Lg is one-to-one and Equation (4.11) is invertible.
The location of an arbitrary point P = (p1, p2,p3) as measured relative to the
cell vectors in the undeformed crystal can be written as

and analogously after deformation. The displacement of the point is

u=r'—-r= Zpi (aj—a;) = (LLe ' = 1)r (4.14)

The linear transformation F = LLy™! that maps the undeformed system onto the
deformed is called the displacement gradient and can formally written as
or}

F= o (4.15)

from which the Biot strain tensor is defined as

_ Ou; a(r; —r;) _Or; B
cij = 8_7”] N 87”j N 87"’j B 61] =k <416>

We can now recognise
e=(LL "' —1) (4.17)

in Equation (4.14) as the Biot strain tensor in the Lagrangian description of con-
tinuum mechanics.

A transformation of a three dimensional body can in general be decomposed
in three different actions; translation, rotation and deformation. Translation, as
well as rotation, can have no thermodynamical significance, since they do not alter
the internal structure of the body. Translation are by construction not included.
Rotations on the other hand can in principle be present since the Biot strain tensor
is not by necessity symmetric.

Rotations can be removed through a symmetrization procedure. In general this
can be done through a polar decomposition [68], but for small rotations it is suf-
ficient to add the transpose and take the mean. The strain tensor is then given

. 0 0
1 U; Uj
T2 (arj * 8ri> (4.18)
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4.4. The strain tensor

or in matrix notation

e=1 <LL51 + (Y (L)T) (4.19)

However, if no rotations are present there is no reason to favour one strain tensor
over another and the strain tensor can be computed as the Biot strain tensor

e=(L "' —1)=(L—-LoLo" (4.20)

This is the natural generalisation of the engineering strain in Equation (4.8) to
three dimensional objects.
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Electronic structure calculations

The present thesis uses so called first principles or ab initio methods to compute
relevant quantities. At the core of first principles calculations is the absence of
experimentally fitted parameters. All derived and computed quantities should
be obtained ab initio, i.e. from the fundamental description of the nature, the
Schrodinger equation. The full time-independent Schrodinger equation in its most
compact form reads

HU (x,R) = EV (x,R) (5.1)

where H is the Hamiltonian, ¥ is the (multi-particle) wavefunction, F is the energy
eigenvalues, R are the positions of the ions and x the position and spin of the elec-
trons. Almost all ab initio calculations rely on the separation of the full Hamiltonian
into one electronic Hamiltonian and one ionic Hamiltonian. The justification for
this is the almost instantaneous electronic response to an ionic displacement due to
the much lower mass of the electrons. The instantaneous response implies that, as
far as electron degrees of freedom are concerned, the ionic position can be treated
parametrically. This is called the Born-Oppenheimer or Adiabatic Approximation.

After a justification of the adiabatic approximation, the present chapter gives an
overview of the methods used for solving the electronic structure problem [69-76].
The ionic motion is treated in Chapter 6.
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Chapter 5. Electronic structure calculations

5.1 Adiabatic Approximation

For a multi-particle system the full Hamiltonian® reads

N K N
V? Vi 1 1
H==D 5 2 o T3 2ot
1=1 k=1 z,']#:'l J
1#£]
e (5.2)
) DI L
1 im1 |I'Z Rk| k r |Rk — Rk’
k;ék’

where upper case denotes ionic and lower case electronic quantities. The terms
represent in order, the kinetic energy for the electrons and nuclei (with mass My),
the interaction between electrons, between electrons and nuclei and between the
nuclei.

With the electronic Hamiltonian in the adiabatic approximation defined as

V2
Hel — Z |:_7 + ‘/;xt rz :| Z ‘rl — I']\ (53)

i
where
Zy,

Vext(ri) = - m

(5.4)

is the external potential caused by the ions, the Schrodinger equation for the elec-
trons with the ions at positions R can be written

Heatr (r) = ertr (T) (5.5)

The solution to the electronic Hamiltonian will be discussed in this chapter.
The remaining terms in the full Hamiltonian in Equation (5.2) form in the ionic
Hamiltonian

Vi
Hion = g T V (R) (5.6)
where V (R) is the potential created by the combination of the repulsive ionic
potential and the chemical bonding from the electrons. This is treated in Section 6.

Even when applying the adiabatic approximation the multi-electron Schrodinger
equation in Equation (5.5) is quite intractable. Several methods for solving the
electronic structure problem have been utilised over the years [74,75]. The intu-
itively most accessible is perhaps the Hartree-Fock (HF) approximation. The HF

In atomic units in which A = e = m, = 1/(47eg) = 1.
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5.2. The Hartree-Fock approximation

approximation is also the foundation for understanding notions such as the Hartree
potential, self-interaction error and exact exchange, which is used in hybrid func-
tionals in DFT. In addition, many conclusions and technical aspects carry over to
DFT.

5.2 The Hartree-Fock approximation

A first approximation to the electronic structure problem can be made by approx-
imating the full wave function with the product of single particle wave functions
U(x1, X, ...XN) = 1 (X1)12(x2)... 00N (X ), where 1); are one particle wave functions
and x; = x;(r;,0;) denotes the position r; and the spin o;. This is sometimes
referred to as the Hartree approximation. However, this does not respect the anti-
symmetry of the wave function required by permutation symmetry for fermions.
This can be accounted for in the shape of a Slater determinant

Yi(x1)  Yo(x1) -+ Yn(xp)

wl(XN) iﬂz(XN) ¢N(XN)

where the 1;(x;) is the atomic orbital of atom ¢ at position r; with spin ¢;. The
introduction of spin here is necessary since the total wave function consists of both
a spatial and a spin part. In order for the total wavefunction to be anti-symmetric,
as required for fermions, the contributions from both spin and spatial parts need to
be considered. When the spin part is symmetric the spatial wavefunction must be
corrected for the self-interaction error with the inclusion of exchange as discussed
below.

The single particle wave functions are optimised using the variational principle.
By the variational principle the expectation value of the Hamiltonian is always
higher than the true ground state energy

5, < (VR

< ) (5:8)

for any wave function ¥, with equality for the true ground state |¥q). The ground
state is obtained by minimising the energy with respect to the wavefunction ¥
subject to the constraint

/drn(r) _ /dr ﬁ;ni(r) _ /dr i; o) P =N  (5.9)
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Chapter 5. Electronic structure calculations

where n(r) is the electron density and N is the number of electrons. The Hartree-
Fock (HF) equation for the single particle state 1; then becomes

N
]' 2 / |2 ]'
5V Vo) 0 + o =
N X (5.10)
>/ U ) =000 = 2 )
j=1
The total energy in the HF approximation is obtained as
1
Eyp=— 3 Z /Qﬁ(r)V?wi(r)dr + /Vext(r)n(r)dr +Ey+ E, (511)
or in terms of the eigenvalues as
Epgr = Z&' — By — B, (5.12)

The first two terms in Equation (5.11) are the kinetic energy and the energy from
the external potential from by the nuclei. The third term

Ey = %// %dr'dr (5.13)

is called the Hartree energy and contains the interaction from the average charge
distribution caused by all the electrons. The Hartree term introduces an interaction
between an electron and the electron density of the crystal, which in turn contains
the electron itself. The electron thus interacts with itself. This causes the so called
self-interaction error. The fourth term

1
v —r'|

L
E, = -5 Z(Sgi,gj /dr dr’ ) (r)a; (r') Ui(r');(r) (5.14)
=1

is the non-local exchange term and is the result of the anti-symmetry of the wave
function. The exchange term, which is non-zero only if the spin are parallel, removes
the self-interaction. HF is thus (one-particle) self-interaction free. However, the
true wavefunction is not a single particle theory and HF is not many-particle self-
interaction free, as will be discussed below.

The difference between the Hartree and the Hartree-Fock approximations is the
inclusion of exchange which removes the self-interaction caused by the Hartree
term. Still, HF is an approximation and by definition the difference between the
true many-particle ground state energy and the HF energy is called correlation [77].
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5.3 The Hohenberg-Kohn Theorems

The great advantage of the HF Equation (5.10) is that the N-multiparticle Schrodinger
equation has been reduced to N non-interacting single state equations. The great
disadvantages are that correlation has been left out, that the exchange term is
non-local and that information about all single particle wave functions has to be
stored. However, the problem can be reformulated with the electron density as
the fundamental variable. This possibility of using the density as a fundamental
variable had been explored [74-76], first by Thomas [78], Fermi [79] and Dirac [80]
and also extensively in the special case of the homogeneous electron gas before
Hohenberg and Kohn [81] proved in two famous theorems that

1. the external potential V. and thus the full Hamiltonian is uniquely deter-
mined by the ground state density ng(r)

2. there exists a functional En, V| for any external potential V., such that
the electron density n(r) that minimises this functional will be the exact
ground state density.

In short this means that there exists a functional of the electron density only, for any
external potential, which solves the problem exactly, not only including exchange
but also correlation. Furthermore, it uses the electron density as the fundamental
variable.

The functional is defined by Hohenberg and Kohn as

Fuk[n] = (V| T + Vee |¥) (5.15)

where T is the kinetic energy and V,. electron-electron interaction of the full inter-
acting system. The corresponding energy functional

Eukln] = Fn] + /dr Vewt(r)n(r) (5.16)

satisfies the variational principle, i.e. is assumes it minimum at the value for the
correct electron density n(r) subject to the constraint

/n(r)dr =N (5.17)

Unfortunately, the Hohenberg-Kohn theorems give no explicit expression for
this functional. While the last term in Equation (5.16) is easily computed, the
Hohenberg-Kohn functional Fji[n], containing the kinetic energy and the electron-
electron interaction of the full interacting system, remains unknown.
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5.4 The Kohn-Sham Approach

Despite the theoretical beauty of the Hohenberg-Kohn theorems they provide no
recipe for how to make use of these theorems. An ansatz was proposed by Kohn
and Sham [82] in which the full interacting many-body system is replaced by an
auxiliary system of independent particles. The ansatz relies heavily on the first
Hohenberg-Kohn theorem which can be regarded as the inverse relation to the
Schrodinger equation. While the Schrodinger equation uniquely determines the
wave functions and thus the electron density for a given external potential the first
Hohenberg-Kohn theorem proves that the inverse relation also holds.

The great benefit of the auxiliary system is twofold; firstly, it reduces the full
problem of N interacting particles to N single particle systems, secondly, it sepa-
rates out the kinetic energy term and the long-range Hartree term in such a way
that the remaining exchange-correlation (xc) term can be approximated reasonably
well by local or nearly local functionals of the density.

It should be stressed that the Kohn-Sham approach is not an approximation. In
theory the Kohn-Sham approach would be exact if only the exchange-correlation
functional were known. However, for practical calculations approximations to the
unknown exchange-correlation functional must be introduced.

5.5 The Kohn-Sham equations

Kohn-Sham, in a manner analogous to the Hartree-Fock approximation, proposed
a separation of the two first terms into tree terms; a kinetic energy term of a
non-interacting single particle Ti[n(r)], a Hartree term Ey[n(r)] and an exchange-
correlation term F,.. The Hohenberg-Kohn energy functional in Equation (5.16)
in the Kohn-Sham ansatz then becomes

Exsn] = Ton(@)] + Exln(r)] + Buln(r)] + / dr Via(r)n(r) (5.18)

A variation of this expression with respect to the single particle wave functions
;(r) subject to the constraint in Equation (5.17) leads to

_1 2 TL(I") r r . () = e (r
{ 2V +/ |r_r,|d + Vae(r) + Vear( )} Vi(r) = gity(r) (5.19)

where
B dEc[n(r)]
Vae(r) = () (5.20)
The total energy of the system is
Exs = e = Bulole)] + Euln(r)] - / AV [n@n@E)  (5.21)
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Although the Kohn-Sham anzats Equation (5.19) is similar to the Hartree-Fock
Equation (5.10) the main difference is, apart from that correlation is now included
albeit not known, that the Hamiltonian now depends on the density and not the
one-particle wavefunctions.

5.6 Approximations to the Exchange-Correlation
Functional

Up to this point the Density Functional Theory is exact, save for the adiabatic
approximation, but since the xc-functional in Equation (5.20) is unknown it has
to be approximated in some way. The Kohn-Sham approach of separating the
Hohenberg-Kohn functional Fgg in a kinetic energy, a long range Hartree term
and an exchange-correlation (xc) functional F,. has the advantage that the xc-
functional is rather small compared to the kinetic and the Hartree energies and
may be approximated reasonably well as a local or nearly local functional of the
particle density at the point r. The accuracy of any DFT-calculation relies on the
approximations of the xc-functional. Over the years an abundance of different xc-
functional approximations have been proposed [74,83], but still today the original
functional proposed by Kohn-Sham, the local density approximation, is competitive
in certain areas.

5.6.1 Local Density Approximation

The local density approximation (LDA) is perhaps the least sophisticated xc-func-
tional. It is based upon the assumption that the electronic structure in solids to
a good approximation can be described by the homogeneous electron gas [82]. In
this limit the exchange and correlation for a homogeneous electron gas is local, i.e.
depends only on the electron density at each point, and can be given an analytical
expression, although the coefficients must be computed using quantum Monte Carlo
techniques [77,84-86]. The total xc-functional in the local density approximation
can then be written as

E.n(r)] = /drn(r) £ze (n(r)) (5.22)

where €,. (n(r)) is the energy density per electron at a point r.

This approximation is remarkably accurate for many solids and was a contribut-
ing factor to the great success of the density functional theory. In particular the
LDA predicts e.g. bond lengths in solids with close to homogeneous electron den-
sity to within a few percent. However, the LDA fails in molecules where the density
varies rapidly.
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5.6.2 Generalised Gradient Approximation

The general success of the LDA has inspired the development of various Gener-
alised Gradient Approximations (GGA) with the explicit aim of accounting for the
inhomogeneous electron density found in real material. The natural extension of
the LDA is to include not only the (local) density at a point r but also (semi-local)
gradients of the density .. = €. (n(r), Vn(r)). The presence of gradients in the
functional expression have given this class of functionals its name. Several various
forms have been proposed and although derived in different manners the GGA:s
give similar improvements over LDA. Among the most famous are the GGA pro-
posed by Perdew and Wang (PW91) [85] and Perdew, Burke and Ernzerhof [87,88]
(PBE) of which the latter has been used in both Paper I and Paper II.

5.6.3 Hybrid functionals

DFT suffers from the well known self-interaction problem [77] caused by the Hartree
potential, as mentioned in Section 5.2. In the absence of exact exchange this self in-
teraction is not removed. Self interaction leads to a deviation from piecewise linear-
ity of the xc-functional, a theoretically known property of the exact xc-functional,
and delocalisation of the electrons.

It was mentioned originally by Kohn and Sham that the inclusion of exact ex-
change (EX), i.e. exchange computed using the Hartree-Fock method, should im-
prove the results compared to LDA since, although correlation is approximated,
at least exchange is included exactly. As Kohn and Sham point out this may be
regarded as a Hartree-Fock method corrected for correlation.

The expected improvement over local and semi-local xc-functionals have inspired
a number of functionals incorporating EX. However, although the inclusion of exact
exchange is supposed to remove the self-interaction this is not the case. While the
Hartree-Fock method is one-electron self-interaction-free it is not many-electron
self-interaction-free and thus over-compensates the self-interaction [53]. Therefore,
in general, EX is not incorporated in the way that was proposed by Kohn and
Sham but by mixing a fraction of EX with the DF'T exchange

Ew=EJ" +a (BN — EJ'T) (5.23)

One popular choice based on theoretical arguments is the mixing proposed by
Perdew, Ernzerhof and Burke (PBEO) [89], which mixes the exchange and correla-
tion from the GGA-PBE with 25% EX.

A computationally more efficient functional is the range separated hybrid func-
tional proposed by Heyd, Scuseria and Ernzerhof (HSE) [90,91] which splits the
terms in the PBEOQ into short- and long-range components, with EX only included
within the region defined by the parameter w and the long range exchange given
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5.6. Approximations to the Exchange-Correlation Functional

by the semi-local PBE exchange.
E}IiSE — &E}({F,SR (w) + (1 . Oé) E}E’BE,SR (w) + E}E’BE,LR (w) + EFBE (5'24>

The adjustable parameter w, determines the extent of the short-range interactions,
with w = 0 is equivalent to PBEO and w — oo to PBE. The w must be small
enough to agree with PBEO, but large enough to increase performance. There
are two standard choices of w. The first published article (HSE03) [90] stated a
value of w = 0.15% ag' = 0.3 A~'. However, this was not the value actually
used in the article and later an erratum was published [91] with stated a value of
w = 0.2 A='. The latter functional, which goes under the name HSE06, has been
used in Paper II.

5.6.4 DFT+U - “poor man’s hybrid”

Calculations of exact exchange is computationally very demanding and sometimes
the desired properties can be obtained with simpler methods. While hybrids are
necessary for correcting the underestimated band-gap in a DFT calculation, the
bandstructure within occupied bands can be improved by less computationally
demanding schemes such as the DFT+U method [53,92-94].

As opposed to the rather delocalised s and p states, the d and f states are rather
localised and are not well described by LDA or GGA, which favour fractional
occupancies. By adding a Hubbard-like on-site repulsion term to the semicore d
(of f) states, fractional occupancies are penalised and the total energy is written
[53]

U o g (o2
ERITH p(r)) = ERET [p(r)) + 30 5 (Z DS nf;,ﬁnz,a> (5.25)
t o,

a7ﬁ70—

where nj7, are the occupation matrices involving orbitals a and J for site ¢ and
spin channel o.

The value of the U parameter is not transferable and has to be determined from
case to case. Different possible approaches for determining the U parameter are
possible, e.g. to produce the correct bandgap or the correct position of the d-band
[95]. In the spirit of first principles it is desirable to determine the value of U
without relying on experimental observations. In Paper II we choose to fit the
U parameter to the piecewise linearity constraint of the xc-functional, i.e. that
the energy increases linearly when filling the defect level, which is a theoretically
known property of the true xc-functional [96].

33



Chapter 5. Electronic structure calculations

5.7 Implementation in periodic solids

The presence of a differential operator in the Shrodinger equation Hamiltonian has
caused a wide variety of approaches concerning the practical implementation. One
of the most important aspects is how to represent the trial wavefunction solutions.
A common approach is to expand the wavefunction in a complete set of basis
functions, e.g. in a linear combination of atomic orbitals, which is rather natural
in the representation of isolated molecules.

In solids with periodic boundary conditions the natural basis function is the
plane wave due to its intrinsic periodicity. In a planewave basis an important
implementation aspect is how to represent the core and the core electrons. A
proper description of the core, where the wavefunctions oscillate rapidly, requires a
very large number of plane waves. The all-electron potentials are not well suited for
a planewave basis set, but by constructing an effective potential the core electrons,
which do not participate in chemical bonding, can be treated together with the
nuclei in a pseudopotential. The resulting system will exhibit a much smoother
potential requiring significantly fewer planewave basis functions. With the PAW
method the all-electron properties can still be obtained.

Since VASP, which is the code used throughout this thesis, is a planewave PAW
code, these aspects will be given attention in the following sections.

5.7.1 Plane waves

Consider a lattice with the periodicity R. The effective potential is then also
periodic with the same periodicity veg(r) = veg(R + r). In such a periodic lattice
Bloch’s theorem states that a one-electron wavefunction can be written as

Ui (1) = g (r)e™™ (5.26)

where uy(r) is a function with the periodicity of the lattice. Like any periodic
function it can be expanded in a Fourier series

u(r) = Z Ceme G T (5.27)

m

where G,, is a reciprocal lattice vector. The one-particle wave function can now

be written
Py (r) = (Z Ck,meiGm'r> kT — Z ck7mei(k+Gm)'r (5.28)

m m

If the effective potential is local it can also be expand in a similar way

Vesr(r) = D vest(Gop 'S (5.29)
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5.7. Implementation in periodic solids

Substituting these expressions back into the Kohn-Sham Equation (5.19),
1
<—§v2 + Veft (r)> Une(r) = ey (1) (5.30)
a reciprocal space equation for the coefficients c ,,, can be obtained as

1
5 |k + Gm|2 Cx,m + Z Uoff (Gm — Gm/) Ck,m = €kCk,m (531)

The original Kohn-Sham differential equation has now been rewritten as a matrix
equation, one for each value of k, where the matrix Hamiltonian is

1
Hpme (k) = 3 K+ Gl Omns + Vet (G — Gor) (5.32)

The problems are that there are infinitely many k-points to consider and that the
Hamiltonian matrix in principle is of infinite dimension. In practise both these
infinities can be handled by considering only a finite number of k-points and recip-
rocal lattice vectors G.

5.7.2 Finite sampling

It follows from Bloch’s theorem (Equation (5.26)) that if ¢y is a solution, then
so is Yryqg. The solutions can therefore be restricted to the primitive reciprocal
unit cell, called the Brillouin zone. However, there is still an uncountably infinite
number of k-points to consider. This is handled through discrete sampling of the
Brillouin zone. In this thesis the common method of Monkhorst and Pack [97] has
been used. The method selects IV; k-points along each reciprocal lattice vector b
according to the scheme

T N T e LN, .
Un, N, n; € [1, Ny (5.33)
Ky nans = i) b1 + ulP by + ulPby (5.34)

Due to symmetry in the crystal this can be reduced even further, to the irreducible
Brillouin zone, and in practise, especially for crystals of high symmetry, only a few
k-points will suffice to determine the electron density in the entire crystal.

The infinite sum over m’ and thus the dimension of the Hamiltonian matrix can
be truncated at a cut-off energy %|k + G|*> < E.y. This introduces a small error
and FE. has to be chosen judiciously taking both accuracy and computational
cost into account. Usually, the energy cut-off is taken as a value beyond which
accuracy increases only marginally when increasing the cut-off energy. The exact
value of F., will depend on how the core electrons are treated. By using the
pseudopotential method E., can be reduced greatly.
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Chapter 5. Electronic structure calculations

5.7.3 Pseudopotentials and PAW

A problem with plane wave basis sets is that rapidly varying functions, such as
the wave functions close to heavy nuclei, require a very high cut-off energy in or-
der to be well represented. One solution to this is the pseudopotential method in
which the potential in the core region, i.e. the nucleus and the innermost electrons,
are replaced by a different potential [98]. The argument for this is that the core
electrons do not take part in and are to a large degree unaffected by chemical
bonding. Among the requirements on psudopotentials are that they should repro-
duce the true potential and electron density of the all-electron problem outside the
core region as well as energy eigenvalues and be smooth enough that a low E. is
possible.

Although the pseudopotentials are smoother than the original all-electron poten-
tials they can be made even smoother by relaxing the norm-conserving condition. A
norm-conserving pseudopotential generates pseudo wavefunctions which obey the
usual orthogonality relation of wavefunctions. By relaxing the norm-conserving
constraint it is possible to formulate ultrasoft pseudopotentials [99, 100], which
reach the goal of accuracy while being much smoother and thus requiring decid-
edly smaller cut-off energy.

The ultrasoft pseudopotential method was given a firm theoretical footing by
the works of Blochl [101] and Kresse and Joubert [102] in the Projector Augmented
Wave (PAW) method. The PAW method prescribes a linear mapping 7 which
projects the pseudo wavefunctions inside the core regions onto the true all-electron
wave functions. The PAW is therefore effectively an all-electron method giving
access to the core electron states while still preserving all the benefits of a plane
wave pseudopotential. In practise however, the frozen-core approximation is usually
applied, in which the core states are not updated. This approximation usually leads
to sufficient accuracy [103].
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Vibrational motion

With the electronic structure problem formally solved it is time to turn to the
vibrational motion of the ions. As discussed in Section 3.3 the free energy for the
vibrational motion can be rather easily obtained if just the vibrational frequencies
are known. The frequencies can be obtained by diagonalising the ionic Hamiltonian
in Equation (5.6), which is obtained after applying the adiabatic approximation.

Although it is possible to write down a formal expression for the potential V(R)
in Equation (5.6), it is customary to expand the potential in a Taylor series. In the
harmonic approzimation the potential is expanded to second order. The second
order term is a matrix, which can computed using first principle methods, and can
be diagonalised to yield the eigenmodes and eigenfrequencies for the vibrational
motion. These eigenmodes are collective lattice vibrations called phonons which
oscillate in a harmonic potential for which the quantum mechanical solutions are
known.

It is instructive to start the discussion about lattice vibrations with a one dimen-
sional diatomic chain as many of the conclusions can be carried over to the three
dimensional case while at the same time being more transparent [66,69].

6.1 One-dimensional diatomic chain

Assume a periodic chain of atoms of types A and B, with masses M; and M,
separated a distance a/2, where a is the period of the chain, and connected with
springs with spring constant ¢ (see Figure 6.1). Denote the deviation from the
equilibrium position by u, and v, for the atoms A and B respectively in unit cell
n. By Hooke’s law the atom A in unit cell n will then experience a restoring force
equal to F' = ¢(v, — uyp) + (V1 — up) = (—2u, + vy_1 + v,)c, and analogously
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Chapter 6. Vibrational motion

1M, M,
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Figure 6.1: One-dimensional diatomic chain

for atom type B. By applying Newtons second law for both atom types we get two
coupled differential equations

My, = (—2u, + vp—1 + v,)cC
{ 1l = 1+ v) (6.1)

My, = (=20, + ty + Upaq)c
The right hand side of Equation (6.1) is the one dimensional equivalent of what

will later be called the Force Constant (FC) matrix, times the displacement vector.
A general form of solution to a second order differential equation is

Up(t) = ——=Te” " V(1) = ——=0,e ! (6.2)

which reduces the Equation (6.1) to

2~ __ _ 2c 5 c ~ c ~
w U’TL - M1 un + /M1M2 Unfl + /M1M2 U?’L (6 3)
—W 0, = — 20, + iy, + =1 ’
" Mz =M VM My ™ VMM, L

By assuming plane wave like solutions we can introduce a phase factor dependence
i, = Ue'?™; ¥, = Ve'dn (6.4)

where x,, is the position of the atoms in unit cell n. This can be written as x,, = na
and z,, = (n+1/2)a for atoms A and B respectively. Equation (6.1) is now reduced
to
277 2 c +iga/2 c —iqa/2
{ WU = M1U+\/M1Mze ! V+\/M1M2e Y (6 5)
2y, 2c c +iqa/2 c —iga/2 ’
WV ==Vt ame Ut g U
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6.1. One-dimensional diatomic chain

This can now be written as an eigenvalue problem in matrix notation
wgﬁ:eqﬁ: =D (q) e+ (6.6)

Here e,+ = (Uy, Vi) are the eigenvectors and

2 ——2__ cos (ﬂ)
D(q) = M VMM TR 2 6.7
0= | ) o0

is called the Dynamical matriz. This eigenvalue problem can now be solved to yield
the eigenfrequencies and eigenmodes of the vibration. As with any 2 X 2 matrix
there are two solutions

2 _
Wy =

& 2 ) qa
My + M) £ [ (My + My)? — AM, My sin (—) 6.8
v | £ Jon + an)? - onssie (5 (6:5)
In this case the solutions are non-degenerate and non-negative. The solutions
are illustrated in Figure 6.2 as functions of ¢. It is already apparent, due to
the periodicity of the cosine function, that the only region of interest is the first

Brillouin zone, i.e. when |¢| < Z. The formal expression for the eigenvector

eL = (U:t, Vi)T is
Up  c(l4+e7)
Vi  2c—wilM,
It should be stressed that no assumption has yet been made as to the direction
of the displacements u,, and v,. If the displacement is along the direction of prop-
agation the mode is called longitudinal. The two perpendicular modes are called
transversal. The different modes will in general have different coupling constants
¢ in Equation (6.6).

(6.9)

6.1.1 High symmetry points

Two limiting cases are of particular interest, the limits when qa — 0 and when
ga — 7. The first case, the zone centre where ¢ = 0 is called the I'-point. This is
true also in higher dimensions. The solutions near the I'-point are

1 1
wi = 2c (M + ﬁz) (optical mode) (6.10)
1 c
2 _ - - 2.2 : 11
Wi YA ng a®  (acoustic mode) (6.11)

We note immediately that there are two distinct types of solutions to Equation (6.6),
one optic and one acoustic mode separated by a bandgap. The eigenvector (Equa-
tion (6.9)) for the optical mode is reduced to

U My

Zo 6.12
v T (6.12)
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Figure 6.2: One-dimensional diatomic chain dispersion relation

which shows that, at the I' point, the atoms vibrate against one another with the
centre of mass fixed. For the acoustic mode, the ratio is 1 and the atoms vibrate
in phase and with the same amplitude. This infinite wavelength limit is equivalent
to a pure translation of the lattice.

The zone boundary, where ¢ = 7/a is another special or high symmetry point.
The points have different designations in different symmetries. In 1D, the zone
boundary point usually isn’t given a name, but for convenience it will henceforth
be denoted X in analogy with the point (1,0,0) in a 3D simple cubic lattice (see
Figure 2.1b). The eigenfrequencies at the zone boundary are

2
wh = MC (optical mode) (6.13)
2
9 2c .
Wy = — (acoustic mode) (6.14)
M,
The eigenvectors become e, = (0,1) and e_ = (1,0) for the optical and acoustic

modes respectively. This means that in the optic mode only the lighter atoms move
and in the acoustic only the heavier.
Since the displacement of atom A in unit cell n is

1

o7 Ugllaan—wt) (6.15)

Up =
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6.1. One-dimensional diatomic chain

we can express the displacement of the atom in the neighbouring unit cell as

Uei(qa(nJrl)fwt)

1

Un41 = \/ﬁl
1

= Ml

— unelqa

Ueiqaei(qanfwt) (616)

and analogously for the B atom. Thus, at the I'-point where ¢ = 0 all atoms of
the same type move in the same direction, while at the Brillouin zone boundary
where ¢ = 7/a and €% = —1 the atoms in neighbouring unitcells move in opposite
directions.

6.1.2 Limiting cases |. Identical masses

The bandgap between the two branches at the zone boundary depends on the
difference between the masses. In the limiting case when the masses M; = M,
are equal the bandgap closes. This is because the atoms are now identical and the
primitive unit cell is only half that of the unit cell in Figure 6.1. As a consequence
the Brillouin zone is extended to %” The point at ¢ = 7/a is no longer a zone
boundary point and the two different branches are in fact only one branch. The
points on the optical branch should be unfolded to the region between ¢ = 7/a and

q = 2m/a such that the I'-point ends up on ¢ = 27 /a.

6.1.3 Limiting cases Il. Localised vibrations

In the limit when Ms/M; — 0 the dispersion of the optical branch goes to zeros
and the eigenfrequency becomes independent of ¢. The motion of one particular
atom in one particular unit cell is thus independent of the motion of the atoms in
neighbouring unit cells. The eigenvectors will, in this limit, become the same at the
I point and at the zone boundary, e, = (0,1). Thus the amplitude of the heavier
atom will be negligible in comparison and the motion of the lighter is independent
of g-value. In other words, the motion of one light atom is independent of the
motion of any other atom in the lattice. Such a mode is called localised. The unit
cell can be treated as if it were an isolated molecule with no periodicity. In this
case only the I' point has to be considered.

6.1.4 Application in oxyhydrides

The one-dimensional diatomic chain is used qualitatively in the study of the oxy-
hydride BaTiOg3 in Paper II. The hydrogen vibrational modes are very localised
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and it is possible to treat all ions as immobile, except for the oxygen and hydrogen
ions along the O-Ti-H-Ti chain, with the hydrogen ion the lighter with mass M,
and the oxygen ion the heavier with mass M;. The oxyhydride barium titanate
is illustrated in Figure 2.4. In the mode of higher frequency the displacements
are along the chain in a longitudinal manner and in mode of lower frequency the
mode is two fold degenerate and perpendicular to the direction of the chain in a
transverse manner. These three modes are seen as optical modes with very little
dispersion in Figure 6.3. The effective mass for oxygen in atomic mass units is 83
for the longitudinal mode and 426 for the transverse modes, in both cases much
than larger 16, the atomic mass for oxygen, which shows that the approximation of
a one-dimensional diatomic chain in the limit of infinite mass for one of the atoms

holds.

6.2 Phonons as lattice modes

In reality the atomic motion in a solid occur in three dimensions and the above
model, albeit instructive and intuitive, needs to be generalised [66,69-71].

The potential energy in a periodic solid, V(R), is a function of the positions
R of all atoms in the crystal. Under the assumptions that the deviations from
equilibrium are small the potential energy can be written as an expansion with
respect to the displacements dR,;,. Furthermore, a local minimum is characterised
by the first derivative being zero. By keeping only second order terms in what is
called the harmonic approximation the potential can be written

1 9*V({Ro})

VIRY =V{Ro) +5 37 o 5o dRind R (6.17)

nic,mjs

where V({Ro}) = Ejp is the equilibrium energy and is a function of the equilibrium
positions {Rg} of all atoms. This is just an additive constant and we will choose
the energy scale in the following such that Fy = 0. The indices i, 7 indicate sum
over atoms in the unit cell, n, m indicate sum over unit cells and «, 5 the sum over
cartesian directions.

With the notation for the displacements v = dR the nuclear Hamiltonian from
Equation (5.6) can now be written (in the adiabatic approximation)

2
o pnia 1
Hn - 2Mz + 5 E Fnia,mjﬁuniaumjﬁ (618>

nio nio,mjf

The matrix Fam;p is called the Force Constant (FC) Matriz. Due to the the
commutativity of the derivatives it is immediately obvious that the FC-matrix is
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6.2. Phonons as lattice modes

symmetric. The equations of motion become
Miiinio = = Fuicnjstimgs (6.19)
mj B
By assuming wavelike solutions a general form of solution is of the form
1
VM,

Inserting this Equation (6.19) can be written

Unio (t) - am’ae_iwt (620)

(6.21)

W uma E ma m]ﬁumjﬁ
mjB V
Let us now introduce a new matrix, which is a real space representation of the

dynamical matrix!
. 1

and has the dimension 3 x N x M, where N is the number of atoms in the unit
cell, M is the number of unit cells in the system and 3 is the dimensionality of the
three dimensional space.

Fnia.mjﬁ (622)

6.2.1 ¢-space

In an (infinite) periodic solid it is convenient to introduce the g-space?® represen-
tation, the Dynamical Matriz. Since the energy cannot depend on the absolute
positions of cells n and m, only on their relative position R = R,, — R,,, we have

~ 1

Dnia,mj/o’ == WFnia,mjﬁ = Dia,j/g’(Rn - Rm) (623>
iVl

By virtue of Bloch’s theorem we can set the R-dependence as a phase and write
ania = eiaeiq.Rn (624)
which gives the eigenvalue problem as

wle;, = Zijg (R, —Ry)e —ia(Rn— Rm)ejg (6.25)

mjf

!The literature is not completely consistent in the notation. Sometimes the FC-matrix is
defined weighted with the masses, what is here called the real space dynamical matrix (cf. Equa-
tion 6.22), sometimes the opposite. Another name for the FC-matrix is the Hessian matriz

2The reciprocal space is customarily called k-space, but we will here use the notation g-space
for the phonon motion in order not to confuse it with the electronic structure k-space.
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With the definition

- i i 1 0?V
Dia.js(a) = Z Dig js(R)e R = Ze aftn (6.26)
R

- \/MZ'MJ' 8um‘ocaUOjﬁ

we now get the eigenvalue problem
wein = Y Diajs(q)ess (6.27)
7B

or in matrix notation
W?;seqs = D(a)eqs (6.28)

where the index s denotes the 3 x N solutions at each g-point. The original problem
of diagonalising a 3 X N x M matrix (where M in principle is infinite) has now
been reduced to diagonalising K matrices (one for each value of q) of size 3 x N.

6.2.2 Atomic displacements

Once the eigenvectors are found the displacement of ion 7 at lattice vector R,, will
be given by

ejqse T Rnwsl) (6.29)

unzs(qa t) - Ml
where e;45 is the set of d components of the eigenvector solutions to Equation (6.28)
that denote the displacement of ion i at frequency wgqs in d dimensions. The
full eigenmode of a particular frequency wgqs is given by the sum over i. The
most general displacement of ions is the superposition of all linearly independent
elementary solutions and can be written as

1
vV M;

) igRnp Liwt * % —iq-Ry —iwt
E (Csqeiqse’ e 4 cierg e T Rne ™) (6.30)
s.q

where the arbitrary (complex) constants c,q are the analogue to the amplitude.
By writing Qq(t) = VN (csqe™=a" + cige™=a') it is possible to show [69,70] that
the ionic Hamiltonian in (6.18) can be written as

1 . , )
H=3 ; Pas Pas + Was™ QasQqs (6.31)

where Pyo(t) = Qqs(t) and the asterisk denotes the hermitian conjugate. This
formally diagonalises the Hamiltonian and is identical to a set of independent
harmonic oscillators with frequencies wqs, Where (Qqs and Py, are the generalised
positions and momenta respectively of collective motions. Each vibrational mode
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6.2. Phonons as lattice modes

can be represented as a quantum mechanical quasi-particle called phonon. We can
now write the vibrational free energy calculated in Section 3.3 for a periodic solid
as

Fap=) (m;qs +kpTln (1— e_ﬁh“q5)> = Eo+kpTY_In (1 — ¢ Phear)

qs qs

(6.32)
where Fj is the zero point energy.

6.2.3 Bandspectrum

The vibrational properties of a periodic system are given by its eigenfrequencies,
found by diagonalising the Dynamical matrix at each respective ¢-point in the first
Brillouin zone. However, illustrating this in a figure is not as straight forward as
in the one-dimensional case in Figure 6.2 since q is a three-dimensional vector. It
it therefore necessary to plot the vibrational frequencies only at selected points of
high symmetry in the Brillouin zone and along the path that connects them in a
bandspectrum. As an example of a bandspectrum Figure 6.3 shows the bandspectra
of pristine cubic BaTiO3 and SrTiO3 along the high symmetry paths illustrated in
Figure 2.1b as well as the bandspectrum of the oxyhydride BaTiO3_,H, in a 40
atom simulation cell.

6.2.4 Density of State

Often, it is not necessary to illustrate the full vibrational spectrum. Rather, it is
sufficient or even desirable to present only a the density of state (DOS).

The density of state is a convenient measure of the number of phonons in the
interval [w,w 4 dw] independent of the g-vector. Formally this can be written as

g(w) = Z J (W — wys) (6.33)

By integrating the DOS

n(w) = /g(w’)dw’ (6.34)

the number of modes with frequencies below or equal to w is obtained. By inte-
grating over all frequencies the total number of 3N modes is obtained, where N is
the number of atoms in the unit cell.
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Figure 6.3: Illustration the bandspectrum (left) and PDOS (right) of (a) pris-
tine cubic BaTiO3 (top), (b) pristine cubic SrTiO3 (middle) and (c) oxyhydride

BaTiO3_,H, (bottom).
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6.2. Phonons as lattice modes

The DOS is useful in the thermodynamic limit of an infinite crystal where the
sum over q in e.g. Equation (6.32) approaches an integral. Using the identity

Q
f(q) = —C/ dqfq:/Dwfwdw 6.35
S5 = ¥ 175 440 = [ Dste) (6.35)
where (). is the volume of the unit cell, the free energy can be written as

Fap =) (h“;q +kpTIn (1 - eﬁmqs)>

0
=> W / dq (h";q +kpTIn (1 — e—ﬁﬁqu)) (6.36)
5 BZ

= /D(w) (% +kgTln (1 — e—ﬁmqs)> dw

In computer simulations it is possible to separate the contribution from different
elements. The partial density of states (PDOS) is the density of state caused by

the motion of atom 3
2
di(w) = leiqs) 0 (w — was) (6.37)
sq

If the atom ¢ does not participate in the mode at frequency wgs, the corresponding
eigenvector e;qs will be the zero vector and the partial density of state at this
frequency is zero. As an example Figure 6.3 shows the PDOS of pristine cubic
BaTiO3 and SrTiO5 as well as the PDOS of the oxyhydride BaTiOs;_,H, in a 40
atom simulation cell. The correspondence between the bandspectrum and density
of state is clearly seen.

In e.g. a neutron scattering experiment it is not the eigenvector that is measured
but the displacement of the atoms in a vibrational mode. The displacement is
inversely proportional to the square root of the masses (cf. Equation (6.29)) and
lighter atoms will cause a stronger signal. Therefore, it is sometime appropriate to
present the mass weighted projected density of state

1

wi(w) = Mdi(w) = Mi D eiqs|? 0 (W — was) = > [nis(@)[* 6 (w — wgs) (6.38)

6.2.5 Limiting case. Localised modes.

Despite the collective nature of phonons, there are cases where only a few atoms
take part in a certain mode. These modes are called local or localised modes [104].
Localised modes were discussed briefly in Section 6.1.3 in the special case for the
one-dimensional diatomic chain. A localised mode is a phonon mode concentrated
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in a region of space and in which only a few atoms participate in the vibration
while the rest of the lattice remains at rest. The eigenvector for such a mode will
be non-zero only for a few elements which typically are much lighter than all the
others and will to a good approximation form a sub-matrix in a block diagonal
dynamical matrix. The dynamical matrix in Equation (6.26) can thus be obtained
as a limiting case of M; — oo for all j # 4, where i is the lighter atom. If a mode
is local most elements in will be zero and the dynamical matrix D, js(q) will span
a relatively small space.

A local mode is typically also rather g-point independent, and there is no need
to go to reciprocal space. The vibrational mode is well enough represented at the
I'-point by the Force Constant matrix £}, mjs. By the argument above only a part
of the FC-martix needs to be computed in order to describe the vibrational mode
[104,105].

One such local mode is the hydrogen mode in BaTiO3_,H, which is shown in
Figure 6.3c. A 3 x 3 Force Constant sub-martix can be constructed by displacing
only the hydrogen ion in three directions. By diagonalising only the non-zero sub-
martix the hydrogen vibrational frequencies and eigenmodes can be obtained.

6.2.6 Lattice stability

Although the dynamical matrix is Hermitian and as a consequence has only real
eigenvalues, there is nothing preventing the existence of negative eigenvalues. Since
the eigenvalue is the square of the frequency the existence of imaginary frequencies
has to be addressed.

Assume that there is an eigenvalue wés = —y < 0. Then w = iy/y will be a
purely imaginary number and the displacement (cf. Equations (6.15)and (6.29))
will behave as e®*. Any disturbance will grow exponentially and the crystal is not
stable. This corresponds to a negative spring constant ¢ in the one dimensional
case. The force is not restoring but repelling and the larger the displacement the
larger the repelling force.

Since it is a requirement that all vibrational frequencies be positive it is thus
the formal criterion of lattice stability is that the matrix of second order deriva-
tives, the Hessian matrix, is positive definite. The presence of imaginary modes
indicate that the investigated structure at {Ro}, although at a stationary point as
assumed in Equation (6.17), is not at an energy minimum but at a saddle point
[106]. The imaginary frequencies indicate that a lower energy structure can be
found by displacing the atoms in the crystal along the eigenvector associated with
the imaginary frequency.

One example of a lattice instability is mentioned in Paper II. Barium titanate
in its high temperature phase is cubic perovskite. However, in a phonon calculation
BaTiOj3 exhibits imaginary modes. This indicates that cubic BaTiOj3 is not stable
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at 0 K, and experimentally there is indeed a phase transition away from cubic
perovskite already at 120°C.

Since the cubic phase is stable at some temperature it should in principle be
possible to stabilize the crystal by minimising not the energy but the free energy
at the relevant temperature. By computing the vibrational entropy, and the free
energy, at various lattice constants it is possible to obtain the free energy poten-
tial instead of only the internal energy. The technique is commonly referred to as
the quasi harmonic approximation [63,64]. The quasi harmonic approximation is
based on the assumption that the harmonic approximation holds at every value
of the lattice constant, which is treated as an adjustable parameter. Within the
quasi harmonic approximation it is possible to compute, among other things, the
thermal lattice expansion, which is out of reach within the harmonic approxima-
tion. However, also the quasi harmonic approximation fails ultimately when the
temperature increases and the displacements away from equilibrium become too
large and higher order terms need to be included in the potential energy expansion
in Equation (6.17) [107].

As an example, Figure 6.3 shows the bandspectra of pristine cubic BaTiO3 and
SrTiO3 along the high symmetry points illustrated in Figure 2.1b. The phase transi-
tion of BTO mentioned in Section 2.3 above is clearly seen as imaginary frequencies
(on the negative y-axis) at the I'-point, but also along the entire paths connecting
I') M and X. STO also exhibits this imaginary frequency at the gamma point
showing that STO also, in principle, could be prone to a ferroelectric transition
[108]. However, in practise STO does not exhibit the ferroelectric phase transition
of BTO [19] because of the R-mode instability which makes the TiOg octahedra
in STO tilt into an anti-ferroelectric phase described in Section 2.3. BTO on the
other hand is not prone to the anti-ferroelectric transitions of STO due to the lack
of imaginary frequencies at the R-point.

6.3 Computational aspects

In order to solve the eigenvalue problem Equation (6.28) the quantity to be com-
puted is the dynamical matrix, reprinted here for convenience.

. 1 2
D jsla) = 3 e ot v

- \/MiMj auniaaUOjﬁ

Even though the original problem of diagonalising a 3 x N x M matrix (where
M in principle is infinite) now has been reduced to diagonalising K matrices (one
for each value of q) of size 3 x N, the calculation of the dynamical matrix in
Equation (6.28) is still immense. If the crystal is infinite the number of g-vectors
is in principle also infinite. However, it turns out that a judiciously chosen finite

(6.26)
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number of g-points, e.g. using a Monkhorst-Pack [97] grid, works well enough. The
symmetry of the lattice further reduces the number of g-points at which a matrix
has to be diagonalised to the irreducible Brillouin zone. The principle is the same
as for the electronic structure in Section 5.7.2.

Not only are the number of g-vectors infinite, in an infinite crystal the sum over
unit cells, n, is also infinite. Fortunately acceptable accuracy can often be obtained
with a finite number of unit cells n, i.e. R,, is limited the period of a supercell of
modest size.

In the present thesis the matrix elements are obtained using phonopy [64] which
is a software implementation of the frozen phonon approach. In the frozen phonon
approach the motion of the 7:th atom is frozen in at a finite displacement § and
the forces on each ion are calculated from the relaxed electronic structure. This
works rather well if the displacements are small enough not to violate the harmonic
approximation but large enough for numerical accuracy. The forces are typically
given as the Hellmann-Feynman forces directly from an electronic structure calcu-
lation. The matrix elements can computed using finite differentiation and central
differences.

Fnia,OjB =

PV 9 (V)  Ifysn)
aum’aauﬁjﬁ B aunia auﬂjﬁ - aum’a

o Joga (uiy - Unia + A ugn) — fogp (U Unia — AL ugn)
- 2A

(6.39)

6.3.1 Localised hydrogen modes

In Paper II the localised hydrogen modes for BaTiO3;_,H, were obtained in a
slightly different, albeit mathematically equivalent, manner. Since the eigenmodes
could be deduced a priori from symmetry arguments, there was no need for comput-
ing the mixed derivatives. In addition, since the mode is very local and contained
only one atom any interaction between atoms could be neglected both within the
unitcell (with indices 7, j) as well as between unitcells (with indices n, m). To stress
this independence these indices have been dropped below. The diagonal terms in
the FC sub-matrix

OV

Fooa =5 (6.40)

were computed by fitting second order polynomials of type %mw2x2, where m is

the mass of the atom, w the vibrational frequency and x the diaplacement away
from the equilibrium position, to the energy landscape obtained by displacing the
ions in both positive and negative directions along the eigenvectors as illustrated in
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Figure 6.4: Illustration of potential well mapping

Figure 6.4. In Paper II the method is called the one particle harmonic potential
(OPHP) method.
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Summary of appended articles

7.1 Paper |

In hydration of a solid state proton conductor the vacancies are filled with hydroxide
ions according to the reaction

HyO() + Vo™ + 00 — 2(0OHo*) (7.1)

The hydrogen ion is rather loosely bound to the oxygen and is mobile as a positively
charged proton. The difference in ionic radius between the hydroxide ion and the
vacancy causes the material to expand during hydration. This volume difference is
investigated in Paper I for BaZrO3.

In Paper I we developed a strain tensor formalism which describes not only the
size, i.e. the ionic radius, but also the anisotropy induced by the defect. The trace
of the strain tensor is directly related to the volume of the defect from which an
ionic radius can be obtained. The strain tensor is general and applicable to any
point defect in any material describing not only the volume expansion but also the
anisotropy.

The strain tensor formalism is also applied to the defects involved in hydration of
BaZrOj i.e. the proton and the oxygen vacancy, including some acceptor dopants
necessary for the formation of the vacancies. We conclude that the vacancy is
smaller than the oxygen host ion but more interestingly, also the hydroxide ion is
smaller than the oxygen ion. The cause of the chemical expansion during hydration
is not the large size of the proton, but the relatively small size of the vacancy.
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7.2 Paper Il

In Paper II we investigate the substitutional hydrogen Hp® which can form in
BaTiO3 and consists of a negatively charged H™ ion on an oxygen site. It is formed
from the reaction

%Hg(g) + 05 — %Oz(g) +HY + ¢ (7.2)

and leads to n-type doping of the material. Doping into the initially empty Ti
3d band should according to band theory lead to a delocalised electron. However,
through coupling to phonons it can also lead to a polaron.

In order to localise an electron and form a polaron the DET+U method is used
and we determine the U-parameter self-consistently through applying the piecewise
linearity constraint of the xc-functional. The exact value of the U-parameter is not
transferable between different systems and we find that the U-value, and therefore
also the lattice constant is different in a 2 x 2 x 2 supercell (U = 3.3) and a 3 x 3 x 3
supercell (U = 3.1). Polaron formation is found to be energetically favourable
(AE = —57 meV) in the smaller supercell, but unfavourable (AE = 124 meV) in
the larger indicating a concentration dependence for the polaron formation energy.

In order to determine the presence of polarons in oxyhydride BTO we note that
the vibrational properties of the hydride ion changes significantly when a bound
polaron is formed on the nearest neighbour titanium.

Because the HSE functional is known to produce more accurate vibrational fre-
quencies, the frequencies are determined using the HSE xc-functional and the One
Particle Potential method (also known as the Partial Hessian approach) which
requires fewer displacements and consequently fewer calculations, only one dis-
placement of the hydrogen atom in each of the three cartesian directions. This is
possible due to the very localised nature of the hydrogen vibrations.

We discriminate between the two possible electronic states, the delocalised band-
state and the localised polaron state, using inelastic neutron scattering. The agree-
ment between the calculated vibrational frequencies and the measured spectrum
leads to the conclusion that the conduction electrons in the measured sample are
predominantly delocalised, although polarons also seem to be present when the con-
centration of hydride ions is increased, which is in agreement with the calculated
polaron formation energies. Thereby, we also demonstrate that electronic defects
can be characterised through vibrational properties by inelastic neutron scattering
measurements.

54



Summary and Outlook

In this thesis we have seen two examples of how first principles calculations can be
used to penetrate a material, provide information about the local environment and
how this affects macroscopic properties in a material.

In Paper I the chemical expansion, which is a difference in ionic volume between
two different types of defects, could be separated into the formation volume of the
two defects individually. Due to the charged nature of the defects this information
is not easily accessible through experiments. The agreement between the mea-
sured and calculated chemical expansion suggests that the computational results
are correct and that the chemical expansion can understood from the separation
into two individual effects. However, the agreement is not perfect and obviously
there are effects, neglected in the article, which do have an influence, such as finite
temperature and the quantum fluctuation of hydrogen.

In Paper II the oxyhydride barium titanate was investigated. The oxyhydride
BaTiOj3 is still a rather recent discovery and many aspects remain to be under-
stood. For example whether yet further different types of hydrogen defects, such
as substitutional dihydrogen, i.e. a hydrogen molecule or two hydrogen ions, on any
type of site is possible, including the barium or titanium sites. Furthermore, pris-
tine BaTiO3 is white whereas oxyhydride BaTiO3 is blue. There have been some
attempts at explaining the blue colour, many of then including a bound polaron
next to an oxygen defect such as the substitutional hydride or the oxygen vacancy,
but a satisfactory explanation is yet to be provided. In addition, the elementary
diffusion step, and thus the hydride exchange mechanism as well as the apparent
thermodynamical instability needs further investigation.
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