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Giant acoustic atom: A single quantum system with a deterministic time delay
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We investigate the quantum dynamics of a single transmon qubit coupled to surface acoustic waves (SAWs)
via two distant connection points. Since the acoustic speed is five orders of magnitude slower than the speed of
light, the traveling time between the two connection points needs to be taken into account. Therefore, we treat
the transmon qubit as a giant atom with a deterministic time delay. We find that the spontaneous emission of the
system, formed by the giant atom and the SAWs between its connection points, initially decays polynomially in
the form of pulses instead of a continuous exponential decay behavior, as would be the case for a small atom.
We obtain exact analytical results for the scattering properties of the giant atom up to two-phonon processes by
using a diagrammatic approach. We find that two peaks appear in the inelastic (incoherent) power spectrum of
the giant atom, a phenomenon which does not exist for a small atom. The time delay also gives rise to features
in the reflectance, transmittance, and second-order correlation functions of the system. Furthermore, we find
the short-time dynamics of the giant atom for arbitrary drive strength by a numerically exact method for open
quantum systems with a finite-time-delay feedback loop.
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I. INTRODUCTION

Superconducting circuits [1,2] form a promising technol-
ogy for realizing the computational nodes of a large-scale
quantum network [3,4]. In a large network, time delays
are unavoidable and have to be understood and handled
with care. The on-chip delays of standard superconducting
microwave circuits, however, are negligible due to the cm
chip size and the speed of light. A key element to realize
a quantum network is a coherent transducer capable of
converting quantum information from the microwave regime
to the optical regime, where it could be transmitted over
large distances. While many different designs for such a
transducer are very actively investigated [5–10], no high-
efficiency solution has been experimentally realized so far.
However, there is another possibility to investigate time delays
due to propagation on-chip. By transforming the quantum
information into surface acoustic waves (SAWs) [11–15], i.e.,
sound waves traveling with a velocity five orders of magnitude
lower than the speed of light, microsecond propagation-time
delays can easily be achieved. Delay lines are indeed also one
of the main applications of SAWs in microwave technology
[14].

The theoretical description of open quantum systems
including propagation time delays has until recently focused
on so-called cascaded quantum systems [16–20], where no
closed loops for quantum information are created. There are
also tools to describe systems with closed loops, but where
the dynamics of quantum systems is approximatively coherent
during the short time-delay, which can then be included in
terms of signal phase shifts [19–22]. Recently, there has been
an increased interest in longer time delays and closed loops,
where the quantum systems have time to evolve dissipatively
and really emit energy into the transmission line before that
energy returns [23–29].

In this paper, we analyze one of the simplest examples of an
open quantum system with a deterministic propagation-time
delay. It consists of a single two-level atom, connected at
two points to a single open transmission line. This is not
only conceptually one of the simplest examples but also
straightforward to implement experimentally [11,12,15]. The
single two-level quantum system is realized by a transmon
qubit [30] with strong nonlinearity, which serves as an artificial
atom. Compared to the SAW wavelength (�1 μm), the
transmon can be designed to extend over distances at least
several hundred, or even a thousand, times greater (>100 μm).
Since the speed of SAWs is five orders of magnitude slower
than the speed of light, we need to consider the time delay
between the two connection points. However, we neglect the
time delay in the connections themselves and the transmon,
since they are metallic and signals travel through them at the
speed of light. Therefore, we refer to our single two-level
quantum system as a giant atom. Other examples of simple
systems that can exhibit time delay are a two-level atom
in front of a mirror [23,24,28,31] and two two-level atoms
at a long distance from each other in an open transmission
line [25,27,28,32–35].

The two connection points of the giant atom introduce
boundary conditions for the SAWs propagating in the open
transmission line, making the area between the connection
points reminiscent of a cavity. However, it is different from
both the cavities used for optical photons in cavity quantum
electrodynamics (QED) and the transmission line resonators
used for microwave photons in circuit QED, as well as from
the effective cavities for single photons that can be formed by
several small atoms in an open transmission line [33,36,37].
For example, we find that the total energy stored in the
atom and the SAWs between the connection points exhibits
an initially polynomial decay process before reverting to
exponential decay in the long-time limit.
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FIG. 1. Giant atom coupled to SAWs. (a) The giant atom is a
transmon (orange SQUID circle) with large interdigitated capacitance
(red and black structures) from its two islands. The giant atom
couples to SAWs propagating on the piezoelectric substrate (gray
color) through the piezoelectric effect. (b) The transmon qubit is
modeled by a two-level atom with two legs (labeled by A and B,
respectively) coupled to a one-dimensional (1D) transmission line.
The distance between the two legs is L. In- and out-going phonons,
including external drive fields, near the two connection points are
shown as blue arrows.

II. THE MODEL

In Fig. 1(a), we show the setup investigated in this work. A
transmon is coupled to a piezoelectric substrate (gray color).
The interdigitated capacitance forming the two islands of the
transmon also forms a transducer which couples to the SAWs
propagating on the substrate. In our case, the whole interdigital
transducer (IDT) consists of two local IDTs at its two ends,
far away from each other. Each IDT has N pairs of fingers
[N = 5 pairs are shown in Fig. 1(a)]. The fork configuration
of each finger is designed to minimize internal mechanical
reflections [11–14].

In this paper, we will explore the transmon dynamics in
the qubit regime, i.e., where only the lowest two transmon
levels with energy splitting h̄ω0 are involved. Considering
just one of the two local IDTs, we assume the relaxation rate
corresponding to a single IDT finger pair is γ0. Due to the
interference of all the finger pairs, the total effective relaxation
rate of each local IDT is given by [22]

γ = γ0
1 − cos(Nω0τ )

1 − cos(ω0τ )
, (1)

where τ is the traveling time (negligible in this case) between
neighboring finger pairs [of the same color shown in Fig. 1(a)].
We now consider the distance between neighboring finger
pairs to match the wavelength of the corresponding phonons,
so that the transmon-phonon coupling is maximized, i.e.,
ω0τ = 2nπ, n ∈ Z+, leading to γ = N2γ0. The bandwidth
of phonons involved in the qubit dynamics will be determined
by the coupling γ . In the following, we will consider the
regime γ � ω0/N , so that we can neglect the weak frequency
dependence of the coupling around the maximum in Eq. (1).

The distance L between the centers of the two local IDTs
can be made long, straightforwardly up to a few thousands of
SAW wavelengths [12], which is the regime of interest in this
paper. We characterize this distance by the corresponding time
delay T = L/vg for the SAWs traveling with the velocity vg

on the piezoelectric substrate. We thus arrive at the model of a
two-legged giant atom, as sketched in Fig. 1(b), with two legs
labeled by A and B, respectively. The model Hamiltonian is

H = h̄ω0|e〉〈e| +
∑

α=1,2

∫
h̄ωpa†

αωp
aαωp

dωp

+
∑

α=1,2

∫
h̄

√
γ

4π
[σ−a†

αωp
(e−icαkp

L
2 + eicαkp

L
2 ) + H.c.]

× dωp, (2)

where aαωp
are phonon field operators for the right-

(α = 1) and left-propagating (α = 2) phonons satisfying
[aαωp

,a
†
α′ω′

p
] = δαα′δ(ωp − ω′

p), and ωp represents the fre-
quency of phonon modes. We have defined atomic operators
σ− ≡ |g〉〈e| and σ+ ≡ (σ−)† where |g〉 and |e〉 are the atomic
ground and excited states. The coupling term in the second line
of Eq. (2) has included the phase difference between two legs
of the giant atom at positions x = −L/2 and x = L/2. The
parameter kp is the wave vector of the SAWs, i.e., kp = ωp/vg

or kp = 2π/λSAW with λSAW being the wavelength of the
SAWs. Since the typical value of γ is tens of MHz, which
is small compared to ω0 (several GHz), it is reasonable
to assume that the SAW dispersion is flat over the atom’s
bandwidth. The notation cα=1 = +1, cα=2 = −1 is used to
distinguish the interaction of the giant atom with the right-
and left-propagating phonon fields, respectively.

In Sec. III, we will explore the spontaneous-emission
dynamics of the giant atom when it is excited directly by
an electrical gate [11], and also the single-phonon scattering
properties of the giant atom when it is driven by SAWs
emanating from external IDTs. We then extend the scattering
calculations to two-phonon processes in Sec. IV, allowing us
to study second-order correlation functions for the scattered
phonons. Finally, in Sec. V, we investigate the short-time
dynamics of the giant atom when it is subjected to coherent
driving of arbitrary strength.

III. SINGLE-PHONON PROCESSES

We will first consider the single-excitation subspace of
the giant atom’s dynamics, since this is amenable to analytic
solutions. In this subspace, the total state of the two-level giant
atom and SAW field in the transmission line can be described
by [38]

|
(t)〉 =
∫

dω[α1ω(t)a†
1ω + α2ω(t)a†

2ω]|g,vac〉
+ e(t)|e,vac〉, (3)

where |vac〉 represents the ground state of SAW field in the
transmission line. The integral part describes the state of a
single phonon propagating in the transmission line towards
the right, α1ω, or the left, α2ω, with the giant atom in the
ground state |g〉. When the phonon is absorbed, the giant atom
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is in the excited state |e〉 with the probability amplitude e(t).
From the Schrödinger equation ih̄∂/∂t |
(t)〉 = H |
(t)〉, we
obtain the evolution of e(t) (see Appendix A 1 for details)

∂e(t)

∂t
= −iω0e(t) − γ [e(t) + e(t − T )]

− iV
[
αin

A (t) + αin
A (t − T ) + αin

B (t) + αin
B (t − T )

]
.

(4)

The first term on the right-hand side (RHS) of Eq. (4) describes
the unitary evolution of the giant atom without dissipation and
driving. The second term on the RHS of Eq. (4) describes
the relaxation process via the two legs of the giant atom,
which includes the time delay between the two legs. The last
term on the RHS of Eq. (4) describes the dynamics due to
external driving sources exciting the atom through both leg
A and leg B. If a plane-wave driving field only comes from
the leg A, as shown in Fig. 1(a), the driving terms in Eq. (4)
are αin

A (t) = Ae−iωd t and αin
B (t) = 0 with A the amplitude of

the drive. The coherent coupling amplitude V is determined
by the relaxation rate γ through V = √

γ vg/2 (details are
given in Appendix A 1). Previous work on the giant atom
only considered the Markov limit, where the time delay T

is negligible [22]. In this article, on the other hand, we are
mainly interested in understanding the effect of a nonnegligible
T . Below, we specify the parameter regimes that will be
considered.

A. Spontaneous emission

1. Overview of parameter regimes

Equation (4) is a time-delay differential equation. Without
the external driving, i.e., setting αin

A (t) = 0 and αin
B (t) = 0,

we straightforwardly find the analytical solution describing
the spontaneous relaxation of the giant atom’s excitation
amplitude (see Appendix A 2, and also Ref. [23], for details),

e(t) = e(0)e−i(ω0T −iγ T ) t
T

[t/T ]∑
n=0

(γ T )n

n!

(
n − t

T

)n

ein(ω0T −iγ T ),

(5)

where e(0) is the initial probability amplitude of the giant atom
and [t/T ] is the integer part of t/T . From Eq. (5), we see that
e(t) is a function of the dimensionless time t/T , depending
on the two dimensionless parameters γ T and ω0T . Therefore,
the relaxation properties of the giant atom are determined by
the parameter plane spanned by γ T and ω0T , which can be
divided into several regions as shown in Fig. 2. Since we work
in the rotating-wave approximation (RWA), we only consider
the region under the line γ � ω0. Furthermore, we neglect the
frequency dependence of the local IDTs [see Eq. (1)], implying
that γ � ω0/N . We divide the remaining region into several
different subregions marked by A, B, C, and D, respectively.

The corner region A is defined by the condition ω0T �
1. Since ω0T = kpL = 2πL/λSAW, the condition ω0T �
1 corresponds to the long-wavelength limit λSAW � 2πL,
which means we can neglect the phase acquired by SAWs
traveling between the connection points. Due to the RWA
condition γ � ω0, this region is also in the Markov limit,
i.e., γ T � ω0T � 1. Thus, we can neglect high orders of

FIG. 2. Parameter space. The parameter region under the line
γ � ω0/N , where the RWA holds, is divided into several dif-
ferent subregions. Region A: The limit of both long-wavelength,
ω0T = kL � 1, and Markovian dynamics, γ T � 1. Region B: Still
Markovian dynamics, but arbitrary phase difference ω0T . Region C:
The moderately non-Markovian regime γ T ∼ 1. Region D: The deep
non-Markovian regime, γ T � 1.

γ T (n � 1) in Eq. (5) and obtain an approximate result,
e(t) ≈ e(0) exp(−iω0t − 2γ t). This is indeed the result for
a small atom with total relaxation rate 2γ , since the inter-leg
distance is much smaller than the phonon wavelength. Here, we
also note that this regime cannot be accessed experimentally
in the SAW-transmon system, since each individual local IDT
already consists of N legs separated by the phonon wavelength.
However, since the wavelength of microwave photons is
usually much longer than the dimensions of a superconducting
qubit, most circuit-QED setups work inside this regime.

Parameter region B is also in the Markov limit γ T � 1,
but with an arbitrary ω0T , which means the phase acquired by
SAWs traveling in the transmission line between the two legs
needs to be considered [22]. In this case, the main contribution
comes from the low orders in the series of Eq. (5). Therefore,
by taking n − t/T ≈ −t/T in the limit t � T , we have
the asymptotic behavior e(t) ≈ e(0) exp(−iω̄0t − γ̄ t), where
the effective frequency is ω̄0 = ω0 + γ eγT sin(ω0T ) and the
effective decay rate is given by γ̄ = γ [1 + eγT cos(ω0T )].
Considering the Markov limit γ T � 1, we can further take
eγT ≈ 1 in ω̄0 and γ̄ . We see that ω̄0 and γ̄ are both modified
by the phase factor ω0T and the results coincide with those
given in Ref. [22], where the distances between the legs were
represented by frequency-dependent phase shifts.

The parameter regions C and D are both beyond the
Markov approximation. Region C corresponds to a moderate
non-Markovian regime γ T ∼ 1 while region D is the deep
non-Markovian regime γ T � 1. In region D, the dominant
term is the highest order in the series of Eq. (5). Thus we
have the approximate solution in the time interval mT � t <

(m + 1)T , with m ∈ Z+,

em(t) ≈ e(0)e−i(ω0T −iγ T ) t
T

(γ T )m

m!

(
m − t

T

)m

eim(ω0T −iγ T ).

(6)

In region C, no such simplifications are possible and the
complete time evolution, given by Eq. (5), must be used. Exam-
ples of relaxation dynamics in the experimentally accessible
parameter regions B, C, and D are given in Figs. 3(a1), 3(b1),
and 3(c1), respectively, which we will discuss in detail below.
However, to understand the dynamics better, it is useful to first
also study the power spectrum of the giant atom.
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FIG. 3. Time evolutions and power spectra of giant atom. (a1) Time evolution of |e(t)|2 in parameter region B with γ T = 0.045,ω0T =
2.4π . The red line is a numerical simulation and the black dashed line is the analytical result from Eq. (8) with a single mode ω(0). (a2), (a3)
The corresponding power spectra of the giant atom and the outgoing phonons, respectively. (b1) Time evolution of |e(t)|2 in parameter region
C with γ T = 1.0,ω0T = 20π . The black dashed line is the analytical result from Eq. (8) including the two modes ω(0) and ω(−1). (b2), (b3)
The corresponding power spectra of the giant atom and the outgoing phonons, respectively. (c1) Time evolution of |e(t)|2 in parameter region
D with γ T = 37.5,ω0T = 2000π . The black dashed line is the analytical result from Eq. (8) including eleven modes, i.e., from ω(−10) to ω(10).
The evolution exhibits revival peaks, the first two of which are shown in more detail in the inset. (c2), (c3) The corresponding power spectra
of the giant atom and the outgoing phonons, respectively.

2. Power spectra

We now study the solution of Eq. (4) from another point
of view by decomposing e(t) into a superposition of many
independent modes, i.e., e(t) = ∑

k cke
−iω(k)t . In general, the

mode frequencies ω(k) can be complex numbers where the
imaginary part gives the relaxation rate of each mode. Plugging
this form into Eq. (4) without driving terms, we obtain the
analytical solution

ω(k) = ω0 − iγ + i
1

T
Wk(−γ T eγT +iω0T ), (7)

with k ∈ Z. Here, W (z) is the Lambert W function [39]
defined by the equation z = W (z)eW (z), which in general
is a multivalued function with branches Wk(z), k ∈ Z. By
Fourier-transforming Eq. (4), we obtain the solution of e(t)
for t > 0 (details are given in Appendix A 2):

e(t) = e(0)
∑

k

e−iω(k)t

1 − γ T eiω(k)T
. (8)

We assume the giant atom is initially in the excited state and set
e(0) = 1 in the following. We now define the power spectrum
of the giant atom by

S0(ω) ≡ ω0

∣∣∣∣
∫ +∞

−∞
e(t)eiωtdt

∣∣∣∣
2

. (9)

According to the Wiener-Khinchin theorem [40–42], the power
spectrum can be obtained by Fourier transform of the auto-
correlation function Cee∗ (τ ) ≡ ∫

e∗(t)e(t + τ )dt , i.e., S0(ω) =
ω0

∫
Cee∗ (τ )eiωτ dτ [43]. From Parseval’s theorem, we have

the identity (2π )−1
∫

S0(ω)dω = ω0
∫ |e(t)|2dt , which is a

reflection of energy conservation; i.e., the energy in the time
domain is equal to the energy in the frequency domain.

Therefore, the power spectrum S0(ω) (normalized by a factor)
is the density of the atom’s energy distribution over the
frequency domain.

From Eq. (8), we can calculate the atomic power spectrum
as following:

S0(ω) = ω0

∣∣∣∣∣
∑

k

i

1 − γ T eiω(k)T

1

ω − ω(k)

∣∣∣∣∣
2

= ω0
1

|ω − ω0 + iγ (1 + eiωT )|2 . (10)

Here, we have used Eq. (A30) in Appendix A 2 to arrive
at the second expression. In Fig. 3, we show the time
evolution of |e(t)|2 in different parameter regions and the
corresponding power spectra. The red curve in Fig. 3(a1)
shows the time evolution of |e(t)|2 from a numerical simulation
with parameters in region B. The time evolution can be well
fitted by an exponential decay (black dashed curve) obtained
from Eq. (8) including only one frequency mode ω(0). The
corresponding atomic power spectrum in Fig. 3(a2) shows
a single peak. The red curve in Fig. 3(b1) shows the time
evolution of |e(t)|2 with parameters in region C. In the atomic
power spectrum shown in Fig. 3(b2), we see that there are
two dominant modes, corresponding to ω(−1) and ω(0). The
long-time behavior of |e(t)|2 can be fitted well by Eq. (8)
including the two modes ω(−1) and ω(0) [black dashed curve in
Fig. 3(b1)]. To fit the short-time dynamics, we need to include
more modes.

In Fig. 3(c1), the red curves show the time evolution of
|e(t)|2 with parameters in region D. We see that the giant atom
exhibits revivals during the evolution in intervals spaced by T .
Here, the distance between the two IDTs is one thousand SAW
wavelengths, i.e., L = 1000λSAW. The giant atom decays to the
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ground state between revivals since the traveling time between
the IDTs is much larger than the decay time of the giant
atom (T � 1/γ ). The corresponding atomic power spectrum,
shown in Fig. 3(c2), has a more complicated structure of
multiple peaks with narrow widths. The higher-frequency
modes correspond to shorter wavelengths. In Appendix A 2,
we derive the approximate solution for complex mode ω(k) =
Re[ω(k)] + iIm[ω(k)] in parameter region D:

Re[ω(k)] ≈ ω0 − 1

T

[
π (2k + 1 + �)

− arctan
π (2k + 1 + �)

γ T

]
,

Im[ω(k)] ≈ − 1

2T
ln

(
1 +

[
(2k + 1 + �)π

γT

]2
)

. (11)

Here, the residual phase is defined by � = ω0T/π − 2n ∈
[0,2) with n ∈ Z. The real part of the kth mode Re[ω(k)] gives
the position of the center of the corresponding peak in the
power spectrum. The positions of the peaks are roughly equally
spaced; the frequency spacing is given by �ω ≈ 2π/T when
γ T � (2k + 1 + �)π . The imaginary part of the kth mode
Im[ω(k)] gives the width of each peak in the power spectrum.
In the limit γ T � (2k + 1 + �)π , the width of each peak is
approximately given by π2(2k + 1 + �)2/γ 2T 3.

In an experiment, it is more convenient to measure the
power spectrum of the outgoing phonons αout(t) ≡ αout

A (t) =
αout

B (t), which is given by the interference of the phonons
emitted from the two legs,

αout(t) = −i
V

vg

[e(t) + e(t − T )]. (12)

Similarly to the definition of the atomic power spectrum in
Eq. (9), we define the power spectrum of αout(t) (fluorescence
spectrum) and calculate it as (see Appendix A 2 and Ref. [38]
for details)

Sout(ω) ≡ vg

∣∣∣∣
∫ +∞

−∞
αout(t)eiωtdt

∣∣∣∣
2

= vg

∣∣∣∣∣ γ

2V

∑
k

1

1 − γ T eiω(k)T

1 + eiωT

ω − ω(k)

∣∣∣∣∣
2

= γ
1 + cos ωT

|ω − ω0 + iγ (1 + eiωT )|2 . (13)

Compared to Eq. (10), there is an additional factor (1 +
cos ωT ), which comes from the interference of outgoing
photons from the two legs of the giant atom. In Figs. 3(a3),
(b3), and (c3), we calculate the power spectra of the out-
going phonons in the three parameter regimes B, C, and
D, respectively. The fluorescence spectrum Sout(ω) can be
directly obtained by measuring the autocorrelation function
of outgoing phonon fields Cαα∗ (τ ) ≡ ∫

αout∗(t)αout(t + τ )dt .
According to the Wiener-Khinchin theorem, the quantity
Sout(ω) is given by the Fourier transform of the above auto-
correlation function, i.e., Sout(ω) = vg

∫
Cαα∗ (τ )eiωτ dτ [43].

The fluorescence spectrum Sout(ω) is the energy distribution
of outgoing phonons over the frequency domain.

In the above discussion, we assumed a general case where
the parameters were chosen to satisfy ω0T = (2n + 1)π , such
that all the modes die out in the end and the giant atom decays
to the ground state. In the case of ω0T = (2n + 1)π , from
the definition of the Lambert W function and Eq. (7), we
have a real frequency mode ω(0) = ω0 with zero imaginary
part. In the long-time limit, this mode survives while all the
other modes die out. Therefore, we have the stationary solution
e(t → +∞) = 1

1+γ T
e−iω0t . This corresponds to a dark state

which does not decay to the ground state in spite of the
coupling to the open transmission line. The reason is that
the emissions from the two legs cancel each other due to the
phase difference ω0T = (2n + 1)π , reminiscent of how two
or more atoms in waveguides can form dark states [44–47].
Therefore, the stationary values of |e(+∞)|2 will be finite and
the corresponding spectra |S0(ω)|2 will show a singularity at
ω = ω0 due to the zero imaginary part of the dark mode.

3. Polynomial decay

As discussed in the introduction, the whole structure shown
in Fig. 1(a) is reminiscent of a cavity for SAW phonons, since
the two connection points of the giant atom introduce boundary
conditions that can act as semitransparent mirrors. The energy
stored in the atom and in the SAWs between the connection
points is gradually lost to SAWs propagating out from the two
connection points. In the case of an ordinary cavity with a
small atom inside, and in the case of a small atom coupled to
an open transmission line, the damping follows an exponential
decay law. In our setup, however, we here show that the decay
process in parameter region D exhibits a different behavior.

In Fig. 4, we plot the numerical results for the time
evolution of the energy stored in the form of phonons

FIG. 4. Spontaneous decay of giant atom. (a) The initial decay
of the phonon energy stored between the connection points of the
giant atom EP (t) [curves (II) and (IV)] and the total energy of
giant atom ET (t) [curves (I) and (III)] exhibit universal polynomial
behaviors on the time scale of T . However, the long-time behavior
(the part indicated by the dashed box) deviates from this polynomial
behavior. (b) The long-time decay follows exponential decay laws.
The slope (decay exponent) for ω0T = 2000π (bright state) is given
by π 2/(γ 2T 2). The slope for ω0T = 2001π (dark state) is zero.
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between the connection points, EP (t), and the total energy of
the giant atom, ET (t) ≡ EP (t) + h̄ω0|e(t)|2, for parameters
ω0T = 2001π (dark state) and ω0T = 2000π (bright state).
In the long-time limit, the decaying behavior depends on the
parameter ω0T [see the part in the dashed box in Fig. 4(a)].
However, before this stage, there is a universal energy damping
following a polynomial law. From Fig. 4(a), we see that the
total energy ET (t) [curves (I) and (III)] decays monotonically
in a staircase-like function. The decay of the phonon energy
EP (t) [curves (II) and (IV)] overlaps with ET (t) most of the
time except around integer multiples of T , where a dip of EP (t)
appears on the time scale of γ −1 � T . On the large time scale
T , we find that the energy decay of the stairs shown in EP (t)
and ET (t) obeys (see Appendix A 4 for details)

EP/T ≈ h̄ω0

2
√

π

(
t

T

)−1/2

. (14)

It is interesting to note that the time scale for the polynomial
decay, which here follows an inverse square-root law, is not
set by the coupling strength γ but is instead determined solely
by the propagation time T . In contrast, the time scale of the
exponential decay of a small atom in an open transmission line
would be completely fixed by γ .

The spontaneous emission of a small atom is a continuous
process. However, the staircase behavior of the total energy
ET (t) indicates that the giant atom emits energy in the form
of phonon pulses with time period T . In an experiment, it
should be straightforward to measure the outgoing phonons
from the two legs of the giant atom, αout(t). One can measure
the total energy of each outgoing phonon pulse, i.e., Eout(m) ≡
vg

∫ (m+1)T
mT

|αout(t)|2dt for m � t/T < m + 1. We find that the
total pulse energy Eout(m) as a function of the pulse number
m also decays polynomially, i.e., Eout(m)/h̄ω0 ≈ 1

8
√

π
m−3/2

[see Eq. (A48) in Appendix A 4]. Beside the polynomial
behaviors of EP (t), ET (t), and Eout(m), we find that the
revival peaks shown in Fig. 3(c1) also exhibit polynomial
decay. In Appendix A 4, we calculate the time position of
the revival peaks’ maxima tm = mT + m/γ for t ∈ [mT,(m +
1)T ) and the values of the revival peaks P max

e (tm). As given
by Eq. (A45) in Appendix A 4, the decay of revival peaks
follows a polynomial law P max

e (tm) ∝ t−1
m . From Fig. 3(c1),

we also see that the width of the revival peak becomes
broader and broader. In fact, from the revival peaks’ maxima
tm = mT + m/γ , we see that the peak will spread over the
whole time interval [mT,(m + 1)T ] when m > γT , which
implies that the polynomial decay is valid only for t < γ T 2.

For sufficiently long time t > γ T 2, the decaying behavior
deviates from the polynomial law. In parameter region D,
the total system energy is mainly stored in the form of
propagating phonon wave packets excited at both legs of the
giant atom as shown in Fig. 3(c1). A wave packet contains
many frequency modes, given by Eq. (11). Each mode k decays
at a different rate as described by its imaginary part Im[ω(k)].
The initial polynomial decaying behavior is the collective
effect of multiple modes decaying. In the long-time limit,
however, only the mode with the slowest (exponential) decay
rate survives. In Fig. 4(b), we show the long-time decaying
behavior in two cases, both following an exponential decay
law. From the analytical expression of ω(k) given by Eq. (11),

we see the slope for ω0T = 2000π is π2/(γ 2T 2). For the dark
state case ω0T = 2001π , the smallest imaginary part is zero,
explaining the finite remaining energy and zero decay rate.

B. Single-phonon scattering

Above, we studied the spontaneous emission of the
undriven giant atom. Now, we investigate the scattering
process in the weak-driving limit, i.e., single-phonon driving.
In experiments, it is convenient to measure transmittance
and reflectance of such a weak drive. We consider SAWs
incoming towards leg A and transmitted to leg B; i.e.,
the driving terms in Eq. (4) are set to be αin

A (t) = Ae−iωd t

and αin
B (t) = 0 [see also Fig. 1(a)]. Using the method of

Laplace transformation, the reflectance in the long-time limit,
defined as R = |αout

A (∞)|2/|αin
A (t)|2, is calculated to be (see

Appendix A 5 for details)

R = γ 2(1 + cos ωdT )2

[(ωd − ω0) − γ sin ωdT ]2 + γ 2(1 + cos ωdT )2
. (15)

The transmittance in the long-time limit is given by T =
|αout

B (∞)|2/|αin
A (t)|2 = 1 − R. From Eq. (1), we see that

the effective relaxation rate γ also depends on the driving
frequency ωd . [In the driven case, ω0 appearing in Eq. (1)
needs to be replaced by ωd .] However, as long as the change
of ωd is small enough, i.e., �ωd � 2π/(Nτ ) ∼ ω0/N , we can
view γ as approximately constant in the full range of driving
frequencies. From Eq. (15), we see that the condition for total
reflection, R = 1, is given by

ωd = ω0 + γ sin(ωdT ), (16)

and the condition for total transmission, R = 0, is given by
ωdT = (2n + 1)π , n ∈ Z. For the case in which the phase
difference between the two legs is a multiple of 2π , i.e., ω0T =
2nπ , Eq. (16) has only one solution (ωd = ω0) for γ T < 1,
but two additional solutions exist for γ T > 1.

In Fig. 5(a), we plot the reflectance R as a function
of the scaled detuning (ωd − ω0)/ω0 for ω0T = 100π . The
black curve corresponds to γ T = 0.1 and exhibits the typical
features of a small atom: a single peak with perfect reflection
at ωd = ω0. The red curve corresponds to γ T = 2 and shows
some features characteristic of the giant atom: (1) R exhibits
a multipeak structure as a function of detuning; (2) there
are two additional driving frequencies resulting in R = 1
beside the central peak at ωd = ω0. In fact, the multiple peaks
correspond to the frequency peaks shown in Fig. 3(c2). When
the driving frequency ωd resonates with one of the modes ω(k),
the reflectance shows a local maximum in Fig. 5(a). However,
the central peak at ωd = ω0 does not correspond to any mode
ω(k). This peak is instead the result of a new pole in the complex
plane due to the driving. The side peaks of R = 1 can also be
understood using Eq. (16). The transition frequency of the
giant atom is shifted by γ sin(ωdT ). Therefore, the driving
frequency can be resonant with the shifted transition frequency
of the giant atom again (if γ T > 1) when it deviates from
ωd = ω0. In Fig. 5(b), we plot the reflectance R as functions
of the scaled detuning (ωd − ω0)/ω0 and the scaled decay rate
γ /ω0 for ω0T = 100π .

In experiments, the transition frequency ω0 of the transmon
qubit can be easily tuned in situ; tuning the decay rate γ
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FIG. 5. Reflectances. (a) Reflectance R as a function of the
scaled driving detuning (ωd − ω0)/ω0 for γ T = 0.1 (dashed black
line) and γ T = 2 (red line). (b) Reflectance R as a function of
the scaled detuning (ωd − ω0)/ω0 and the scaled decay rate γ /ω0.
(c) Reflectance R as a function of the scaled driving frequency
detuning (ωd − ωr )/ωr and the scaled transition frequency detuning
(ω0 − ωr )/ωr for γ T = 1, where ωr is the reference frequency. (d)
The same as (c), but with γ T = 2. Other parameters: ω0T = 100π

for (a) and (b), ωrT = 100π for (c) and (d).

is considerably more difficult. [As discussed below Eq. (1),
we have neglected the frequency dependence of the effective
decay rate γ . Thus, the only way to tune the effective decay
rate γ is to change the single-finger decay rate γ0 which is,
however, fixed by the design of the device.] Thus, we plot
the reflectance R as a function of both drive detuning (ωd −
ωr )/ωr and transmon detuning (ω0 − ωr )/ωr in Figs. 5(c)
and 5(d) for γ T = 1 and γ T = 2, respectively. Here, the
reference frequency ωr is given by ωr = 100π/T . The dashed
red curves correspond to the condition of total reflection given
by Eq. (16).

IV. TWO-PHONON PROCESSES

In this section, we study the scattering of a weakly coherent
pulse from the giant atom, focusing on two-phonon processes.
We construct the exact two-phonon scattering matrix following
the diagrammatic approach of Ref. [25] and use it to compute
the leading-order contribution (in the phononic flux) to the
second-order coherence functions and to the inelastic power
spectrum of the scattered phonons. In addition, we find the
first-order correction to the transmittance, extending the result
of Sec. III B beyond the single-phonon approximation.

A. Two-phonon scattering matrix

We assume that the phonon field is initially prepared in a
coherent state in the form of a wave packet centered around

the driving frequency ωd . By defining a unitary operator

U ≡ exp

[
−iωdt

(
σ+σ− +

∑
α=1,2

∫
a†

αωp
aαωp

dωp

)]
, (17)

the Hamiltonian in Eq. (2) is transformed into HRF ≡
U †H U + ih̄ dU †

dt
U in the frame rotating with frequency ωd .

Dropping the fast-oscillating terms in HRF and setting h̄ = 1,
we arrive at the Hamiltonian under the RWA,

H = −1 + σz

2
δ +

∑
α=1,2

∫
dωωa†

αωaαω

+
∑

α=1,2

∫
dω(ναωa†

αω + H.c.). (18)

Here, we have defined the atomic detuning δ ≡ ωd − ω0 and
σz ≡ |e〉〈e| − |g〉〈g|. The phonon frequency is also shifted by
the driving frequency, i.e., ω ≡ ωp − ωd . We have introduced
the interacting operator ναω, which we call bare vertex
operator,

ναω ≡
√

γ

4π

∑
β=1,2

σ−e−icαcβ (ωT +ϕ)/2. (19)

The parameter ϕ = ωdT = ωdL/vg is the phase accumulated
by the phonons during propagation from one leg to the other
(we have used the relationship kL = ωpT for SAWs).

We consider a rectangular pulse of spatial length d, initially
created at a large distance (�d) to the left of the giant atom,
propagating rightwards with a constant group velocity vg .
Keeping contributions from up to two phonons, we can write
the initial phonon state

|
i〉 = e−n̄/2e
√

n̄b
†
1 |0〉

≈ e−n̄/2

[
|0〉 + √

n̄b
†
1|0〉 + n̄

2
b
† 2
1 |0〉 + O(n̄3/2)

]
, (20)

where n̄ � 1 is the mean number of phonons in the coherent
state, and b

†
1 is a normalized wave packet operator

b
†
1 =

∫
dωφ(ω)a†

1ω, φ(ω) =
√

2vg

πd

sin(ωd/2vg)

ω
, (21)

defined in terms of the plane-wave operator a
†
1ω which

creates a right-propagating phonon of frequency ω + ωd (the
frequency ω in a

†
1ω is measured from the driving frequency

ωd ). We also assume that the wave packet φ(ω) has a narrow
bandwidth 2πvg

d
� γ , which implies that we can make the

replacement φ(ω) →
√

2πvg

d
δ(ω) whenever φ(ω) is convolved

with a function varying slowly on the bandwidth scale.
After scattering from the giant atom, the initial phonon state

in Eq. (20) becomes the final one,

|
f 〉 = e−n̄/2

[
|0〉 + √

n̄S(1)b
†
1|0〉 + n̄

2
S(2)b

† 2
1 |0〉 + O(n̄3/2)

]
,

(22)
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where S(1) and S(2) are the one- and two-phonon scattering
operators. They can be expressed as [25]

S(1) = {δs ′s − 2πiP−vs ′M(ω)v†
sP−δω′ω}a†

s ′as, (23)

S(2) =
{

1

2
δs ′

1s1δs ′
2s2 − 2πiP−vs ′

1
M(ω′

1)[δω′
1ω1δs ′

2s2 +

+Ws ′
2s2 (E)M(ω1)δω′

1+ω′
2,ω1+ω2 ]v†

s1
P−

}

× a
†
s ′

1
a
†
s ′

2
as2as1 , (24)

where s = (α,ω) is a multi-index, and we implicitly assume
summation/integration over it, when it is repeated. The param-
eter E must eventually be set to the value of an incoming-state
energy ω1 + ω2; for the initial state [Eq. (20)] in our convention
about the energy reference point it equals E = 0. The Green’s
functions of the qubit in the ground G(E) = P−

E+iη
and excited

M(E) = P+
E+δ+�(E) states are spanned by the corresponding

projectors P± = σ±σ∓ = 1±σz

2 . The self-energy of the ground
state is infinitesimally small (η → 0+), while the self-energy
of the excited state �(E) has to be established. The effective
two-phonon vertex Ws ′

2s2 (E) also requires specification.
We note that the Hilbert space of the qubit is two-

dimensional, and, in addition, the Hamiltonian in Eq. (18)
is written in the RWA. This means that in a diagrammatic
representation of �(E) and Ws ′s(E), the bare vertices v and v†

must alternate each other. Along with an application of Wick’s
theorem, this leads to the following exact equations:

�(E) = v†
sG(E − ω)vs, (25)

Ws ′s(E) = ws ′s(E) + ws ′s1 (E)M(E − ω1)Ws1s(E), (26)

where ws ′s(E) = v
†
sG(E − ω − ω′)vs ′ , and Eq. (26) is ob-

tained from the iteration w + wMw + . . ..
A simple calculation shows that Eq. (25) yields �(E) =

−iP+γ [1 + ei(ET +ϕ)], and this is sufficient to recover the
single-phonon scattering matrix. Thus, we obtain

S(1)b
†
1|0〉 = sα′

1,1φ(ω′
1)a†

α′
1,ω

′
1
|0〉, (27)

where the matrix elements

s1,1 = δ − γ sin ϕ

δ + iγ (1 + eiϕ)
, (28)

s2,1 = −iγ
1 + cos ϕ

δ + iγ (1 + eiϕ)
. (29)

Note that the scattering matrix elements s1,1 and s2,1 con-
nect the incident right-propagating phonons to the scattered
right-propagating and left-propagating phonons, respectively.
Therefore, the reflectance and transmittance are given by T =
|s1,1|2 and R = |s2,1|2, which coincides with the definitions
found in the previous section and in Appendix A 5.

The effective two-phonon vertex Ws ′s(E) obeying Eq. (26)
accounts for multiple excursions of two correlated phonons

between the two legs. Parametrizing

Ws ′s(E) =
∑
β ′,β

γ P+
4π

e−icα′ cβ′ (ω′T +ϕ)/2eicαcβ (ωT +ϕ)/2W (ω′,ω),

(30)

we simplify Eq. (26) down to

W (ω′,ω) = 1

E − ω′ − ω + iη

+ γ

2π

∫
dω1

1

E − ω′ − ω1 + iη

× eiω1T +iϕ

E − ω1 + δ + iγ
W (ω1,ω). (31)

The first term on the RHS of Eq. (31) does not depend
on the travel time T = L/vg between the legs. The function
W (ω′,ω) is analytic in the lower half plane in both its
arguments. In the regime γ T � 1, we can neglect the term
eiω1T under the integral and close the integration contour
in the lower half plane, which leads to the second term
vanishing. Therefore, at short inter-leg distances we can
approximate W (ω′,ω) ≈ 1

E−ω′−ω+iη
, identifying this term with

the Markovian contribution.
For larger separations γ T � 1, we need the full solution of

Eq. (31). Taking into account the particular form of the initial
state in Eq. (20), it suffices to solve Eq. (31) for E = ω = 0.
This can be done analytically, and we find

W (−q,0)|E=0 = 1

q + iη
+ F (q), (32)

F (q) = − iγ eiϕ

λ + iγ eiϕ

∑
σ=±,0

Cσ

eiqT − e−iσpT

q + σp
, (33)

where

p =
√

λ2 + γ 2e2iϕ, λ = δ + iγ, (34)

C± = ± (±p − λ)e±ipT − iγ eiϕ

2(p cos pT − iλ sin pT )
, C0 = −1. (35)

The parameter p appears only in the non-Markovian part
F (q) of the term (32). Its real and imaginary parts contain
a new oscillation frequency Re(p) and a new relaxation rate
Im(p), which can only manifest themselves in the two-photon
inelastic scattering processes in the non-Markovian regime
|p| · T � 1.

Finally, we derive

1

2
S(2)b

† 2
1 |0〉 =

∑
α′

1,α
′
2

1

2
sα′

1,1sα′
2,1φ(ω′

1)φ(ω′
2)a†

α′
1,ω

′
1
a
†
α′

2,ω
′
2
|0〉

+
∑
α′

1,α
′
2

2vgγ

d
s2,1

∫
dq cos

qT +ϕ

2
cos

−qT +ϕ

2

×M(q)

[
1

q
+ F (q)

]
a
†
α′

1,q
a
†
α′

2,−q
|0〉, (36)

thus completing the determination of the scattering state in
Eq. (22). In this expression (and in the following), we use the
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notation M(q) for 1
q+λ+iγ eiqT +iϕ , omitting the associated matrix

structure.
In the Markovian regime |p| · T � 1, the second—

inelastic—contribution to Eq. (36) is approximated by

∑
α′

1,α
′
2

2vgγ

d
s2,1 cos2 ϕ

2

∫
dq

a
†
α′

1,q
a
†
α′

2,−q

(q + λ + iγ eiϕ)q
|0〉,

where the q dependence of the integrand features only simple
poles. We also note the absence of the parameter p in this
expression.

B. Correction to the transmittance

Knowing the exact two-photon S matrix [Eq. (24)],
we can find the first nonlinear correction to the trans-
mittance. We calculate 〈
f |a1(x)|
f 〉 = eiω0x/vg

√
f [s1,1 +

δs1,1 + O(f 2)], where f = n̄vg/d is a phonon flux. To
compare our results for a giant atom to known results for a
small atom, we introduce the driving amplitude � ≡ √

8γf

(Rabi frequency in the small-atom limit γ T → 0), which is
widely used in the study of quantum optics. Then, we write
the correction δs1,1 to the single-phonon transmittance,

δs1,1 = 1

2

(
�

2γ

)2

× 8ipγ 3 cos4 ϕ

2 (λ cos pT − ip sin pT + iγ eiϕ)

|λ + iγ eiϕ |2(λ + iγ eiϕ)2(p cos pT − iλ sin pT )
.

(37)

While the linear transmittance s1,1 corresponds to the transition
|1〉 → |0〉 (elimination of a single phonon), the correction δs1,1

corresponds to a measurement of a phonon in a two-phonon
state, |2〉 → |1〉. Let us analyze δs1,1 in different limiting cases.

For γ T � 1, we obtain

δs1,1 ≈ 1

2

(
�

2γ

)2 8iγ 3 cos4 ϕ

2

|λ + iγ eiϕ |2(λ + iγ eiϕ)
. (38)

In the small-atom limit ϕ → 0, we can furthermore simplify
the above correction,

δs1,1 ≈ 1

2

(
�

2γ

)2 1 + i δ
2γ[

1 + (
δ

2γ

)2]2 , (39)

which is consistent with the result in Ref. [48] for the study
of a small artificial atom (recall that the total relaxation rate of
our atom in this limit is 2γ ).

For γ T � 1 and p = 0 (Im p > 0), we find that

δs1,1 ≈ 1

2

(
�

2γ

)2 8iγ 3 cos4 ϕ

2

|λ + iγ eiϕ|2(λ + iγ eiϕ)

p

λ + iγ eiϕ
, (40)

which differs from its short-distance counterpart in Eq. (38)
by the additional factor at the end.

For p = 0 (resonance δ = 0 and bright state ϕ = 2kπ,k ∈
N), we derive the expression directly from Eq. (37),

δs1,1 = 1

2

(
�

2γ

)2 1

1 + γ T
, (41)

valid for arbitrary T . Since in this case s1,1 = 0, Eq. (41)
represents the leading contribution to the transmittance. Unlike
Eq. (40), it vanishes at large T .

We plot the corrected transmittance T = |s1,1 + δs1,1|2 in
Fig. 6 for different parameter regimes. Figures 6(a) and 6(b)

FIG. 6. Transmittance including two-phonon processes. The plots show T = |s1,1 + δs1,1|2 as a function of normalized driving detuning
(ωd − ω0)/ω0. In all figures, ω0T = 100π . (a) T for γ T = 0.02 and various scaled driving parameters �/(2γ ). (b) Same as (a), but with
γ T = 0.2. (c) T for γ T = 2.0 and various scaled driving parameters �/(2γ ). (d) Zoom-in of the dashed box in (c).
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show the transmittance for γ T = 0.02 and γ T = 0.2, respec-
tively. We see that the two-phonon process basically enhances
the transmittance. The reason is that the atom can only interact
with a single phonon at any given time. When γ T is small,
corresponding to the limit of a small atom with Markovian dy-
namics, a second incoming phonon will thus not interact with
the atom and simply be transmitted forward [49–51]. However,
for larger γ T = 2.0, when the Markov approximation breaks
down, the transmittance through the giant atom shows a more
complicated structure as can be seen in Figs. 6(c) and 6(d).
In particular, we observe that the two-phonon process does
not always enhance the transmittance, but instead sometimes
suppresses it. This is due to the fact that the giant atom
can interact with one phonon while the other phonon travels
between the two connection points. These two phonons can
then interfere constructively or destructively in a way that is
not possible with a small atom.

C. Inelastic power spectrum

At weak coherence n̄ � 1, the elastic scattering dominates
over the inelastic scattering: the former receives the leading
O(�2) contribution from a single-phonon process, while the
latter starts to happen when at least two phonons are involved.
This gives the O(�4) contribution.

Let us compute these leading terms in the power spectrum
of the giant atom in the state from Eq. (22). We con-
sider g(1)

α (τ ) = 〈
f |a†
α(x − vgτ )aα(x)|
f 〉, where aα(x) =√

vg

2π

∫
dωaαωei(ω+ω0)x/vg , and establish

g(1)
α (τ ) = eiω0τ {(8γ )−1�2|sα,1|2−(4γ )−2�4RIm[s∗

α,1�M(0)]}

+
∫

dωei(ω0+ω)τ Sinel(ω) + O(�6), (42)

where R = |s2,1|2 and

� = 1 + iγ eiϕ

p
[C+(1 − e−ipT ) − C−(1 − eipT )]. (43)

The leading inelastic contribution is given in terms of the
corresponding power spectrum

Sinel(ω) = �4

4π
R cos2 ωT + ϕ

2
cos2 −ωT + ϕ

2

×
∣∣∣∣M(ω) −M( − ω)

2ω

+ M(ω)F (ω) +M(−ω)F ( −ω)

2

∣∣∣∣
2

. (44)

We see that the inelastic power is on the order of O(�4).
It is important to check the power conservation. Summing

g(1)
α (0) over the channels α and using the unitarity of the

single-phonon matrix from Eq. (23), we obtain the incoming
power up to leading order O(�2). Therefore, the elastic and
inelastic contributions to the power in O(�4) must cancel each
other, i.e.,

−(4γ )−2�4R
∑

α

Im[s∗
α,1�M(0)] + 2

∫
dωSinel(ω) = 0.

(45)

FIG. 7. Inelastic power spectra. The black dotted dashed, green
long dashed, red short dashed, and blue solid curves are the scaled
inelastic power spectra S̃inel(ω) ≡ (2γ /�)4Sinel(ω) for γ T = 0.2
(enlarged 50 times), γ T = 0.5 (enlarged 50 times), γ T = 2.0
(enlarged 50 times), and γ T = 20, respectively. Other parameters:
δ/ω0 = 0.0, ϕ = 2kπ,k ∈ Z+.

This relationship indeed holds due to the unitarity of the
two-phonon scattering matrix in Eq. (24). In the resonant
case δ/ω0 = 0.0 and for the bright state ϕ = 2kπ,k ∈ Z+, we
have M(0) = −i(2γ )−1 and � = 1/(1 + γ T ) from Eqs. (35)
and (43). From Eqs. (28) and (29), we have the scattering
matrix elements s2,1 = −1 and s1,1 = 0. The total power of
the inelastic spectrum can be calculated from Eq. (45):∫

dωSinel(ω) =
(

�

2γ

)4
γ

4(1 + γ T )
. (46)

In the small-atom limit γ T → 0, the total power of the inelas-
tic spectrum is γ

4 ( �
2γ

)4. However, in the giant-atom limit γ T �
1, the total inelastic power is 1

4T
( �

2γ
)4. In Fig. 7, we plot the

scaled inelastic power spectrum S̃inel(ω) ≡ (2γ /�)4Sinel(ω) as
a function of the dimensionless frequency ωT/2π . Due to the
narrow bandwidths and the high peaks in the large-atom limit
γ T = 20, we enlarge the plots for γ T = 0.2, γ T = 0.5, and
γ T = 2.0 by fifty times.

For pointlike atoms (T = 0), we can simplify the inelastic
power spectrum Eq. (44) on resonance δ/ω0 = 0 and bright
state ϕ = 2kπ,k ∈ Z+:

Sinel(ω) = 1

4π

(
�

2γ

)4( 4γ 2

ω2 + 4γ 2

)2

. (47)

This gives a single peak around the central resonant frequency
in the elastic spectrum as shown by the black dot-dashed line in
Fig. 7. However, if we increase the size of the atom, the central
peak will split into two peaks. In the general case γ T > 0, we
have the inelastic power spectrum,

Sinel(ω) = �4

16π (1 + γ T )2

×
[

1 + cos ωT

(ω − γ sin ωT )2 + γ 2(1 + cos ωT )2

]2

. (48)

The critical point where the central peak splits into two peaks
can be determined by the second derivative of the inelastic
power spectrum, i.e., d2

dω2 Sinel(ω)|ω=0 = 0, which gives the
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critical value (γ T )c = 1/2. The mechanism of two peaks
appearing here is different from that of two side peaks in
the famous Mollow triplet [52], which comes from relatively
large driving �/(2γ ) > 1 [52,53]. In fact, our two-phonon
expansion is only valid for �/(2γ ) < 1. The two peaks found
here come from the time delay of the giant atom, not from
strong driving.

D. Production of phonon pairs

To further understand the meaning of the inelastic power
spectrum Sinel(ω), we rewrite the scattered two-phonon state
from Eq. (36) as

S(2)b
† 2
1 |0〉 = 2πvg

d

∑
α1,α2

sα1,1sα2,1a
†
α1,0

a
†
α2,0

|0〉

+
∫

dωψ(ω)(a†
1,ωa

†
1,−ω + a

†
2,ωa

†
2,−ω)|0〉

+
∫

dωψ(ω)(a†
1,ωa

†
2,−ω + a

†
2,ωa

†
1,−ω)|0〉. (49)

Here we have used the narrow-bandwidth assumption, i.e.,

φ(ω) =
√

2πvg

d
δ(ω). The first line on the RHS of Eq. (49)

means that the two phonons travel through the transmission
line independently. The second and third lines on the RHS of
Eq. (49) represent the final states of two phonons after inelastic
scattering (exchanging energy). Due to energy conservation,
the two scattered phonons are always generated in pairs with
frequencies of opposite signs (with reference to the driving
frequency ωd ). The second line on the RHS of Eq. (49)
represents the superposition state of a right-propagating
phonon pair and a left-propagating phonon pair. The third
line on the RHS of Eq. (49) represents the phonon pair of a
right-propagating phonon and a left-propagating phonon. The
coefficient of these photon-pair states at frequency ω is given
by

ψ(ω) ≡ s2,1
2vgγ

d
cos

ωT + ϕ

2
cos

−ωT + ϕ

2

×
[
M(ω) −M(−ω)

2ω
+ M(ω)F (ω) +M(−ω)F (−ω)

2

]
.

(50)

Compared to Eq. (44), we see that the inelastic power spectrum
Sinel ∝ |ψ(ω)|2 is a direct measure of the production of phonon
pairs with frequency ω.

In Fig. 7, we plot the scaled inelastic power spectrum
S̃inel(ω) with the parameters δ/ω0 = 0 and ϕ = 2kπ , k ∈
Z+, which corresponds to perfect reflection R = |s2,1|2 = 1
and zero transmission T = |s1,1|2 = 0 in the single-phonon
approximation. In this case, no phonons are transmitted by
elastic scattering; i.e., the first line on the RHS of Eq. (49) gives
no contribution to the transmission channel. However, phonons
are still allowed to transmit through inelastic scattering as
described by the second line on the RHS of Eq. (49) (two
phonons are transmitted) and the third line on the RHS of
Eq. (49) (one phonon is transmitted and the other is reflected).
From Fig. 7, we see that, in the small-atom limit γ T = 0.2, the
production of phonon pairs centers at ω = 0 decreasing with

FIG. 8. Inelastic power spectra vs detunings. (a) The black solid
and red dashed curves are the scaled inelastic power spectra S̃inel(ω)
for δ/ω0 = 0 and δ/ω0 = 0.003, respectively. (b) Density plot of
S̃inel(ω) with the detuning δ/ω0 ∈ [−0.003,0.003]. Other parameters:
γ T = 5.0, ϕ = 200π for both figures.

frequency on both sides. However, when the atom becomes
larger, e.g., γ T = 2, the phonon pair production centers
around two well-separated frequency regions. For the giant
atom with γ T = 20, we generate phonon pairs of frequencies
ω ≈ ±π/T with a narrow bandwidth.

We further plot the scaled inelastic power spectrum as
a function of the dimensionless driving detuning δ/ω0 in
Fig. 8. We set the parameters as γ T = 5.0 and ϕ = 200π and
change the detuning value continuously from δ/ω0 = −0.003
to δ/ω0 = 0.003 in Fig. 8(b). It is shown that the inelastic
power spectrum is symmetric with respect to the detuning. At
zero detuning, δ/ω0 = 0, we see two peaks in the inelastic
power spectrum as shown by the black curve in Fig. 8(a). For
a small detuning δ/ω0 = 0.003, however, we see four peaks as
shown by the red curve in Fig. 8(a). This means we can generate
phonon pairs at two different frequencies. From the third line
on the RHS of Eq. (49) and Eq. (50), we see that the production
of phonon pairs is proportional to the reflectance R = |s2,1|2.
Note that at ϕ = π + 2πk, k ∈ Z+, the backward scattering
is absent (R = 0), and the inelastic scattering vanishes; all
phonons propagate forward without any obstruction due to the
formation of a dark state in the giant atom. In this case, as a
result, no phonon pairs are generated.

E. Second-order coherence correlation functions

A further important quantity is the second-order coherence
correlation function defined by

G
(2)
α′α(τ ) ≡ 〈
f |a†

α(x)a†
α′ (x − vgτ )aα′ (x − vgτ )aα(x)|
f 〉.

(51)
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This correlation function corresponds to the probability of
detecting a phonon in channel α at time τ after detecting a first
one in channel α′ for the final state |
f 〉 (see, e.g., [23,53]).
It is also useful to introduce the normalized second-order
coherence correlation function

g
(2)
α′α(τ ) = 〈
f |a†

α(x)a†
α′ (x − vgτ )aα′ (x − vgτ )aα(x)|
f 〉

g
(1)
α′ (0)g(1)

α (0)
.

(52)

In the two-phonon approximation, it becomes

g
(2)
α′α(τ ) = |1 + κα′α(ϕ)[cos ϕI0(τ ) + I1(τ )]|2, (53)

where the coefficients

κ11(ϕ) = γ 2(1 + cos ϕ)

(δ − γ sin ϕ)2
, (54)

κ22(ϕ) = − 1

1 + cos ϕ
, (55)

κ12(ϕ) = κ21(ϕ) = iγ

δ − γ sin ϕ
(56)

specify the coherence correlations in the transmitted (g(2)
11 )

and reflected (g(2)
22 ) channels, as well as the cross correlations

(g(2)
12 = g

(2)
21 ).

The delay-time dependence enters in Eq. (53) via the
functions

I0(τ ) = M−1(0)

πi

∫
dqM(q)

(
1

q
+ F (q)

)
cos qτ, (57)

I1(τ ) = I0(τ − T ) + I0(τ + T )

2
. (58)

Performing the integral, we obtain them in the explicit form

I0(τ ) = 1

2(p cos pT − iλ sin pT )

×{e−ip(|τ |+T )M−1(p) − eip(|τ |+T )M−1(−p)

+
∞∑

n=0

�(|τ | − nT )[g(−)
n (τ ) − g(+)

n (τ )]}, (59)

where

g(±)
n (τ ) = (−iγ eiϕ)ne∓ipT (±p + λ + iγ eiϕe±ipT )2

(±p + λ)n+1

× [e∓ip(|τ |−nT ) − eiλ(|τ |−nT )f (±)
n (τ )], (60)

f (±)
n (τ ) =

n∑
m=0

[−i(|τ | − nT )(±p + λ)]m

m!
. (61)

For small T , i.e., γ T � 1, we can neglect the explicit T

dependence, keeping only ϕ finite. Thus, we obtain

I0(τ ) ≈ I1(τ ) ≈ ei(λ+iγ eiϕ )τ , (62)

which leads to

g
(2)
22 (τ ) = |1 − ei(δ−γ sin ϕ)τ e−γ (1+cos ϕ)τ |2. (63)

The small atom can only absorb and emit one phonon at
a time, which results in g

(2)
22 (0) = 0, exhibiting the typical

antibunching behavior of a single-phonon state.
For large T , i.e., γ T � 1, we neglect the terms containing

|eipT | � 1 [without loss of generality we assume Im p > 0,
since Eq. (59) is invariant under p → −p]. For τ > 0, this
yields

I0(τ ) ≈
∞∑

n=0

�(nT < τ < (n + 1)T )(−iγ eiϕ)n

×
[

eip(τ−nT )

(−p + λ)n
− iγ eiϕ e−ip[τ−(n+1)T ]

(p + λ)n+1

− eiλ(τ−nT )

(
f (−)

n (τ )

(−p + λ)n
− f (+)

n (τ )

(p + λ)n

)]
; (64)

i.e., in a given interval [nT ,(n + 1)T ] there are terms which
exponentially decay inward the interval at rate Im p from both
ends, and in addition there is a term exponentially decaying at
rate γ from the left end and multiplied by a polynomial of a
degree n − 1.

There is, however, a special case p → 0, in which the
approximation of Eq. (64) is not applicable. It is realized
when δ = 0 and ϕ = 2πk,k ∈ Z. For these parameters a single
phonon is fully reflected, so we focus on the correlation
function for two phonons in the reflected channel as well.
Its exact expression reads

g
(2)
22 (τ ) =

(
1 + 1

1 + γ T

∞∑
n=0

�(τ − nT )Kn(τ − nT )

)2

,

(65)

Kn(z) = (−1)n+1e−γ z (γ z)n

n!
. (66)

In Fig. 9, we plot the this correlation function for different
choices of γ T . For γ T � 1 (short dashed black line), we see
that the behavior is close to that of a small atom, which displays

FIG. 9. Second-order correlation function for phonons reflected
from a giant atom. The plot shows the correlation function g

(2)
22 (τ ) for

three choices of γ T , taken from regions B, C, and D of the parameter
space shown in Fig. 2. For the other parameters, we have chosen
the resonance condition δ/ω0 = 0 and the constructive-interference
condition ω0T = 2kπ , k ∈ Z.
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FIG. 10. Transmitted and cross second-order correlation func-
tions. (a) Correlation functions G

(2)
11 (τ ) = G

(2)
12 (τ ). To be visible,

we enlarge the correlation functions by 10 and 100 times for
γ T = 2.0 and γ T = 20, respectively. (b) Correlation functions at
τ = 0, G

(2)
11 (0) (solid lines) and G

(2)
12 (0) (dashed lines), as functions

of the reduced phase φ = ϕ − 2kπ ∈ [0,2π ]. Parameters: δ/ω0 = 0
and ω0T = 2kπ , k ∈ Z for both figures.

perfect antibunching [g(2)
22 (0) = 0] on resonance [50,51]. For

larger values of γ T (long dashed red and solid blue lines), there
is a possibility that a photon was emitted from the right leg of
the giant atom at an earlier time, which results in g

(2)
22 (0) = 0.

For γ T � 1, each contribution Kn(τ − nT ) is localized
in the beginning of the corresponding interval, being expo-
nentially small at its end. Therefore, the contributions from
different intervals do not overlap, and g

(2)
22 is represented by

a sequence of kinks attached to the line of unity height. The
shape of the nth kink (n � 1) is given by

g
(2)
22 (nT + z) − 1 ≈ 2

γ T
Kn(z). (67)

Because of the sign factor in Eq. (66), every odd kink rises
upwards, while every even kink dips downwards, and we
observe an alternation of bunching and antibunching properties
of the reflected phonons.

In Fig. 10, we plot the unrenormalized transmitted corre-
lation function G

(2)
11 (τ ) ≈ T 2g

(2)
11 (τ ) and the unrenormalized

cross-correlation function G
(2)
12 (τ ) ≈ RT g

(2)
12 (τ ), where we

only keep the leading order in Eq. (42). In the special case
δ = 0 and ω0T = 2kπ, k ∈ Z, we have G

(2)
11 (τ ) = G

(2)
12 (τ ) =

1
4 |I0(τ ) + I1(τ )|2 as plotted in Fig. 10(a). The equality of

G
(2)
11 (τ ) and G

(2)
12 (τ ) can be understood from Eq. (49), which

indicates that there is no contribution to the transmitted channel
from the first line on the RHS of Eq. (49). Therefore, the second
and third lines on the RHS of Eq. (49) give equal contribution
to the correlation functions G

(2)
11 (τ ) and G

(2)
12 (τ ), respectively.

Another feature revealed by Fig. 10(a) is that G
(2)
11 (τ ) and

G
(2)
12 (τ ) always show bunching behaviors initially, irrespective

of the size of the atom, which comes from the fact that
phonons are always created in pairs and there is no contribution
to the transmitted channel from single-phonon scattering. If
we change the phase ϕ = 2kπ + φ, φ ∈ [0,2π ], and k ∈ Z,
however, the contributions to the correlation functions G

(2)
11 (τ )

and G
(2)
12 (τ ), from the first line on the RHS of Eq. (49), are no

longer equal to each other. In Fig. 10(b), we plot the initial
value of the correlation functions, i.e., G(2)

11 (0) (solid lines) and
G

(2)
12 (0) (dashed lines), as functions of phase φ for γ T = 0.2

(black, labeled by solid circle), γ T = 2.0 (red, labeled by solid
square), and γ T = 20 (blue, labeled by solid triangle). We
see that the transmitted correlation function G

(2)
11 (0) is always

larger than the cross-correlation function G
(2)
12 (0). In particular,

for φ = π we have G
(2)
11 (0) = 1 and G

(2)
12 (0) = 0, which means

that all the phonons are perfectly transmitted and no phonon
is reflected back.

V. TRANSIENT DYNAMICS WITH ARBITRARY
DRIVE STRENGTH

The finite time delay makes the dynamics of the giant atom
highly non-Markovian and with more than a few phonons
present in the delay-loop the dynamics is correspondingly
complex. Recently, a numerically exact method for integrating
the dynamics of open quantum systems with deterministic
time delays was introduced in Ref. [26]. The method is
based on mapping the problem onto a Markovian problem
in an extended system space: It was shown that the problem
can be solved by integrating the dynamics of a fictitious
quantum cascade [16,17] of system copies, where each copy
represents a past version of the atom. This is analogous to how
classical stochastic dynamical systems with finite delays can
be solved by recasting them in terms of multivariate Markov
processes [54,55]. In the following, we use this method to study
the atom’s dynamics, including properties of the scattered
output field, for arbitrary drive strengths.

As discussed in Sec. II, the giant atom couples to two
fields—a left-propagating and a right-propagating one—each
of which couples to the atom’s legs at two different locations,
x = −L/2 and x = L/2. The fields can be treated as inde-
pendent (correlations between the left- and right-propagating
phonons only arise through scattering via the atom), and the
atom can thus be seen as being subject to two independent
coherent feedback loops [26], each with the same time delay
T = L/vg .

We note that only a single feedback field was considered in
Ref. [26], but the extension to multiple fields with commensu-
rate delays is straightforward [55]. The case we consider here,
with two feedback fields with identical delays and a decay rate
of γ /2 into each feedback loop, is particularly straightforward,
as from the atom’s point of view this is no different than a
single feedback loop with a decay rate of γ . Experimentally,
there is of course a difference since the atom has two distinct
input-output ports through which a scattered signal can be
measured.

In this section, we will explore the giant-atom dynamics
beyond the few-phonon limit by considering a monochromatic
coherent drive of arbitrary strength applied to the atom.
Experimentally this can be achieved by driving the atom
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through the phonon waveguide, as has been explored for one
and two phonons in the previous sections, but one can also
consider a drive applied directly on the atom through a voltage
side gate. The latter option is more flexible in the sense that
a drive with arbitrary frequency can be applied, while a drive
with a π phase shift between the two legs would cancel if
applied through the phonon waveguide.

In either case, the drive can be accounted for by including
a drive term in the atom’s Hamiltonian (see Appendix B for
more details):

HS = h̄δ|e〉〈e| + 1
2 h̄(�σ− + H.c.), (68)

where we have moved to a rotating frame at the drive frequency,
δ = ωd − ω0 is the detuning, and � is the drive strength (Rabi
frequency). To connect with the treatment in the previous
sections, if a drive is applied through the phonon waveguide
we have that � = 2V A∗(1 + e−iϕ) where ϕ = ωdT is the
phase shift of the drive, and the coherent input drive is
αin

A (t) = Ae−iωd t as before. Below we however take � to be
independent of ϕ since the drive can be applied through a
voltage side gate as already mentioned.

Following Ref. [26], to find the atomic state at a time
(k − 1)T � t < kT with k ∈ Z+, we numerically solve the
cascaded master equation

d

ds
Es(t) =

k∑
l=0

{
− i

2h̄
H[Hl,l+1(s)] + D[Ll,l+1(s)]

}
Es(t),

(69)
for the atomic time propagator Es(t). This time propagator is a
superoperator on a k-fold system space S1 ⊗ · · · ⊗ Sk , as are
the superoperators

H[A] • = [A, •], (70)

D[A] • = A • A† − 1
2A†A • − 1

2 • A†A. (71)

The system operators Hl,l+1 and Ll,l+1 are given by

Hl,l+1 = H
(l)
S + H

(l+1)
S + iγ (e−iϕσ

(l)†
− σ

(l+1)
− − H.c.), (72)

Ll,l+1 = √
γ σ

(l)
− + √

γ e−iϕσ
(l+1)
− , (73)

except for H0,1 = H
(1)
S , Hk,k+1 = H

(k)
S , L0,1 = √

γ e−iϕσ
(1)
− ,

and Lk,k+1 = √
γ σ

(k)
− , where we use a superscript to de-

note the system on which an operator acts. Finally, we
have defined A(l)(s) = A(l) for all l < k, and A(k)(s) =
�[t − (k − 1)T − s]A(k), where �(s) is the Heaviside step
function, for any system operator A.

The cascaded chain given by Eq. (69) is illustrated in
Fig. 11. The mapping from a single system with feedback
to a cascaded chain is analogous to the “method of steps”
used to solve classical delay-differential equations [54]: the lth
system copy in the cascade can be interpreted as representing
the time interval (l − 1)T � t < lT . A system with feedback
is, however, not equivalent to a conventional quantum cascade,
since the identical copies do not represent physically distinct
systems. This has to be taken into account when the true
reduced density matrix for the system, ρS(t), is found by
tracing out the auxiliary degrees of freedom. As explained
in more detail in Ref. [26], the reduced density matrix is found

FIG. 11. Mapping from a quantum system with deterministic time
delay (top) to the fictitious quantum cascade of k identical system
copies, described by Eq. (69) (bottom). The lth copy represents the
interval (l − 1)T � t < lT .

by first integrating Eq. (69) up to s = T , where s is an auxiliary
time variable, to find ET (t), and then acting on the given initial
state ρS1 (0) for system S1 and taking a generalized partial trace:

ρS(t) = Tr(Sk,Sk−1) . . . Tr(S2,S1) ET (t)ρS1 (0), (74)

where the generalized trace Tr(Sl′ ,Sl ) acts on a superoperator in
the following way

Tr(Sl′ ,Sl ) A • =
∑
ij

〈il|A( • ⊗ |il′ 〉〈jl′ |)|jl〉, (75)

where |il〉 and |il′ 〉 are orthonormal bases for the two respective
systems, Sl and Sl′ . This operation can be understood as
mapping the output of system Sl to the input of system Sl′ [26].

This method is a powerful tool for exploring the transition
from essentially linear dynamics in the single-phonon regime
to strongly nonlinear dynamics with multiple phonons. We
focus in the following on the giant atom’s transient dynamics
and the field it emits into the phonon waveguide when the atom
is starting in the ground state and driven on resonance with
varying drive strengths. The emitted radiation is a phononic
analog to resonance fluorescence. To explore the consequences
of non-Markovian effects due to the propagation delay between
the two legs we consider two values of the time delay, γ T =
1.0 and γ T = 10, corresponding to regions C and D in Fig. 2,
respectively.

In Figs. 12 (γ T = 1.0) and 13 (γ T = 10), we display the
transient atomic dynamics, starting from the ground state for
various drive strengths and an on-resonant drive, ωd = ω0.
We plot the short-time evolutions of the atomic excited-state
probability |e(t)|2 and the output phonon number at leg A,
nout

A (t) ≡ 〈aout †
A (t)aout

A (t)〉, where the output field aout
A (t) is

defined in Appendix B. We normalize our data by (�/2γ )2. We
consider two distinct cases with phase shifts of ϕ = 0 (bright
atom) and ϕ = π (dark atom), respectively.

The figures show a clear transition from a linear regime
to a nonlinear regime. For low drive strengths, the atomic
population as well as the output-field phonon number is
proportional to the drive power: the lines with �/(2γ ) = 0.01
and 0.1 coincide. As the drive power is increased we enter the
nonlinear regime where the two-level nature of the atom starts
to be important. The transient dynamics is initially essentially
Markovian for t < T , as the atom does not feel any feedback
effects. Therefore, the atom can be viewed as an ordinary
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FIG. 12. Transient dynamics for a giant atom starting in the
ground state with γ T = 1.0 (region C). Solid lines show numerically
exact results for various drive strengths �/(2γ ) in the range 0.01 to
1.0. The plotted quantities |e(t)|2 and nout

A (t) [normalized by (�/2γ )2]
are the atomic excited-state probability and outgoing phonon number
at leg A, respectively. Black dashed lines shown in (a) are the
analytical results from Eq. (76) for 0 < t < T . Parameters: ϕ = 0
(bright atom) for (a) and (b), ϕ = π (dark atom) for (c) and (d).

atom with two connections to the waveguide. The probability
of excited state has an analytical result [53]

|e(t)|2 = �2

(2γ )2 + 2�2

[
1 − e− 3γ t

2

(
cosh ζ t + 3γ

2κ
sinh ζ t

)]
,

(76)

where ζ =
√

(γ /2) − �2. In Figs. 12(a) and 13(a), we plot the
curve (76) and compare it with numerical simulation for 0 <

t < T . Actually, the time evolutions of |e(t)|2 and nout
A (t) of the

bright and dark atoms for 0 < t < T are the same regardless
of the phase ϕ across the two legs. At t = T , the atom enters
the non-Markovian regime, marked by a sharp kink in the
observables, best visible in the output-field phonon number.

In the moderately non-Markovian regime (Fig. 12), we see
that the feedback interferes constructively with the outfield for
the bright atom [Fig. 12(b)]. For the dark atom [Fig. 12(d)],
the destructive interference instead leads to a reduction of
the output field. The bright atom approaches a steady state
within the simulation time, due to the comparatively strong
dissipation. The dark atom has an effectively weaker coupling
to the outgoing phonons, leading to an increase of the atom
population during the whole simulation for all but the strongest

FIG. 13. Transient dynamics for a giant atom starting in the
ground state with γ T = 10 (region D). Solid lines show numerically
exact results for various drive strengths �/(2γ ) in the range 0.01 to
1.0. The plotted quantities |e(t)|2 and nout

A (t) [normalized by (�/2γ )2]
are the atomic excited-state probability and outgoing phonon number
at leg A, respectively. Black dashed lines shown in (a) are the
analytical results from Eq. (76) for 0 < t < T . Parameters: ϕ = 0
(bright atom) for (a) and (b), ϕ = π (dark atom) for (c) and (d). Note
that the outgoing phonon numbers are larger than that in Fig. 12 due
to the drive being an order of magnitude larger.

drive. For the strongest drive, the atom population changes
noticeably during the propagation time T , which makes the
destructive interference of the feedback less efficient.

In the deep non-Markovian regime (Fig. 13), we find
transient dynamics with plateaus of constant population and
output field amplitude, interrupted approximately at integer
values of t/T with steps on the time scale of 1/γ . This pattern
can be understood starting from the initial Markovian regime
t < T , where the steady state of the driven, damped atom is
established on the time scale of the local coupling strength
1/γ . At t = T the feedback changes the effective drive and
damping, which gives a transient period until a new steady state
is established. The length of the transient periods increases
with each period, probably allowing the system to approach
a global steady state at very long times. For the bright atom
[Fig. 13(a)], we note a pattern of alternating high and low
population where the relative amplitude of the steps decreases
with increasing drive strength and increasing time. For the dark
atom [Fig. 13(c)], we instead see a population increasing with
time, again due to destructive interference in the output fields.
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FIG. 14. Phonon correlation function G
(2)
22 (0,τ ) scaled by

(�/2γ )2 for a giant atom starting in the excited state. (a) γ T = 1.0,
ϕ = 0 (bright atom), (b) γ T = 1.0, ϕ = π (dark atom), (c) γ T =
10.0, ϕ = 0 (bright atom), (d) γ T = 10.0, ϕ = π (dark atom).

It is also interesting to look at higher-order correlation
functions for the atom’s output field. In Fig. 14 we show the
second-order correlation function

G
(2)
22 (t0,τ ) ≡ 〈

a
out †
A (t0)aout †

A (t0 + τ )aout
A (t0 + τ )aout

A (t0)
〉
. (77)

In our previous definition of the second-order correlation
function in Eq. (51), we have implicitly chosen the average
over the stationary state after scattering |
f 〉; i.e., we calcu-
lated the correlation function in Eq. (77) at t0 = +∞. Since
G

(2)
22 (t0,τ ) = 0 for an atom starting in the ground state, we

show in Fig. 14 the behavior when starting from the excited
state instead. We again show results for two values of the time
delay, γ T = 1.0 and γ T = 10.0, as well as two values of
the phase shift ϕ = 0 (bright atom) and ϕ = π (dark atom).
From the definition of the second-order correlation function,
G

(2)
22 (0,τ ) is proportional to the joint probability density of

observing one phonon at t = 0 and another at t = τ [41].
We have assumed that the atom is in the excited state and
the entire waveguide (including the part between the atom’s
legs) is in the vacuum state at initial time t = 0. Thus the
atom is in the ground state when the first phonon is observed
at t = 0. Then the probability to observe another phonon at
t = τ is proportional to the phonon field emitted by the atom
at leg A. Therefore, the second-order correlation functions

G
(2)
22 (0,τ ) scaled by (�/2γ )2 in Fig. 14 exhibit exactly the same

behaviors of nout
A (t), up to a normalization factor, as shown in

Figs. 12 and 13. The second-order correlation function shows
particularly strong signatures of the feedback force at times
τ = nT for integer n.

Output field properties are calculated using a generalization
of the well-known quantum regression formula for systems
with time delays, given in Appendix C. The numerical simu-
lations were performed using an open source implementation
of the method from Ref. [26] in QuTiP [56,57].

VI. SUMMARY AND OUTLOOK

We have investigated the quantum dynamics of a single
two-level quantum system (a transmon qubit) coupled to a
SAW transmission line via two connection points separated by
a large distance L, which introduces a deterministic time delay
T . We explored how the non-Markovian dynamics that arises
due to a long time delay affects the spontaneous emission and
scattering properties of this system, which we call a giant atom.
We found several notable differences from the more common
case of a small atom coupled to a transmission line at a single
point. Both the large time delay and the phase acquired by
phonons traveling between the connection points, resulting in
interference effects, are important to explain these differences.

For single-phonon processes, we obtained analytical so-
lutions by solving a differential time-delay equation. Using
these solutions, we first studied the power spectrum of the
spontaneous emission from the giant atom. This revealed the
presence of several frequency modes, something not seen
for a small atom. Furthermore, interference between these
modes was shown to make the energy decay from the system
polynomial at first; only after a long time, when all modes but
one have decayed, does the giant atom follow an exponential
decay law. During this process, the atom experiences revivals
as it emits energy from one connection point and later
reabsorbs some of it at the other one. The presence of multiple
modes at large T was also shown to cause multiple peaks in
the single-phonon reflection of the giant atom, another feature
distinguishing it from a small atom, which only has a single
reflection peak at its resonance frequency.

For two-phonon processes, we obtained an exact analytical
solution of the scattering matrix by using the diagrammatic
Lippmann-Schwinger-equation approach given in Ref. [25].
Using the two-phonon scattering matrix, we calculated the
lowest-order correction to the transmittance of the system.
For a small atom, increasing the driving always increases the
transmittance, but for the case of a giant atom, we show that
the transmittance sometimes decreases instead. This is due
to interference effects between phonons emitted at the two
different connection points. We also calculated the inelastic
(incoherent) power spectrum. For a small atom (γ T � 1),
the inelastic power spectrum showed a central peak around
the driving frequency. For γ T > 1/2, the central peak splits
into two peaks due to the time delay of the giant atom. This
is different from the Mollow triplet, which is due to strong
driving.

We discussed the second-order correlation functions for
phonons scattered by the giant atom. While phonons (or
photons) reflected from a small atom will display perfect
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antibunching, this effect is diminished for a giant atom since
a second phonon can be emitted from the second connection
point at an earlier time. However, the second-order correlation
function for the reflected phonons from a giant atom has a
richer structure than for the case of a small atom; both bunching
and antibunching occur, and the function has kinks at integer
multiples of T .

Finally, we also considered coherent driving of arbitrary
strength being applied to the giant atom. In this case, an
analytical solution is beyond the reach of the diagrammatic
approach. Therefore, we instead used the exact numerical
method for integrating the dynamics of open quantum systems
with deterministic time delays introduced in Ref. [26]. This
allowed us to numerically simulate the short-time dynamics
of the giant atom and calculate second-order correlation
functions.

There are several possible directions of research beyond
our present work. When it comes to an experimental imple-
mentation, we believe that the parameter regimes we have
considered here are rather straightforward to reach with a
transmon coupled to SAWs by modifying the experimental
setup of Ref. [11]. A pure circuit-QED setup might also be able
to reach a regime with long enough time delays to demonstrate
differences from the small-atom case, but to achieve truly
long time delays SAWs seem more promising. One potential
obstacle for measurements in such experiments is the low

conversion efficiency of SAWs to electric microwave signals
in conventional symmetric IDTs. However, the recent work
in Ref. [58] demonstrated unidirectional transducers (UDTs),
which can increase the conversion efficiency up to 99.4%
at GHz frequencies and millikelvin temperatures. From a
technical perspective, it is of interest whether the diagrammatic
Lippmann-Schwinger approach can be extended to scattering
with more than two phonons. In a similar vein, it would be
desirable to extend the numerical technique used to simulate
the short-time dynamics to work for longer times. Finally, the
system under investigation could also be extended, e.g., to in-
clude more than two connection points of the atom or to include
several giant atoms coupled to the SAW transmission line.
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APPENDIX A: SINGLE-PHONON PROCESSES

1. Equations of motion

We start from the RWA Hamiltonian based on Eq. (18),

H = −1 + σz

2
δ +

∑
α=1,2

∫
dωωa†

αωaαω +
√

γ

4π

∫
dω{σ−[a†

1ωe−i(ωT +ϕ)/2 + a
†
2ωei(ωT +ϕ)/2] + H.c.}

+
√

γ

4π

∫
dω{σ−[a†

1ωei(ωT +ϕ)/2 + a
†
2ωe−i(ωT +ϕ)/2] + H.c.}, (A1)

where δ ≡ ωd − ω0 is the atomic detuning and σz ≡ |e〉〈e| − |g〉〈g|. The phonon frequency ω ≡ ωp − ωd is also shifted by the
rotating frequency. The phase difference between two legs is given by ϕ = ωdT = ωdL/vg .

As discussed in Sec. II, we make the following ansatz for the single-phonon process:

|
(t)〉 =
∫

dω[α1ω(t)a†
1ω + α2ω(t)a†

2ω]|g,vac〉 + e(t)|e,vac〉. (A2)

Then, the Schrödinger equation gives

H |
(t)〉 = −δe(t)|e,vac〉 +
∫

dω[ωα1ω(t)a†
1ω + ωα2ω(t)a†

2ω]|g,vac〉

+ e(t)

√
γ

4π

∫
dω[a†

1ωe−i(ωT +ϕ)/2 + a
†
2ωei(ωT +ϕ)/2]|g,vac〉 + e(t)

√
γ

4π

∫
dω[a†

1ωei(ωT +ϕ)/2 + a
†
2ωe−i(ωT +ϕ)/2]|g,vac〉

+
√

γ

4π

∫
dω[α1ωei(ωT +ϕ)/2 + α2ωe−i(ωT +ϕ)/2]|e,vac〉 +

√
γ

4π

∫
dω[α1ωe−i(ωT +ϕ)/2 + α2ωei(ωT +ϕ)/2]|e,vac〉

= i

∫
dω[α̇1ω(t)a†

1ω + α̇2ω(t)a†
2ω]|g,vac〉 + iė(t)|e,vac〉. (A3)

Therefore, we have the dynamical equations for the giant atom

d

dt
e(t) = iδe(t) − i

√
γ

4π

∫
dω[ei(ωT +ϕ)/2 + e−i(ωT +ϕ)/2]α1ω(t) − i

√
γ

4π

∫
dω[e−i(ωT +ϕ)/2 + ei(ωT +ϕ)/2]α2ω(t), (A4)
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right-propagating phonon fields in the transmission line

d

dt
α1ω(t) = −iωα1ω(t) − ie(t)

√
γ

4π
[e−i(ωT +ϕ)/2 + ei(ωT +ϕ)/2], (A5)

and left-propagating phonon fields in the transmission line

d

dt
α2ω(t) = −iωα2ω(t) − ie(t)

√
γ

4π
[ei(ωT +ϕ)/2 + e−i(ωT +ϕ)/2]. (A6)

Integrating Eqs. (A5) and (A6), we have

α1ω(t) = e−iωt

{
α1ω(0) − i

√
γ

4π
[e−i(ωT +ϕ)/2 + ei(ωT +ϕ)/2]

∫ t

0
dt ′e(t ′)eiωt ′

}
(A7)

and

α2ω(t) = e−iωt

{
α2ω(0) − i

√
γ

4π
[ei(ωT +ϕ)/2 + e−i(ωT +ϕ)/2]

∫ t

0
dt ′e(t ′)eiωt ′

}
. (A8)

Inserting the two equations above into Eq. (A4), we have

d

dt
e(t) = iδe(t) − i

√
γ

4π

∫
dω[ei(ωT +ϕ)/2 + e−i(ωT +ϕ)/2]e−iωtα1ω(0)

− i

√
γ

4π

∫
dω[e−i(ωT +ϕ)/2 + ei(ωT +ϕ)/2]e−iωtα2ω(0) − γ

2π

∫
dω

∣∣ei(ωT +ϕ)/2 + e−i(ωT +ϕ)/2
∣∣2

∫ t

0
dt ′e(t ′)e−iω(t−t ′).

(A9)

If the amplitude of one plane wave at time t is α1(2)ω(t), then the total SAW field in the transmission line at position x is

α1(2)(x,t) ≡ 1√
2πvg

∫
dωe±iωx/vgα1(2)ω(t). (A10)

For right- (left-) propagating fields we take the positive (negative) sign in the phase. Using this notation, we can continue
massaging Eq. (A9):

d

dt
e(t) = iδe(t) − i

√
γ vg

2
[eiϕ/2α1(L/2 − vgt,0) + e−iϕ/2α1(−L/2 − vgt,0)]

− i

√
γ vg

2
[e−iϕ/2α2(L/2 − vgt,0) + eiϕ/2α2(−L/2 − vgt,0)]

− γ

∫ t

0
dt ′e(t ′)[2δ(t − t ′) + eiϕδ(T − t + t ′) + e−iϕδ(−T − t + t ′)]

= iδe(t) − γ [e(t) − �(t − T )eiϕe(t − T )] − i

√
γ vg

2
[eiϕ/2α1(L/2 − vgt,0) + e−iϕ/2α1(−L/2 − vgt,0)]

− i

√
γ vg

2
[e−iϕ/2α2(L/2 − vgt,0) + eiϕ/2α2(−L/2 − vgt,0)], (A11)

where �(x) is the Heaviside step function [�(x) = 0 for x < 0 and �(x) = 1 for x > 0]. We can transform Eq. (A11) into the
original frame by making the replacement ẽ(t) → e−iωd t e(t). We then get

d

dt
ẽ(t) = −iω0ẽ(t) − γ [ẽ(t) − �(t − T )ẽ(t − T )] − iV [α̃1(L/2 − vgt,0) + α̃1(−L/2 − vgt,0)

+ α̃2(L/2 − vgt,0) + α̃2(−L/2 − vgt,0)], (A12)

where V =
√

γ vg

2 is the coupling strength and

α̃1(2)(x,0) ≡ e±iωdx/vgα1(2)(x,0) (A13)

are the SAW fields in the rest frame. For simplicity in the following, we further omit the tildes. Then, we have

∂e(t)

∂t
= −iω0e(t) − γ [e(t) + e(t − T )] − iV [α1(L/2 − vgt,0) + α1(−L/2 − vgt,0)

+α2(L/2 − vgt,0) + α2(−L/2 − vgt,0)]. (A14)
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Here, we have assumed e(t) = 0 for t < 0 and thus neglected the Heaviside step function �(t − T ). By Fourier-transforming
Eq. (A14), i.e.,

e(ω) =
∫ +∞

−∞
dte(t)eiωt , e(t < 0) = 0, (A15)

e(t) = 1

2π

∫
dωe(ω)e−iωt , t > 0, (A16)

and using Eq. (A10), we have

− e(0) − iωe(ω) = −iω0e(ω) − γ e(ω) − γ eiωT e(ω) − iV

√
2π

vg

[α1ω(0) + α2ω(0)](eiωT/2 + e−iωT /2). (A17)

Therefore, we have the solutions

e(ω) = ie(0) + V
√

2π/vg[α1ω(0) + α2ω(0)](eiωT/2 + e−iωT /2)

ω − ω0 + iγ + iγ eiωT
(A18)

and

e(t) = ie(0)

2π

∫
dω

e−iωt

ω − ω0 + iγ + iγ eiωT
+ V√

2πvg

∫
dω

[α1ω(0) + α2ω(0)](eiωT/2 + e−iωT /2)

ω − ω0 + iγ + iγ eiωT
e−iωt . (A19)

2. Spontaneous emission

Assuming the initial condition e(0) = 1 for the giant atom
and no driving, i.e., α1ω(0) = α2ω(0) = 0, we have from
Eq. (A19)

e(t) = i

2π

∫
dω

e−iωt

ω − ω0 + iγ + iγ eiωT

= i

2π

∫
dω

e−iωt

ω − ω0 + iγ

(
1 + iγ eiωT

ω − ω0 + iγ

)−1

= i

2π

∫
dω

e−iωt

ω − ω0 + iγ

+∞∑
n=0

(
− iγ eiωT

ω − ω0 + iγ

)n

=
+∞∑
n=0

i

2π

∫
dω

(−iγ )ne−iω(t−nT )

(ω − ω0 + iγ )n+1

=
+∞∑
n=0

�(t − nT )
[−γ (t − nT )]n

n!
e−i(ω0−iγ )(t−nT ).

(A20)

This is in fact equivalent to the solution given as Eq. (5) in
the main text. The solution can also be put into the alternative
form

e(t) = i

2π

∫
dω

e−iωt

ω − ω0 + iγ + iγ eiωT

=
∑

k

e−iω(k)t

1 − γ T eiω(k)T
. (A21)

Here, we have used the residue theorem and the poles ω(k) are
given by equation

ω(k) − ω0 + iγ + iγ eiω(k)T = 0, (A22)

or the following equivalent form:

[−i(ω(k) − ω0 + iγ )T ]e−i(ω(k)−ω0+iγ )T = −γ T eγT +iω0T .

(A23)

The solutions are given by Eq. (7) in the main text, i.e.,

ω(k) = ω0 − iγ + i
1

T
Wk(−γ T eγT +iω0T ), (A24)

with k ∈ Z. Here, W (z) is the Lambert W function [39] defined
by z = W (z)eW (z), which in general is a multivalued function
with branches Wk(z), ∈ Z. The asymptotic behavior of
W (−reiθ ) in the limit r � 1 can be obtained in the following
way. Starting from the definition −reiθ = W (−reiθ )eW (−reiθ )

and −reiθ = rei(2k+1)π+iθ with θ ∈ [0,2π ),
we have

Wk = ln r + i[(2k + 1)π + θ ] − ln Wk. (A25)

As the lowest-order approximation we can neglect ln Wk and
have Wk ≈ ln r + i[(2k + 1)π + θ ]. Plugging this solution
back into Eq. (A25), we get the higher-order solution

W (−r) ≈ ln
r√

(ln r)2 + [(2k + 1)π + θ ]2

+ i

[
π (2k + 1) + θ − arctan

π (2k + 1) + θ

ln r

]
.

(A26)

This approximate solution is valid for r � 1. It can be obtained
from Eq. (4.20) in Ref. [39]. We now apply this approximate
solution to Eq. (7). By replacing r = γ T eγT and assuming
ω0T = 2nπ + �π with n ∈ Z and � ∈ [0,2), we have the
frequency modes for γ T eγT � 1:

ω(k) ≈ ω0 − 1

T

[
π (2k + 1 + �) − arctan

π (2k + 1 + �)

γ T

]

− i
1

2T
ln

(
1 +

[
(2k + 1 + �)π

γT

]2
)

. (A27)

For γ T � 1, the frequency interval is �ω ≈ 2π/T .

We now study the emission spectrum of outgoing
phonons. By defining the variables in the original frame, i.e.,
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α̃1(2)ω ≡ e−iωd tα1(2)ω(t), ẽ(t ′) = e−iωd t ′e(t ′), and ω̃ ≡ ω + ωd ,
Eqs. (A7) and (A8) can be written as

α1(2)ω(t) = e−iωtα1(2)ω(0) − i

√
γ

4π
(e−iωT /2 + eiωT/2)

×
∫ t

0
dt ′e(t ′)eiω(t ′−t). (A28)

As done in Eq. (A14), we have omitted the tildes for
simplicity. Without driving [i.e., α1ω(0) = 0 and α2ω(0) =
0], we have αout

ω (t) = α1ω(t) = α2ω(t) from symmetry
and

αout
ω (t) = −i

√
γ

4π
(e−iωT /2 + eiωT/2)

∫ t

0
dt ′e(t ′)eiω(t ′−t)

= 1

2π

√
γ

4π
(e−iωT /2 + eiωT/2)

×
∫

dω′ e−iω′t

ω′ − ω0 + iγ + iγ eiω′T

∫ t

0
dt ′ei(ω−ω′)(t ′−t)

= 1

2π

√
γ

4π
(e−iωT /2 + eiωT/2)

×
∫

dω′ 1

ω′ − ω0 + iγ + iγ eiω′T

e−iω′t − e−iωt

i(ω − ω′)

= −
√

γ

4π
(e−iωT /2 + eiωT/2)

×
∑

k

1

1 − γ T eiω(k)T

e−iω(k)t − e−iωt

ω − ω(k)
. (A29)

Here, we have assumed eiω0T = −1. Then all the poles
given by Eq. (A24) are in the lower half plane, and we can
write

1

ω′ − ω0 + iγ + iγ eiω′T =
∑

k

1

1 − γ T eiω(k)T

1

ω − ω(k)
.

(A30)

In the long-time limit, e−iω(k)t → 0 due to the negative
imaginary part of ω(k), and therefore

αout
ω (+∞) = e−iωt

√
γ

π
cos(ωT/2)

∑
k

1

1 − γ T eiω(k)T

1

ω − ω(k)

= e−iωt

√
γ

π

cos(ωT/2)

ω − ω0 + iγ + iγ eiωT
. (A31)

We define the emission spectrum of outgoing phonons

Sout(ω) ≡ 2π
∣∣αout

ω (+∞)
∣∣2 = γ (1 + cos ωT )

|ω − ω0 + iγ + iγ eiωT |2 ,

(A32)

which can be proven to be equivalent to Eq. (13) in the main
text using the identity in Eq. (A30).

3. Boundary conditions

Using Eqs. (A10) and (A28), we compute the SAW fields
in the transmission line

α1(x,t) = α1(x − vgt,0)

− i

√
γ

2vg

[�(x − L/2)e(t + T/2 − x/vg)

+�(x + L/2)e(t − T/2 − x/vg)], (A33)

α2(x,t) = α2(x − vgt,0)

− i

√
γ

2vg

[�(−x − L/2)e(t + T/2 + x/vg)

+�(−x + L/2)e(t − T/2 + x/vg)]. (A34)

In particular, we have the boundary conditions at the two legs
for the right-propagating SAW field

α1(+L/2 + 0+,t) = α1(+L/2 − vgt,0)

− i

√
γ

2vg

[e(t) + e(t − T )],

α1(−L/2 − 0−,t) = α1(−L/2 − vgt,0), (A35)

and for the left-propagating SAW field

α2(−L/2 − 0−,t) = α2(−L/2 − vgt,0)

− i

√
γ

2vg

[e(t) + e(t − T )],

α2(+L/2 + 0+,t) = α2(+L/2 − vgt,0). (A36)

Introducing the following notation,

αin
A (t) ≡ α1(−L/2 − 0−,t) = α1(−L/2 − vgt,0),

αin
B (t) ≡ α2(+L/2 − 0+,t) = α2(+L/2 − vgt,0),

αout
A ≡ α2(−L/2 − 0+,t),

αout
B ≡ α1(+L/2 + 0+,t),

we can rewrite the boundary conditions as

αout
B (t) ≡ αin

A (t − T ) − i

√
γ

2vg

[e(t) + e(t − T )], (A37)

αout
A (t) ≡ αin

B (t − T ) − i

√
γ

2vg

[e(t) + e(t − T )]. (A38)

With this notation, Eq. (A14) recovers Eq. (4) in the main text.

4. Polynomial decay

Without driving, the spontaneous emission of the giant atom
excites SAW wave packets in both directions at the two legs.
We are interested in the phonon field excited between the two
legs, i.e., −L/2 < x < L/2. The total field is the superposition
of the two fields which can be obtained from Eqs. (A33)
and (A34),

α(x,t) = α1

(
−L

2
< x <

L

2
,t

)
+ α2

(
−L

2
< x <

L

2
,t

)

− i

√
γ

2vg

[
e

(
t −

[
x + L

2

]
/vg

)

+ e

(
t −

∣∣∣∣x − L

2

∣∣∣∣/vg

)]
. (A39)
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The total energy stored as SAW phonons between the two legs
is

EP = h̄ω0

∫ L/2

−L/2
|α(x,t)|2dx

= h̄ω0

∫ L

0
|α(x − L/2,t)|2dx

= γ h̄ω0

2vg

∫ L

0
|e(t − x/vg) + e(t − |x − L|/vg)|2dx

= γ h̄ω0

2vg

[∫ L

0
|e(t − x/vg)|2dx

+
∫ L

0
|e(t − |x − L|/vg)|2dx

]

+ γ h̄ω0

vg

Re

[∫ L

0
e(t − x/vg)e∗(t − |x − L|/vg)dx

]
.

(A40)

In parameter region D, two SAW wave packets are generated
from the two legs of the giant atom. When the two wave
packets are well separated, we can neglect the overlap integral
and have

EP (t) ≈ γ h̄ω0

2vg

[∫ L

0
|e(t − x/vg)|2dx

+
∫ L

0
|e(t − |x − L|/vg)|2dx

]

≈ γ h̄ω0

∫ T

0
|e(t − τ )|2dτ. (A41)

For m � t/T < m + 1, the time evolution of the giant atom
is e(t) = ∑

m=0 em(t) with em(t) given by Eq. (6). We neglect
the overlap between different em(t). The stored SAW energy
at time t = (m + 1)T can then be calculated as

EP ≈ γ h̄ω0

∫ T

0
|e(t − τ )|2dτ

≈ γ h̄ω0|e(0)|2
∫ (m+1)T

mT

|em(t)|2dt

≈ γ h̄ω0|e(0)|2 (γ T eγT )2m

(m!)2

∫ (m+1)T

mT

e−2γ T t
T

(
m− t

T

)2m

dt

≈ γ h̄ω0|e(0)|2T (γ T eγT )2m

(m!)2

(2m)!

(−2γ T )2m

∫ m+1

m

e−2γ T xdx

≈ γ h̄ω0|e(0)|2T (γ T eγT )2m

(m!)2

(2m)!

(−2γ T )2m

1

2γ T
e−2mγT

≈ γ h̄ω0|e(0)|2
2γ

(γ T eγT )2m

2πm(m/e)2m

√
4πm(2m/e)2m

(−2γ T )2m
e−2mγT

≈ h̄ω0|e(0)|2
2
√

π

1√
m

≈ h̄ω0|e(0)|2
2
√

π

(
t

T
− 1

)−1/2

≈ h̄ω0|e(0)|2
2
√

π

(
t

T

)−1/2

. (A42)

Here, we have used Stirling’s formula m! = √
2πm(m/e)m

and the fact that γ T � 1 in parameter region D. Therefore,
the stored energy follows a universal polynomial decay law
∝ t−1/2.

In parameter region D, as shown in Fig. 3(c1), the giant
atom exhibits revival behavior. We find that the revival peaks
also decay polynomially. From Eq. (6), the probability of the
giant atom to be in the excited state in the time interval mT �
t < (m + 1)T , with m ∈ Z+, is

Pe(t) ≡ |em(t)|2 ≈ e−2(γ T ) t
T

(γ T eγT )2m

(m!)2

(
m − t

T

)2m

.

(A43)

Here, we have assumed the giant atom is in the excited state
initially, i.e., e(0) = 1. From Eq. (A43), we see that the atom
follows the following general behavior in each time interval: it
starts in the ground state [Pe(mT ) = 0], revives to a peak value
P max

e , and then decays exponentially at a rate 2γ . The peak’s
position in the time interval mT � t < (m + 1)T is readily
found to be

tm

T
= m + m

γT
. (A44)

The peak value P max
e (tm) is given by

P max
e (tm) ≈

(
mm

emm!

)2

≈ 1

2πm
=

(
1 + 1

γ T

)
T

2πtm
. (A45)

Here, we have used m! ≈ √
2πm(m/e)m for m � 1. We see

that P max
e (tm) follows a polynomial decay law ∝ t−1

m . We also
see from Eq.(A44) that the time of the peak shifts with m.
When m ≈ γ T , the peak is at (m + 1)T , the boundary of
the interval, which indicates that the decay behavior changes
around this value of m.

In the experiment, one can measure the outgoing phonons
from the two legs of the giant atom. The outgoing phonon field
for m � t/T < m + 1 (m � 1) is given by

αout(t) = −i

√
γ

2vg

[em(t) + em−1(t − T )]. (A46)

Using Eq. (6), we have

αout(t) ≈ −i

√
γ

2vg

em(t)

[
1 + m

γT (m − t/T )

]
. (A47)

We calculate energy accumulation of outgoing phonons during
the time m � t/T < m + 1:

Eout(m)

h̄ω0
≡ vg

∫ (m+1)T

mT

|αout(t)|2dt

= γ

2

[ ∫ (m+1)T

mT

|em(t)|2dt +
∫ mT

(m−1)T
|em−1(t)|2dt +

∫ (m+1)T

mT

(em(t)e∗
m−1(t) + e∗

m(t)em−1(t))dt

]
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= γ

2

[
1

2γ
√

π

1√
m

+ 1

2γ
√

π

1√
m − 1

+
∫ (m+1)T

mT

|em(t)|2 2m

γT (m − t/T )
dt

]

= γ

2

[
1

2γ
√

π

1√
m

+ 1

2γ
√

π

1√
m − 1

+ 2m(γ T eγT )2m

γ T (m!)2

∫ (m+1)T

mT

e−2(γ T ) t
T

(
m − t

T

)2m−1

dt

]

≈ γ

2

[
1

2γ
√

π

1√
m

+ 1

2γ
√

π

1√
m − 1

+ 2m(γ T eγT )2m

γ T (m!)2
T

(2m − 1)!

(−2γ T )2m−1

e−2mγT

2γ T

]

= γ

2

[
1

2γ
√

π

1√
m − 1

− 1

2γ
√

π

1√
m

]
≈ 1

8
√

π
m− 3

2 . (A48)

The above result shows that the energy of the outgoing phonons
also follows a polynomial decay law ∝ m− 3

2 .

5. Reflectance and transmittance

To study the scattering properties of the giant atom, we send
a right-propagating SAW towards the left leg, i.e., α1ω(0) = 0
and α2ω(0) = 0. Assuming the giant atom to be in the ground
state initially, we have from Eq. (A19) that its dynamics are
given by

e(t) = 2

√
γ

4π

∫
dω

α1ω(0) cos(ωT/2)

ω − ω0 + iγ + iγ eiωT
e−iωt . (A49)

From Eq. (A28) we obtain the dynamics of forward-scattered
SAWs

α1ω(t) = e−iωtα1ω(0) − i
γ

π
cos

(
ωT

2

)

×
∫

dω′
α1ω′(0) cos

(
ω′T

2

)
ω′ − ω0 + iγ + iγ eiω′T e−iωt

×
∫ t

0
dt ′ei(ω−ω′)t ′ , (A50)

and the backward-scattered SAWs

α2ω(t) = −i
γ

π
cos

(
ωT

2

)

×
∫

dω′ α1ω′(0) cos
(

ω′T
2

)
ω′ − ω0 + iγ + iγ eiω′T e−iωt

×
∫ t

0
dt ′ei(ω−ω′)t ′ . (A51)

In the long-time limit, we have

α1ω(∞) = e−iωtα1ω(0)

(
1 − iγ

1 + cos ωT

ω − ω0 + iγ + iγ eiωT

)
,

(A52)

α2ω(∞) = e−iωtα1ω(0)

(
−iγ

1 + cos ωT

ω − ω0 + iγ + iγ eiωT

)
.

(A53)

We define the transmittance and reflectance as T ≡ |α1ω(+∞)|2
|α1ω(0)|2

and R ≡ |α2ω(+∞)|2
|α1ω(0)|2 , respectively. They can be calculated from

Eqs. (A52) and (A53), giving

T = (ωd − ω0 − γ sin ωdT )2

(ωd − ω0 − γ sin ωdT )2 + γ 2(1 + cos ωdT )2
, (A54)

R = γ 2(1 + cos ωdT )2

(ωd − ω0 − γ sin ωdT )2 + γ 2(1 + cos ωdT )2
. (A55)

It is easily seen that T + R = 1.

APPENDIX B: INPUT-OUTPUT THEORY
FOR A GIANT ATOM

In this appendix we give some further details on the input-
output theory for the giant atom with arbitrary driving strength.
We write the model atom-phonon Hamiltonian from Eq. (2) in
the main text as

H = HS +
∑

α=1,2

∫ ∞

0
dωh̄ωa†

αωaαω

+ h̄
∑

α=1,2

∫ ∞

−∞
dω

√
γ

4π
[σ−a†

αω(e−iωT /2 + eiωT/2)

+ H.c.], (B1)

where HS = h̄ω0|e〉〈e| is the bare atom Hamiltonian. In
Eq. (B1), we have made the standard Markov approximations
of taking the atom’s decay rate to be frequency independent
and extended the lower integration limit to minus infinity for
the interaction term [59].

How the phonon transmission line serves as a feedback
loop for the atom is apparent when the equations of motion
are formulated using the usual quantum optics input-output
formalism. Following the standard approach [59], we find
from the Hamiltonian in Eq. (B1) that the quantum Langevin
equation for an arbitrary atomic operator x is

ẋ(t) = i

h̄
[HS,x] +

∑
i=A,B

{
[σ+,x]

[
γ

2
[σ−(t) + σ−(t − T )]

+ i

√
γ

2

(
ain

i (t) + ain
i (t − T )

)]

−
[
γ

2
[σ+(t) + σ+(t − T )]

− i

√
γ

2

(
a

in†
i (t) + a

in†
i (t − T )

)]
[σ−,x]

}
, (B2)

053821-22



GIANT ACOUSTIC ATOM: A SINGLE QUANTUM SYSTEM . . . PHYSICAL REVIEW A 95, 053821 (2017)

where we have defined input free phonon fields incident on the
atom at leg A and leg B,

ain
A (t) ≡ 1√

2π

∫ ∞

−∞
dωe−iω(t−t0)a1ω(t0), (B3)

ain
B (t) ≡ 1√

2π

∫ ∞

−∞
dωe−iω(t+T −t0)a2ω(t0), (B4)

where t0 is some early time where the Heisenberg picture and
Schrödinger picture operators coincide (we assume t0 < t − T

for all t). We can similarly define output fields at leg A and leg
B of the giant atom,

aout
A (t) ≡ 1√

2π

∫ ∞

−∞
dωe−iω(t−t1)a2ω(t1), (B5)

aout
B (t) ≡ 1√

2π

∫ ∞

−∞
dωe−iω(t−T −t1)a1ω(t1), (B6)

where t1 > t + T is some late time. The output fields are given
by the inputs and the atomic dynamics through input-output
equations

aout
A (t) = ain

B (t − T ) − i

√
γ

2
[σ−(t) + σ−(t − τ )], (B7)

aout
B (t) = ain

A (t − T ) − i

√
γ

2
[σ−(t) + σ−(t − τ )]. (B8)

These boundary conditions are similar to the boundary
conditions (A37) and (A38) but replacing the single phonon
excitation amplitude e(t) by the lowering operator σ−(t).

Equation (B2) is a nonlinear quantum Langevin delay
differential equation, making the feedback mechanism of
the transmission line quite clear. It is, however, not easily
solved in general. Note that in the presence of coherent input
drives, these can conveniently be moved into the system
Hamiltonian

HS = h̄ω0|e〉〈e| + h̄V
∑

α

[(
αin

α (t)∗

+ e−iϕαin
α (t − T )∗

)
σ− + H.c.

]
(B9)

by displacing the phonon fields aαω → aαω +√
4π/γV αin

α (t)δ(ω − ωdα
) with αin

1 (t) = A1e
−iωd1 t and

αin
2 (t) = A2e

−iωd2 (t+T ).
In Sec. V we also used the fact that the problem can be

mapped onto a setup with only a single feedback loop. This is
easily seen from Eq. (B1) by defining a new phonon operator
bω ≡ (a1ω + a2ωe−iωT )/

√
2. In terms of this new field, the

quantum Langevin equation can be written

ẋ(t) = i

h̄
[HS,x] + {[σ+,x][γ [σ−(t) + σ−(t − T )]

+ i
√

γ (bin(t) + bin(t − T ))]

− [γ [σ+(t) + σ+(t − T )]

− i
√

γ (bin†(t) + bin†(t − T ))][σ−,x]}, (B10)

where

bin(t) ≡ 1√
2π

∫ ∞

−∞
dωe−iω(t−t0)bω(t0) = 1√

2

[
ain

A (t) + ain
B (t)

]
.

(B11)

We can also define an output field given by the usual input-
output equation:

bout(t) = bin(t − T ) − i
√

γ [σ−(t) + σ−(t − τ )]

= 1√
2

[
aout

A (t) + aout
B (t)

]
. (B12)

Note that in a situation where the left and right input fields are
identical, we have, based on symmetry, that aout

A (t) = aout
B (t) =

bout(t)/
√

2.

APPENDIX C: COMPUTING OUTPUT-FIELD
CORRELATION FUNCTIONS FROM THE CASCADED

MASTER EQUATION

In this appendix, we outline how output field correlation
functions can be computed from Eq. (69) building on the
method presented in Ref. [26]. We want to calculate an output
field correlation function of the type

〈c1(t1)c2(t2) . . . cn(tn)〉, (C1)

where ci(ti) is one of bout(ti) or bout(ti)† (see Appendix B) and
we assume that all the times are different, ti = tj , such that
the time ordering is arbitrary (equal times can be taken as a
limit). First, it is illustrative to recall how this can be done
for a conventional Markovian open quantum system where the
evolution is given by a Lindblad master equation

d

dt
E(t) =

{
− i

h̄
H[Hs(t)] + D[L]

}
E(t), (C2)

for the time propagator E(t) [i.e., the state at time t is given
by ρ(t) = E(t)ρ(0)] and where the output field is given by the
input field and the system dynamics through an input-output
equation

bout(t) = bin(t) + L(t). (C3)

As is well known, Eq. (C1) can be computed through the
so-called quantum regression formula [18,59]

〈c1(t1)c2(t2) . . . cn(tn)〉
= 〈FnE(sn − sn−1) . . .F2E(s2 − s1)F1E(s1)ρ(0)〉, (C4)

where we have time-ordered the times and relabeled them by
s1 < s2 < · · · < sn, and defined

Fjρ = Lρ for cj (sj ) = bout(sj ), (C5)

Fj ρ = ρL† for ci(sj ) = bout(sj )†. (C6)

The computation for a system with time delay, with
the time-propagator master equation Eq. (69), is entirely
analogous. First, we define new time-variables t∗i through

t∗i = t − liT , (C7)
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where li = [ t
T

] is the largest integer less than or equal to t
T

, and
time-order these auxiliary time variables from earliest to latest
and call them s∗

1 < s∗
2 < · · · < s∗

n . The correlation function in
Eq. (C1) is then given by

〈c1(t1)c2(t2) . . . cn(tn)〉
= 〈FnET (s∗

n − s∗
n−1) . . .F2ET (s∗

2 − s∗
1 )F1ET (s∗

1 )ρ(0)〉,
(C8)

where now

Fjρ = Llj−1,lj ρ for cj (tj ) = bout(tj ), (C9)

Fjρ = ρL
†
lj−1,lj

for cj (tj ) = bout(tj )†, (C10)

and the index j refers to the time ordering of s∗
j . A formal

proof of Eq. (C8) can be given using the tensor-network
representation of the time propagator used in Ref. [26] and
will be presented in a future work [55].
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