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Abstract

Background: Continuous integration is a widely used practice in which software developers are expected to do frequent changes to a common code base. Potential integration issues can therefore be identified early on and fixed quickly. However, adopting continuous integration may sometimes be difficult, e.g. when developing embedded software, since specialized hardware is needed to run and test the software.

Aim: The goal of this study is to assess what problems come with the use of continuous integration in the context of component-based embedded software development together with identifying the causes for those problems. The continuous integration system being used for the development of an automotive infotainment head unit software system is analyzed, and the main problems and their causes are then identified.

Method: The aforementioned continuous integration system is modeled using the Cinders framework to gain an understanding of the system. Interviews with seven employees working on the project reveal what problems they are facing with regards to continuous integration. Ishikawa diagrams are used to show the main problems and some of their causes.

Results: Four main problems associated with using continuous integration in the development of component-based embedded software are identified: late discovery of defects, the overall integration process takes too much time, the system build breaks too often and interrupted development flow. The causes for these problems are also identified.

Conclusion: This study reveals some of the continuous integration related problems in the development of a component-based embedded software project. The results might not be relevant to all projects using continuous integration as some of the results are specific to component-based and/or embedded software development. Only one software project was under study and the results might therefore not be generalizable.
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Introduction

Large software projects generally require multiple developers to collaborate with each other. In most cases, this means that more than one developer is working on the same code base in parallel. At some point in time, the developers need to integrate their individual code changes, which can be an incredibly demanding and risky process [12]. Developers often have no way of knowing how long this integration phase will take, so uncertainty levels can therefore be high [12]. One practice that has proven useful in combating this problem of integrating code from multiple developers is called **continuous integration (CI)** [12].

Continuous integration means that the members of a team integrate their work frequently, e.g. once a day or more often [12]. Each integration is then verified by an automated build, which usually includes compiling and testing the software, allowing integration errors to be detected early on [12]. Risk reduction is often claimed to be the main benefit of continuous integration, since integration problems are addressed immediately and in smaller increments [11,12]. The risk of introducing defects also becomes reduced [11,12]. By running tests continuously, it becomes possible to find and fix bugs before they are introduced to the software [11]. It also becomes easier to assess the health of the software project as a whole, since the practice enables projects to generate working software many times a day [11].

Adopting continuous integration can have its difficulties. Duvall [11] claims that continuous integration should preferably be implemented early in a project. It is also possible to adopt it late in a project, but he finds that doing so can lead to people being under more pressure and more likely to resist change. Some research has been done in the field of continuous integration with regards to the challenges and problems that can appear when companies adopt the practice [9,18,21,25]. However, more research is needed to assess the problems that can emerge and how they can be mitigated, especially when working with software systems combined with electrical and mechanical systems [21].

A systematic literature review on continuous integration (and other continuous practices) found that a considerable amount of the studies in this area lack contextual information [33]. Many papers do not provide any information on the domain or type of application that continuous integration is being used to develop, and organizational factors such as size and domain are also frequently left out. They recommend that future research should include more contextual information, as it will likely improve the quality and credibility of research in this area [33]. This thesis therefore includes a section in which contextual factors are stated, i.e. Section 1.4.
1. Introduction

1.1 Problem Statement

The company Delphi Automotive Systems Sweden AB has somewhat recently started using continuous integration for one of their Infotainment Head Unit (IHU) projects. Their goal is to adopt continuous delivery in the near future, but in order to achieve that they need to fix the problems they are currently facing with regards to their continuous integration system [25]. One of those problems is that system builds are frequently broken, which has a negative impact on the development flow. Another problem is that the lack of automation for system tests requires developers to do manual regression testing, which can be quite time-consuming.

1.2 Purpose

The purpose of this study is to investigate the main problems associated with using continuous integration in the development of component-based embedded software together with finding the causes for those problems. The architecture of a continuous integration system being used for an IHU project is modeled with Cinders [37], which is an architecture framework for modeling continuous integration and delivery systems. That model, together with unstructured and semi-structured interviews with members of the IHU project, is used to identify continuous integration related problems and their causes. This results in a model which consists of a number of Ishikawa diagrams (also known as cause-and-effect diagrams). This model can help the case company identify how the continuous integration system can be improved. By identifying the main problems and their causes, it becomes easier for the company to fix or mitigate those problems.

Nilsson et al. [24] claim that visualizing testing activities in a model can help with identifying key improvement areas. Bosch and Ståhl [37] similarly state that modeling continuous integration systems can help with the identification and planning of improvements. This means that modeling the continuous integration system, which has never been done before in the case company, can help the company identify what needs to be improved. Identifying and understanding continuous integration related problems that a component-based embedded software project is experiencing will make a contribution to the field of continuous integration. Other organizations that wish to adopt continuous integration or are facing similar problems might also benefit from the results of the study. Additionally, since Cinders has never been used before in published research, this will be the first study using that framework to model a continuous integration system.

1.3 Research Questions

The research questions that are addressed in this thesis are:

RQ1: What are the main problems associated with using continuous integration in the development of component-based embedded software?
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**RQ2:** What are the main causes for the problems associated with using continuous integration in the development of component-based embedded software?

In RQ1, the main problems associated with using continuous integration in the development of component-based embedded software will be listed. In order to understand why these problems occur, the causes of the problems need to be identified, which in turn addresses RQ2.

1.4 Infotainment Head Unit Project

This study is done in collaboration with the company Delphi Automotive, which provides technological solutions to the automotive and transportation sectors. The company is quite large, with over 173,000 employees and a presence in 44 countries. In this study, the continuous integration system being used for one of the projects at Delphi is studied. The project in question is an infotainment head unit system designed for automotive vehicles. The software being developed is a component-based embedded operating system and has been under development for approximately one and a half years. Many different teams located in several countries are working on the project and there are over 250 employees working on it, most of whom are engineers.

1.5 Outline of the Paper

The remainder of this thesis is organized as follows. In Chapter 2, the theoretical framework is provided, and in Chapter 3, related work is presented. The research design applied to this study is presented in Chapter 4 and the results are then shown in Chapter 5. A discussion is provided in Chapter 6 and Chapter 7 includes the concluding remarks, where a summary of the main findings is presented.
1. Introduction
2

Theoretical Framework

Definitions of important concepts are provided in this chapter. First, continuous integration is discussed in general in Section 2.1. Then, the concepts of component-based software and embedded software are defined in Section 2.2 and Section 2.3, respectively. Next, the architectural framework Cinders is presented in Section 2.4. Finally, the Ishikawa diagram is described in Section 2.5.

2.1 Continuous Integration

The term *continuous integration* comes from the Extreme Programming development process and is one of its original practices [12]. As mentioned before, continuous integration requires team members to integrate their work frequently, e.g. once a day or more often. This means that it is possible to detect integration errors quickly, since each integration is verified by an automated build which usually consist of compiling the code and executing tests as well. Many developers think that this practice results in more rapid software development and fewer integration problems [12]. Continuous integration has received a lot of attention as of late from both industry and research. There is plenty of information available on this topic, for instance Martin Fowler’s 2006 article “Continuous Integration” [12], which has been influential in this field and is still a useful resource. Before continuous integration is explained in more detail, it is worth noting that many implementation variations exist and disagreements are common on many aspects of the practice [36].

According to Fowler [12], the adoption of continuous integration usually entails having some specific tools in place, as shown in Fig. 2.1. He states that one of the tools needed is a version control system, which makes it possible to store source code in a common repository. The version control system manages versions of the software being developed and stores each version as a commit in the repository [27]. In other words, commits are used by version control systems to keep track of the changes that have been made to a software project [22]. Another tool that Fowler finds to be helpful is a continuous integration server. The continuous integration server monitors the repository for changes and takes care of verifying that those changes did not break anything. This verification is done every time a developer pushes code to the repository and usually involves an automated build [12]. Quite often, there is more than one type of build being done, so it can be confusing to just say "the build". Usually, there is a commit build which is run by the continuous integration system for every single new commit [12]. This build should provide fast feedback to developers, and ten minutes is often stated as a guideline for how long it
should take [12], although a literature review by Laukkanen and Mäntylä suggests that a build time of two minutes is optimal [19]. To keep this build fast, usually only small or medium tests are included in it. Developers are therefore not blocked for long and can be notified when the build is done [47]. Another common build is the second stage build, which includes more end-to-end tests and other time-consuming tests [12]. This build is not run for every single commit, since it can take quite a lot of time, so it is usually run periodically, e.g. every 10 minutes or every N commits [47]. Setting up a good continuous integration infrastructure is, however, not enough. Some changes also need to be made to the development workflow. Everyone working on the team needs to ensure that new changes both pass the build and also have a minimal impact on the production environment [23].

![Diagram of basic continuous integration infrastructure.](image)

**Figure 2.1:** Basic continuous integration infrastructure.

Testing in continuous integration should be automated and executed continuously, which helps to find defects quicker. Both low-level and high-level testing can be conducted in this context. Low-level tests are usually white box tests, e.g. unit tests, while high-level tests are often gray or black box tests that test the components of the system as a whole and how they work together, e.g. GUI-based testing [4]. Duvall [11] claims that in continuous integration, unit tests, component tests, system test and functional tests should be automated. They state that unit tests verify small elements in a software system whilst component tests verify bigger portions. This means that component tests have more code coverage and take a longer time to run than unit tests. These tests may also require some external dependencies or even the fully installed system. System tests are tests that verify the complete software system, which means that such tests require a fully installed system [11]. Functional tests, which are sometimes called acceptance tests, are defined as tests that verify the functionality of the system from the client’s viewpoint [11].

## 2.2 Component-Based Software

Fully adopting continuous integration seems to be a struggle in many projects, especially large ones, and Bosch and Ståhl [38] argue that breaking down large software systems is a key enabler for continuous integration at scale. One way to break down a software system is to use a component-based software architecture. In component-based software development, the software is built from multiple components which
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can be developed independently from each other [17].

There are many different definitions of what a software component is, and some even claim that the term "component" cannot be defined [7]. Szyperski [44] claims that a component has three characteristic properties. The first property is that a component is a unit of independent deployment [44]. To achieve independence, a component therefore needs to be separated well from both other components and its environment as a whole. The fact that a component is a unit of deployment means that a component is never deployed partially — only as a single unit. The second property of a component is that a component is a unit of third-party composition [44]. This means that a component has to come with specifications of how it can be used, since it might have been developed by a third party. Interfaces must therefore be well-defined, so that it is clear what services a component requires to function properly, and also what services it provides to its environment. A simple component diagram can be seen in Fig. 2.2, which shows how two components communicate through their interfaces. The third and final property of a component is that a component has no (externally) observable state [44]. This stateless nature of components means that it would make little sense to load more than one copy of the same component into a system, since the copies would be indistinguishable from each other [44].

When component-based software is being developed, there is a risk that software components and applications have different kinds of requirements, which can result in components not satisfying the application requirements and vice versa [6]. Crnkovic [6] states that when changes are made on the application level (e.g. components are updated), then there is a risk that the changes cause system failure. Therefore, component-based software tends to be quite sensitive to changes [6]. This could be considered a challenge when using continuous integration, since frequent changes to the code base is one of the key factors in continuous integration.

![Component Diagram](image)

**Figure 2.2:** In this example component diagram, Component2 provides an interface (i.e. some service) to Component1.

As mentioned in Section 2.1, there are commonly two builds in continuous integration: a commit build that is fast and a second stage build which executes more thorough tests. This can, however, be done differently when the software architecture is modular. For example, if the software is component-based, then each component can have its own independent build and continuous integration processes, and another build can then be triggered when a new component dependency is made available [29, 40].
2.3 Embedded Software

Embedded software is software written for embedded systems [43] and Mårtensson et al. [21] define software-intensive embedded systems as software systems combined with electrical and mechanical systems. In the past, embedded software was not considered to be as important as it is today, as the software was just something that was quickly developed when the hardware was ready [43]. The software was then typically developed by someone who knew the hardware well. Nowadays, systems have become more complex which has resulted in using software specialists instead to write the code for embedded systems. Walls lists several things that one has to bear in mind when working in embedded software development and they are listed below.

- **Memory size.** Embedded systems have limited memory and because of power and cost consumption demands, excess memory is not an option. This is different for developers who are working with desktop systems as they often do not have to think about memory, mainly because memory is cheap and operating systems can expand it using hard drive space.

- **CPU power.** The amount of CPU power for embedded systems is often only just enough for the function required, which has an effect on code and operating system efficiency. This is due to strict cost and power consumption requirements. Desktop computers, on the other hand, have CPUs that are cheap and developers do not have to worry about heat dissipation and power consumption.

- **Code optimization.** Developers working with embedded software need to develop optimized code, but it depends on their needs what they want to optimize. Controllability is, for instance, a key feature of an embedded compiler. Code optimization is also performed by developers who are working with desktop systems. However, embedded systems and desktop applications often have different priorities, where the latter would probably focus more on e.g. the speed of the software.

- **Operating system.** An embedded system may have an operating system which could be a special variant of Windows or Linux, an in-house developed operating system or one of many real-time operating systems. A desktop computer, on the other hand, would probably only have Windows or Mac OS X as its operating system.

- **Real time behavior.** Most embedded systems are real time, which means that the system is predictable-deterministic and not necessarily fast. Desktop systems, on the other hand, are seldom real time.

- **Development paradigm.** For embedded systems, code is developed on the 'host' (desktop computer) and then later executed on the 'target' (the embedded system itself). This is different for desktop applications since the software is usually developed and executed on the same machine. The execution phase is also more complex for embedded systems than desktop computers because the software must either be run under some kind of simulation environment or be transferred to a target.

- **Execution paradigm.** The execution of software for most embedded systems
goes on continuously from start-up until the device is powered down. This is different for desktop applications since the execution of software depends on what the user wants.

- **Every embedded system is different.** Embedded systems can be different in so many ways, e.g. different operating systems, memory architecture etc. This means that embedded software developers not only have to learn how to work close to the hardware and real-time systems, but also that they might need to learn about different operating systems, a selection of development tools, multiple CPU architectures and so forth. This may be the biggest difference between embedded and desktop systems; desktop systems have only a few variations, while every embedded system is different.

## 2.4 Cinders

Cinders is an architectural framework designed specifically for the purpose of describing continuous integration and delivery systems created by Ståhl and Bosch [37]. It contains four architectural viewpoints, each of which represents a unique aspect of the continuous integration and delivery system. These viewpoints are:

- **Causality Viewpoint:** Causality implies that one action or task causes some other action or task to be triggered. This viewpoint is therefore used to represent triggering relationships in continuous integration and delivery systems. The Causality Viewpoint’s meta-model can be seen in Fig. 2.3.

![Figure 2.3: A meta-model of the Causality Viewpoint in Cinders.](image)

- **Production Line Viewpoint:** This viewpoint is similar to the Causality Viewpoint, but instead of showing the causal relationships between activities and tasks, it shows consuming relationships. The purpose of this viewpoint...
is to show how artifacts, i.e. source code revisions and their derivatives, pass through the system. Some other differences from the Causality Viewpoint are that repositories, tasks and activities are described in more detail and external triggers are omitted. The meta-model for the Product Line Viewpoint is shown in Fig. 2.4, and Table 2.1 describes what each base set in the viewpoint is.

**Table 2.1:** The base sets used in the Product Line Viewpoint.

<table>
<thead>
<tr>
<th>Base set</th>
<th>Class</th>
<th>Definition</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>pre-integration-procedure</td>
<td>Repository</td>
<td>The steps that are needed before new code is integrated with the integration target</td>
<td>one or more of {none, review, queue, tests, automated}</td>
</tr>
<tr>
<td>integration-target</td>
<td>Repository</td>
<td>The kind of storage or branch that the repository node represents</td>
<td>one of {private, team, development, release}</td>
</tr>
<tr>
<td>automation</td>
<td>Activity and Task</td>
<td>The degree of automation</td>
<td>one of {none, supporting, full}</td>
</tr>
<tr>
<td>functional-confidence</td>
<td>Activity</td>
<td>How much confidence the activity provides in regards to functional aspects</td>
<td>one of {none, some, extensive}</td>
</tr>
<tr>
<td>non-functional-confidence</td>
<td>Activity</td>
<td>How much confidence the activity provides in regards to non-functional aspects</td>
<td>one of {none, some, extensive}</td>
</tr>
<tr>
<td>queue-time</td>
<td>Activity</td>
<td>The minimum and maximum time a triggered activity spends in a queue, before it can execute some activity</td>
<td>{t_{\text{min}}, t_{\text{max}}}</td>
</tr>
<tr>
<td>duration</td>
<td>Activity</td>
<td>The minimum and maximum time spent executing some activity</td>
<td>{t_{\text{min}}, t_{\text{max}}}</td>
</tr>
<tr>
<td>system-completeness</td>
<td>Activity</td>
<td>The degree of system completeness at which the activity operates</td>
<td>one or more of {unit, partial, full, customer on-site}</td>
</tr>
<tr>
<td>lead-time</td>
<td>Activity and Task</td>
<td>In a fully automated system, this would be the sum of duration values and upstream queue-time. If manual triggering is involved, then this value might not be as meaningful</td>
<td>{t_{\text{min}}, t_{\text{max}}}</td>
</tr>
</tbody>
</table>
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Figure 2.4: A meta-model of the Product Line Viewpoint in Cinders.

- **Test Capabilities Viewpoint**: Provides an overview of which test activities are performed. This viewpoint should indicate the level of system completeness and the feedback lead time for each test activity. The meta-model for this viewpoint can be seen in Fig. 2.5.
- **Instances Viewpoint**: This is the most detailed view and is supposed to illustrate implementation details. It is considered to be an optional part of the framework and in the paper where Cinders is presented, no example illustration is provided for this viewpoint.
2. Theoretical Framework

2.5 Ishikawa Diagram

The Ishikawa diagram, which is also known as the cause-and-effect diagram, shows the relationship between the cause and the effect. In other words, it is a causal diagram which lists possible causes for a particular effect. The effect could, for instance, be a quality characteristic or a problem [13]. Fig. 2.6 shows what this type of diagram looks like, where each cause of a specific problem is categorized.

![Ishikawa Diagram](image)

Figure 2.5: A meta-model of the Test Capabilities Viewpoint in Cinders.

Figure 2.6: An Ishikawa diagram (also known as a cause-and-effect diagram).
Several literature reviews have been published on continuous integration or related topics. Some of them were useful for finding research that is relevant to this thesis and will therefore be briefly discussed. One of these literature reviews, which was done by Bosch and Ståhl [36], discusses the continuous integration implementation variations that are to be found in published research. They claim that the practice is interpreted and implemented differently from case to case and that there is currently no consensus on continuous integration as a single, uniform practice. They then state that it would be worthy to investigate if any contextual factors of software projects influence which variation gets chosen. Another literature review by Shahin et al. [33] discusses different approaches, tools, challenges and practices in the areas of continuous integration, delivery and deployment. They found that a considerable amount of the studies in these areas lack contextual information such as the domain or type of application being developed. Organizational factors such as size and domain are also frequently left out. Future research should in their opinion include more contextual information, as it will likely improve the quality and credibility of research in these areas. Yet another systematic literature review by Laukkananen, et al. [18] focuses on the problems that arise when adopting continuous delivery. They identify the causes of some of the problems and solutions are even provided in some cases. The problems they found are divided into seven themes: build design, system design, integration, testing, release, human and organizational, and resource.

As mentioned previously, the aspects of continuous integration are often defined differently. One source of variation is how build failures and successes are defined. Commonly, a build is considered to have failed if any test fails during the build [1, 28]. However, that is not always the case. For example, Rogers [30] proclaims that for most development teams, it is fine to allow acceptance tests to break over the course of an iteration, as long as all tests pass before the end of the iteration. Other requirements sometimes need to be fulfilled before a build is considered a success, e.g. there is a certain level of test coverage [46] or a specified threshold for some metric is not exceeded [15]. Another requirement for a successful build could be that there is an absence of severe code analysis warnings [15]. Some sources also mention that for a build to succeed, the compilation must succeed as well [10, 15, 46], although that usually seems to be implicitly assumed. There is not a lot of research that explores why builds fail and how they can be prevented from breaking when using continuous integration. Kerzazi et al. [16] investigated the main factors impacting build failure. A quantitative analysis that they did found that build failures correlate with the number of simultaneous contributors on the branch, the type of work performed on a branch (feature development, bug fix, etc.), the build type
(integration build vs. continuous build), and the roles played by the stakeholders of
the builds. They also did a qualitative investigation, which showed that the typical
circumstances under which a build breaks are missing referenced files, mistakenly
checking in work-in-progress, and transitive dependencies. Storm [41] proposes a
solution to mitigate the impact of build failures in the context of component-based
software development. His solution uses backtracking, which means that if the build
of a component fails, then other components that depend on it will be built using the
previous successful build of the component that had the build failure. His reasoning
for why this is a good solution is that any build is better than no build at all.

An industrial experience paper by Kim et al. [17] introduces an integration
procedure and automated integration system for a software project with hundreds
of components. In that paper, there were three main lessons that they learned
from implementing their system. The first lesson was that users need to be trained.
They state that developers and component maintainers need to be pressed to closely
monitor the integration status and also need to respond to defects found during the
integration. One idea that they like is to punish component maintainers when their
components have trivial defects. They also say that component maintainers should
be encouraged to do frequent small releases, and avoid adding lots of features alto-
gether, since that makes it harder to detect the source of a problem. The second
lesson was that the component maintainer’s task should be automated. Component
maintainers can often do simple mistakes or skip basic tests because of overconfi-
dence. The third lesson relates to the testing environment. If developers set up
their own testing environment, then that could lead to problems for others running
different environments. Therefore, the same testing environment should be provided
to everyone with the actual integration.

The dependency between components and component interfaces makes mod-
ularization difficult and is a challenge that Bosch mentions in his book [4]. This
also makes development teams highly dependent on each other. He also mentions
that it is difficult to have automated testing and daily builds when working with
embedded systems involving hardware with slow development cycles. Applying con-
tinuous integration to software systems combined with electrical and mechanical
systems seems to be challenging, but research in this area is scarce. A paper by
Mårtensson et al. [21] lists which factors must be taken into account when applying
continuous integration for the development of these kinds of systems. They define
issues within seven topics, i.e. long build times, complex user scenarios, compli-
ance to standards, many technology fields, security aspects, test environments and
architectural runway.

According to a case study by Debbiche et al. [9], coordinating integration
dependencies became more difficult after the adoption of continuous integration. In
that study, four different issues related to the adoption of continuous integration
were reported by developers. The first one was that component interfaces needed to
be more clearly defined. The second one was that it was harder to locate the source
of errors during integration, because code is delivered from different teams. The
third one was that more failures were experienced during integration. The fourth
and final one was that there was a need to wait until other components or parts
were done before integrating work.
Another case study by Olsson et al. [25] analyzed a company that was transitioning to continuous integration. That company was dependant on code from many different suppliers, which one developer thought had a negative effect on the company’s development speed. Several interviewees also mentioned that fitting different components from different suppliers was time consuming, so not only was the development lead time long, but also the integration of components. The paper mentions that one common barrier is the dependency between components and the dependency between component interfaces. This means that separation is difficult, and development teams are therefore very dependant on each other. The paper also mentions that when transitioning towards agile development, there should be a shift to small development teams and a focus on features instead of components.

Modeling continuous integration systems has many benefits according to Bosch and Ståhl [37]. They found that modeling such systems can improve understanding and also help with identifying improvement areas. The authors of this paper found two techniques for modeling continuous integration systems and one architectural framework. Automated Software Integration Flow (ASIF) is a descriptive model created by Ståhl and Bosch [34], which shows automated activities, together with nodes that represent external triggering factors and inputs, that are connected with input and triggering relationships. Continuous Integration Visualization Technique (CIViT) is a technique created by Nilsson et al. [24] that visualizes the testing activities performed around a product or a product platform. This technique aims to give an overview of end-to-end testing activities, which can prevent or mitigate problems such as duplicate testing efforts and slow feedback loops. In another paper by Ståhl and Bosch [35], they applied both the CIViT and ASIF continuous integration modeling techniques to four separate industry cases in three companies and investigated what impact it would have. The Cinders framework, which was introduced in another paper by Ståhl and Bosch [37], is based on both CIViT and ASIF, and is described in Section 2.4,
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The main goal of this study is to find out what continuous integration related problems the case company is having. The research method used in this thesis is design science research. In design science research, an artifact is created [42], which in this case is a model. This model consists of a number of Ishikawa diagrams which show the main continuous integration related problems and their causes. According to Ishikawa [13], identifying the relationship between cause and effect of a problem makes it possible to take an action to solve it. The case company can therefore utilize the model to improve its continuous integration system. In addition, researchers can utilize the model to see what problems a real world software project has faced with regards to continuous integration and what the causes of these problems are.

Another improvement method, action research, is often a viable alternative to design science research. In action research, changes (or actions) are made in a problematic situation and data collection techniques need to be used before, during and after the action-taking stages [8]. This method was not chosen, because no direct actions were performed to change the continuous integration system at the case company. In addition, data collection was only performed once, i.e. to identify the main problems and their causes. Furthermore, according to Baskerville [3], design science research emphasizes on solving problems by creating an artifact, which in this study is a model, whilst action research emphasizes on solving problems through social and organizational change.

Design science research will be explained in more detail in Section 4.1. Then, the plan of the study will be described in Section 4.2. Finally, the data collection methods and data analysis methods used in this thesis work will be described in Section 4.3 and Section 4.4, respectively.

4.1 Design Science Research

According to a paper by Vaishnavi and Kuechler [39], design-science research focuses on creating new knowledge by designing an artifact and analyzing that artifact, in order to improve and understand some specific parts of information systems. The same paper also mentions that design science research is sometimes called “Improvement Research”, which puts emphasis on its problem-solving or performance-improving nature. The design science research process model is visualized in Fig. 4.1, where an overview is presented of how such research is conducted.

The following five process steps are followed in this thesis work: awareness of problem, suggestion, development, evaluation and conclusion. Awareness of problem
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Figure 4.1: An overview of the design science research methodology. Activities that were performed for this thesis are mapped to specific steps in the process.

is the first process step and it involves two activities: a current state analysis and data collection. The current state analysis results in a model of the IHU project’s continuous integration system created using Cinders. The aim of the data collection activity, which includes documentation analysis, unstructured and semi-structured interviews, is to identify any problems that employees in the IHU project have when they use the continuous integration system. In the next step, i.e. the suggestion step, the data analysis is performed which results in identifying the main problems of the continuous integration system and also identifying the causes for those problems. In the development step, the problems and their causes from the previous step are further investigated and a number of Ishikawa diagrams are created, which is the model. This model is then evaluated in the evaluation step with a descriptive method called informed argument, where information from relevant research is used to build a convincing argument for the model’s utility [42]. The literature used in the informed argument method is collected using the backward snowballing approach. In that approach, highly cited studies, e.g. systematic literature reviews, are identified and used to find more literature from the reference list [45]. The evaluation of the model is presented in Section 6.1. Then, the final step is the conclusion step, where the results are described. The knowledge gained from the process, i.e. design science knowledge, may well serve as the subject of further research [39].

During this thesis work, the seven guidelines for design science by Hevner et al. [42] are followed. The first guideline is designing an artifact and according to the second guideline, the artifact must be created for a specified problem domain. Guideline 3 demonstrates that an evaluation of the design must be made. Guideline 4 states that a design science research must provide clear and verifiable contributions in the areas of the design artifact, design foundation, and/or design methodologies. According to Guideline 5, design science research requires the application of rigor-
In order to understand the workflow and the continuous integration system being used in the IHU project, unstructured interviews were conducted with two members of the integration team and documents created by the same team were also analyzed. In case some of the documents had outdated information, more discussions were held with the integration team to acquire correct information. The creation of a model of the current state of the continuous integration system helped gain more understanding of it and the intended workflow. This model was created using Cinders, which is described in Section 2.4. A reason for choosing Cinders, but not the other continuous integration modeling techniques, i.e. ASIF or CIViT, is that Cinders has been proven to be an improvement over those method, as it combines the best from the other two techniques. Cinders represents the integration flows in two different viewpoints (the Causality Viewpoint and the Product Line Viewpoint) and the overview of the test activities performed in another one (the Test Capabilities Viewpoint). These viewpoints are rendered from the same underlying data model and therefore give a more complete overview of the continuous integration system than ASIF and CIViT alone [37].
in the integration team and two developers working in that project. This led to identifying some areas of the continuous integration system that were of special concern. These areas were then addressed in the interview question written in order to find out which problems are the most serious ones. These questions were then used in semi-structured interviews conducted with various employees. The aim of these interviews was to shed light on the problems that the employees working in the project have faced or are currently facing with the continuous integration system, together with finding out what the main causes for these problems are, which in turn addresses RQ2. The data collected from the semi-structured interviews was analyzed with a theory generation method called the constant comparison method, which is a qualitative data analysis method [32]. This method is described in more detail in Section 4.4. This analysis resulted in several Ishikawa diagrams, which is the model. This type of diagram is explained in Section 2.5. A reason for choosing this diagram is that according to Ishikawa [13], it can be used for any problem. By knowing the relationship between cause and effect of a problem, then it becomes possible to take an action to solve it.

4.3 Data Collection

This chapter provides a general description of the data collection methods that are used in this thesis work.

4.3.1 Documentation Analysis

Documentation analysis involves analyzing documents generated by developers. These documents can be comments in the code or separate documents that describe a software system. The advantage of using this technique is that it can serve as an introduction to the software and the team. The documents written about the system can present a glimpse of at least one person’s understanding of the software system. The main disadvantage of using this technique is that this can be time consuming and written material may be inaccurate [20]. The documents that were analyzed in this study are two documents written by the integration team:

- *Develop & Test Software* document, which explains the developer’s work-flow for committing code and how to baseline a new version of a repository.
- *Continuous Integration* document, which summarizes the Continuous Integration and Testing work-flow in the SUT.

4.3.2 Interviews

An interview is a conversation where at least one researcher talks to at least one respondent at a time. The advantage of interviews is that they are highly interactive. The disadvantages are that interviews are time consuming and cost-inefficient. A researcher must schedule a meeting with the respondent which could take some time, since the respondent might be busy [20]. According to Runeson and Höst [31], interviews can be unstructured, semi-structured and fully-structured. In this
thesis, unstructured and semi-structured interviews were conducted. Unstructured interviews are interviews where the interview conversation will develop based on the researcher’s interest of the subject. The interview questions are therefore put together as interests and general concerns from the researcher. Semi-structured interviews involve predefined questions that are not necessarily asked in the same order as they are listed.

As was mentioned in Section 4.2.1, unstructured interviews were held with two members in the integration team in order to understand the continuous integration system being used in the IHU project and the workflow. After the current state had been analyzed, unstructured interviews were held again with the same members of the integration team and two developers working in the IHU project. Those interviews were conducted to identify which areas of the continuous integration system were of special concern and should thus to be addressed in the semi-structured interviews. Semi-structured interviews were then held to identify the main problems the employees have had with regards to continuous integration. Runeson and Höst recommend selecting interview subjects based on differences. This is preferable to selecting similar subjects in an attempt to replicate similarities. Therefore, employees working in the IHU project that hold various positions and are members of different teams were interviewed, as can be seen in Table 4.1. The interview questions can be seen in Appendix 1, together with Fig. A.1 and Fig. A.2 which were in some cases shown to the interviewees in order to make it easier for them to understand the interview questions. The interviews, which took 20-60 minutes, were recorded by both researchers in order to make sure that all the data was stored safely.

4.4 Data Analysis

The data analysis in this study is done using the constant comparison method. The constant comparison method is a theory generation method, which is used in qualitative data analysis. This method involves attaching labels or codes to text pieces that are relevant to an idea or a theme that is of interest in the study. The codes and subcodes that were assigned to the text pieces can then be used to group the text pieces into patterns. Next, a field memo is written in order to express a proposition from the coded data [32].
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Table 4.1: Background information about the interviewees.

<table>
<thead>
<tr>
<th>ID</th>
<th>Position</th>
<th>Team</th>
<th>Years at the company</th>
<th>Software Development Experience [years]</th>
<th>CI Experience [years]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Configuration Manager</td>
<td>Integration Team</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>B</td>
<td>Integrator</td>
<td>Integration Team</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>C</td>
<td>Scrum Master</td>
<td>T1</td>
<td>1.5</td>
<td>15+</td>
<td>8-9</td>
</tr>
<tr>
<td>D</td>
<td>Developer</td>
<td>T2</td>
<td>1.5</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>E</td>
<td>Developer</td>
<td>T3</td>
<td>0.5</td>
<td>16</td>
<td>15-16</td>
</tr>
<tr>
<td>F</td>
<td>Developer</td>
<td>T4</td>
<td>5</td>
<td>5-6</td>
<td>5</td>
</tr>
<tr>
<td>G</td>
<td>Developer</td>
<td>T5</td>
<td>9</td>
<td>9</td>
<td>3-4</td>
</tr>
</tbody>
</table>
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Results

The findings of the study are presented in this chapter. First, the continuous integration system being used in the IHU project is explained and modeled with Cinders in Section 5.1. Then, the main problems that the project is facing with regards to continuous integration are listed, together with their causes in Section 5.2.

5.1 Current State Analysis

One of the traditional practices of continuous integration is that a single source repository should be maintained [12]. In the IHU project, each component has its own source repository, which includes all of the latest changes for that specific component. There is also a project-level repository, as shown in Fig. 5.1, which stores so-called recipes — one for each component in the project. A recipe is a file which provides a set of instructions on how some unit (e.g. a component or some other piece of software) should be built. These instructions state e.g. where the source repository is located, which commit should be used for building the unit and also what dependencies the unit has. A build tool can use such a recipe file to automatically build a single component or even the software project as a whole. The project-level repository described above is required when doing the full system build, as the recipes provide instructions on how to build every single component.

Figure 5.1: The project-level repository stores recipes, one for each component. In this example, Component1’s recipe states that the first commit should be used for the system build, while Component2’s recipe states that the second commit should be used.
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Figure 5.2: The three integration flows of the continuous integration system.

Cinders, which is described in the theoretical framework chapter, is an architecture framework used to model the current state of the continuous integration system architecture being used in the IHU project. In this framework, three architectural viewpoints are used to describe the system, i.e. the Causality Viewpoint, the Product Line Viewpoint and the Test Capabilities Viewpoint. The Causality Viewpoint and Product Line Viewpoint show three different integration flows. The first flow is for the code commit, i.e. when a developer commits code to a component's repository. The second flow is for a recipe commit, i.e. when a component maintainer commits a recipe to the project-level repository. The recipes are then used for the system build, which is the third flow. An overview of these three integration flows can be seen in Fig. 5.2. The aforementioned diagram shows that developers can do multiple code commits, and when the component maintainer decides to include these commits in the system build, then he or she does a recipe commit.

5.1.1 Causality Viewpoint

The Causality Viewpoint represents triggering relationships in the continuous integration system. The Causality Viewpoint for the code commit, which is on a component level, is shown in Fig. 5.3. This viewpoint shows what happens when a developer decides to check-in or "push" code changes to a component source repository. Git is the version control system being used, and the first thing that happens after a developer pushes his or her changes with Git is that a new change record is created in Gerrit. Gerrit is the system that is used for code reviews, since every code change needs to be accepted by other team members. The new change record in Gerrit then triggers two activities that work in parallel, i.e. the code review and the component build. Both of these activities need to succeed in order to trigger the merge activity. The component build is done under the target’s Software Development Kit (SDK) using the build automation tool Jenkins. This build entails compiling and running unit tests for that component. When the code review is completed, i.e. either accepted or rejected, a status mail will be sent automatically to the committing developer. If the code review is rejected, then the committing developer needs to change the code and push a new commit. When the component build activity is finished, a mail is sent to the committing developer that informs him or her how that activity went. If there is enough time, then static code analysis is run using the tool Coverity. However, the static code analysis is not required and running it can take quite some time. Hence, developers sometimes stop it in order to speed things up. If Coverity gets the chance to finish the analysis, then a defect list
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Figure 5.3: Causality Viewpoint for a code commit.

is generated and the committing developer receives a mail. This defect list is only informative and does not have any effect on whether the change will be accepted or not. When the build, tests and code review have succeeded, the merge activity is triggered automatically. The merge activity attempts to merge the code changes with the component’s repository. If there is a merge conflict, then it triggers a task where a mail is sent to the committing developer, telling him or her that there was a merge conflict. However, if the merge succeeds, then the committing developer must manually press the submit button, which submits the changes to the component’s source repository on the centralized git server. This task then triggers a build, where the updated component is built under the target SDK.

In Fig. 5.4, the Causality Viewpoint for the recipe commit is presented. This viewpoint shows what happens when a component maintainer decides to 'bump' a recipe, i.e. when he or she wants a new version of that component to be included in the system image. Component maintainers can have various roles; they can e.g. be developers, scrum masters or integrators. When the component maintainer commits an updated recipe for some component to the project-level repository, then a new change record is created in Gerrit. This new change record then triggers two activities that work in parallel, i.e. a code review and an incremental build on target software. The code review works in the same way as in the Causality Viewpoint for the code commit in Fig. 5.3, but it often takes less time, mainly because the recipe files are usually tiny and only have a few lines. It would take too long to do a clean system build for every single recipe bump, so an incremental build is done instead. This incremental build only builds the parts of the system
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that have changed, and uses cached builds when possible. Only components that were affected by the changes introduced in the recipe bump will therefore need to be rebuilt. The software being built could be one component, a couple of components or even the whole system. This task could take a long time if there is a long build queue, i.e. a queue of commits that need to be built. When the incremental build on the target software has succeeded, it triggers an activity where the incremental build is tested on target. As was mentioned in Section 2.3, a target is defined as an embedded system, which in this case is an IHU. This test is done manually and after that, the developer must indicate that the build was tested on target by manually ticking the "tested on hardware" checkbox. This checkbox is problematic, since developers can tick the "tested on hardware" checkbox without having tested the build on hardware. When both the code review has been accepted and the "tested on hardware" checkbox has been ticked, the merge activity can start. The merge activity merges the changes to the project’s recipe repository on a centralized git. As in the previous viewpoint, in Fig. 5.3, if there is a merge conflict, a mail is sent to the committing developers, which is the component maintainer in this case. Otherwise, if the merge succeeds, then the component maintainer must manually press the submit button, which submits the changes to the project-level repository on the centralized git server.

The Causality Viewpoint for the system build can be seen in Fig. 5.5. This build is done once a day during the night, and is considered to be a clean build, which means that every single component is built from scratch, unlike the incremental build. It is important that this build succeeds, since a designated smoke test team needs it in order to perform daily smoke tests. If this build fails, then the smoke team has nothing to test. A broken system build also has an effect on the component teams, as will be discussed further in Section 5.2.3 and Section 5.2.4.2.
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Figure 5.5: Causality Viewpoint for the system build.

5.1.2 Product Line Viewpoint

The Product Line Viewpoint, which is described in the theoretical framework chapter, shows how artifacts travel through the system. There are three Product Line Viewpoints for the case company’s continuous integration system. The first Product Line Viewpoint is for a code commit and it can be seen in Fig. 5.6. This viewpoint describes the same integration flow as Fig. 5.3. The second one is for the recipe commit and it can be seen in Fig. 5.7. This viewpoint describes the same flow as Fig. 5.4. Lastly, Fig. 5.8 is a Product Line Viewpoint for the system build and it describes the same flow as Fig. 5.5.

Figure 5.6: Product Line Viewpoint for the code commit.
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Figure 5.7: Product Line Viewpoint for the recipe commit.

Figure 5.8: Product Line Viewpoint for the nightly build.
5.1.3 Test Capabilities Viewpoint

The Test Capabilities Viewpoint is shown in Fig. 5.9. This viewpoint provides an overview of the test activities performed in the IHU project. It should be noted that only the test activities that are relevant to the continuous integration system are discussed in this thesis. Any late-cycle tests or tests done by independent testing teams are therefore ignored. For each test activity in the Test Capabilities Viewpoint, it can be seen what their feedback lead time is and at which level of system completeness they are executed [37]. The tests that have red borders are not automated and the ones that have green borders are automated. *Smoke testing* is done in India during the night and they focus more on functional related testing, to see if everything is working. The smoke testers follow a list of instructions on what to test, and then have a report ready in the morning when the developers show up to work. The smoke testing is included in the system build viewpoints and can be seen in Fig. 5.5 and Fig. 5.8. *Testing on target* is done by the component teams to check if their code works by testing their code manually on target. Test on target is therefore quite similar to the smoke tests, but the difference is that the latter tests the whole system in the intended production environment, but the former sometimes only tests a part of it manually on target. The target tests are included in the recipe commit viewpoints and can be seen in Fig. 5.4 and Fig. 5.7. *Static code analysis* is done in Coverity, which is sometimes done in the component build, as can be seen in Fig. 5.3 and Fig. 5.6.

![Figure 5.9: The Test Capabilities Viewpoint. This diagram only shows the tests that are most relevant to the continuous integration system.](image-url)
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5.2 Problems and Their Causes

The qualitative interviews, which are described in Section 4.3.2, helped shed light on what problems the case company is having with continuous integration (CI). The main problems can be found in Table 5.1. The interviews also revealed causes for these problems, and an overview of these causes can be found in Table 5.2. The problems and causes can also be seen in Fig. 5.15, Fig. 5.16, Fig. 5.17 and Fig. 5.18, where they have been tagged to specific activities and tasks in the continuous integration system.

### Table 5.1: Problems with continuous integration.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Late discovery of defects</td>
<td>Defects are found during late-stage testing instead of being found by the continuous integration system.</td>
</tr>
<tr>
<td>The overall integration process takes too much time</td>
<td>It can take a long time for a commit to get accepted into the main build.</td>
</tr>
<tr>
<td>System build breaks too often</td>
<td>The main system build, which is run during the night, breaks too often.</td>
</tr>
<tr>
<td>Interrupted development flow</td>
<td>The normal development flow of developers is sometimes interrupted, e.g. because of excessive waiting times.</td>
</tr>
</tbody>
</table>

### Table 5.2: Problems with continuous integration and their causes.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Causes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Late discovery of defects</td>
<td>Testing on target is not extensive enough, testing on target skipped, tests are lacking in the CI system, test bench is different from production environment, static code analysis ignored or skipped.</td>
</tr>
<tr>
<td>The overall integration process takes too much time</td>
<td>Testing on target is time-consuming, system build is only run once a day, static code analysis is time-consuming, component build takes too much time, code reviews take too much time, too long build queues.</td>
</tr>
<tr>
<td>System build breaks too often</td>
<td>Missing dependencies not discovered in the incremental build.</td>
</tr>
<tr>
<td>Interrupted development flow</td>
<td>Lack of inter-team communication and synchronization, system build breaks too often, the overall integration process takes too much time.</td>
</tr>
</tbody>
</table>
5.2.1 Late discovery of defects

Code changes sometimes introduce new defects into software. At the case company, the test suite is not optimized to find defects before they are introduced; there is more of a reliance on smoke tests and other late-cycle tests to find defects in the product. This problem, i.e. late discovery of defects, is tagged to the Submit changes to project’s (centralized) recipe repository task in Fig. 5.16. It is tagged to that task because defects, which could have been found by tests, are sometimes submitted to the project’s mainline. The causes for this problem can be seen in Fig. 5.10 and are explained in more detail in the following subsections.

![Figure 5.10: Late discovery of defects (cause-and-effect diagram).](image)

5.2.1.1 Testing on target not extensive enough

One of the causes for late discoveries of defects is that the manual regression tests performed on target by developers are often not extensive enough:

“People think they have tested on hardware — they have the illusion that they tested it — but they didn’t test it long enough.”

- Configuration manager A

The same interviewee expands on that point:

“People are usually only testing their own functionality and not checking for example if someone else’s is breaking.”

- Configuration manager A

That is something that developers D and G also mention in their interviews, i.e. that when developers do testing on target, they tend to test only the feature they are working on and do not check whether they are breaking something else.
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This cause, i.e. *testing on target not extensive enough*, is both tagged to the *incremental build tested on target* activity in the Causality Viewpoint for a recipe commit in Fig. 5.17 and also tagged to *test on target* in the Test Capabilities Viewpoint in Fig. 5.18.

5.2.1.2 Testing on target skipped

Developers are required to do manual regression testing on target before submitting their changes to the mainline. In the case company’s continuous integration system, there is a "tested on hardware" checkbox that needs to be checked before code can be submitted to the project’s recipe repository. However, it is possible for developers to tick that checkbox, without having actually tested the code on target. One developer says the following:

"The problems is that we have a real complex project. It’s really, really complex, so there is no way that a single software engineer can oversee all of the side-effects that your code actually causes. You can introduce time-delays or latency in some ways that affects all the system, and you don’t see that, if you don’t test on target." - Developer G

Scrum master C mentions that timestamps in logs clearly show that developers sometimes skip the manual regression testing on target. If the build is ready and then two minutes later the code has been tested on target, then the developer has definitely not tested the code on target. The interviewees reasoning is that it is not possible to flash the software on target and do the manual tests in two minutes. Since there are many reasons for why testing on target is skipped, a separate cause-and-effect diagram is presented in Fig. 5.11, where those reasons are highlighted.

![Cause-and-effect diagram for testing on target skipped](image)

**Figure 5.11:** Testing on target skipped (cause-and-effect diagram).

One of the causes for skipping testing on target is because of a *broken system build*. This is because a broken system build breaks the incremental build, which is needed
to do the on-target tests:

“I think the main reason [why testing on target is not performed] is that someone else broke [the system build]. I can’t test my functionality but I know 99% that it works, so I check it in, because someone has broken the master already and I can’t test until they fix the master.”

- Configuration manager A

System build breaks too often is defined as one of the four main problems and is explained in more detail in Section 5.2.3.

Developers D, F and G; scrum master C and integrator B all think that one of the reasons for skipping the on-target tests is because developers think that their code change will not break the build:

“[A reason for ticking the ‘tested on hardware’ checkbox without testing the code on target is that] you think that: ‘yeah, my feature doesn’t mess up something else’, because you have quite good confidence in your own code.”

- Developer G

Scrum master C agrees, but also thinks that developers sometimes do not understand the consequences of their actions:

“Some people just don’t know [that their code change can break the build] and they don’t really understand the whole picture. And then there are some senior developers who think that: oh, this is such an easy change, that can’t have any impact to any other place! I can skip [testing] this one [on target].”

- Scrum master C

Developer D agrees that developers sometimes do not understand the consequences of their actions:

“We have so many different teams committing code and sometimes it’s hard to see how one commit can affect the entire tree, basically. Sometimes you just commit code and hope to hell it doesn’t crash. [...] A build is 40, 50, 60gb, so it’s quite huge with all the source code and everything. So, it’s a bit hard to get a grasp on, maybe.”

- Developer D

Developer D also thinks that a reason for skipping testing on target is that testing on target is time-consuming and developers are time pressured:

“It’s quite laborious [to test on target]. [...] Flashing it takes 5-10 minutes, and then you need to reboot. That’s 15-20 minutes. [...] It might take too long for some. [...] It’s also because people are stressed — I think that’s also [one reason for skipping testing on target] — they have a lot of commits coming before a release.”

- Developer D
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Testing on target is time-consuming is also a cause for the problem the overall integration process takes too much time and this cause is explained in more detail in Section 5.2.2.2.

Developer F and G mention that insufficient hardware resources is a reason for skipping the on-target tests:

“I think you do that [tick the ‘tested on hardware’ checkbox, without testing the code on target] because you don’t have access to hardware, because the hardware is blocked in some way.” - Developer G

Developer E, who is used to working with fully-automated continuous integration systems, thinks that testing on target should be automated. His view is that it is too much to ask of developers to do full regression testing manually before submitting code changes:

“I think the responsibility to put that on a software developer is too much. [...] What does it mean that a developer should do full regression test before submitting? [...] I don’t blame people for not doing it. [...] It should be automated.” - Developer E

This cause is listed under process in Fig. 5.11 and is called Burden of manual testing put on developers.

Testing on target skipped, is tagged to test on target in the Test Capabilities Viewpoint in Fig. 5.18 and is also tagged to the incremental build tested on target activity in the Causality Viewpoint for the recipe commit, which can be seen in Fig. 5.16.

5.2.1.3 Tests are lacking in the CI system

Testing-related problems and causes can be seen in the Test Capabilities Viewpoint in Fig. 5.18. According to this viewpoint, unit tests and static code analysis are automated in the continuous integration system. On the other hand, smoke tests and on-target tests have to be performed manually. Some teams have started to do component tests, but most developers just focus on having a high code coverage of unit tests:

“People concentrate too much on unit tests I think. Unit tests are quite good but we have a very high demand on coverage.” - Developer D

Developer E thinks that the focus should perhaps be shifted from unit testing to component testing or software integration testing:

“Maybe we should shift focus from unit testing to component testing, or software integration testing. That’s my understanding, that yeah, people
Developer G states the same thing, i.e. that developers are driven by Key Performance Indicators (KPIs) and sometimes just write unit tests to get the code coverage percentage up:

“Sometimes KPIs — like unit test coverage, something like that — drive, because sometimes you just write tests to get the coverage up. But it looks on the KPI as if it’s good”

- Developer G

Unit tests are important, but Developer E still feels that integration tests are sometimes more suitable:

“I think unit testing is important too, where you have units with very complicated logic and of course you should have unit testing because it’s much easier to find all the corner cases and test the corner cases. But if you don’t have that complicated logic, then it’s much more value, better price-performance, benefit ratio, bang for the buck to do integration tests.”

- Developer E

Developer E also mentions that this focus on unit testing has a high maintenance cost, in particular when an Application Programming Interface (API) is changed:

“It’s also a maintenance cost. If you’re just writing unit tests, to get to a certain level of code coverage, then you will pay a lot for maintaining those. As soon as you start changing APIs on your unit, then you will need to update all the test cases accessing those APIs and it probably would have been cheaper if you’re just out for code coverage to do integrative testing”

- Developer E

Three other interviewees (A, B, D), also think that component and integration tests are lacking in the continuous integration system and say that they should be automated as well. One of them says the following:

“What we need is more component testing and automating the component testing I would say, because that’s usually where the issues are. When we have a component talking to a component and the API changes, and if only one makes the change then it will break for the other team. [...] So I would say for component teams what we are lacking is component tests and integration between components.”

- Configuration manager A

This cause is also tagged to the build component under the target SDK and unit test activity in the Causality Viewpoint for the code commit, which can be seen in Fig. 5.15.
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5.2.1.4 Test bench is different from production environment

Some regressions that are not found when testing in bench might show up in the production environment:

“Testing in bench doesn’t give you the same results as testing in a real car.” - Configuration manager A

This cause is both tagged to the incremental build tested on target activity in the Causality Viewpoint for the recipe commit, which can be seen in Fig. 5.16 and also tagged to test on target in the Test Capabilities Viewpoint in Fig. 5.18.

5.2.1.5 Static code analysis ignored or skipped

As mentioned in Section 5.1, the static code analysis is only done if there is enough time. Developers tend to stop it when they do the component build, in order to speed things up. This means that one of the reasons for skipping code analysis is because running the static code analysis is time-consuming, which is discussed further in Section 5.2.2.4. Integrator B says that static code analysis is needed, but also that it is of low priority and developers often do not care about the result from it. This cause refers to the analyze code with Coverity activity in the Causality Viewpoint for the code commit, which can be seen in Fig. 5.15. This cause is also tagged to static code analysis in the Test Capabilities Viewpoint in Fig. 5.18.

5.2.2 The overall integration process takes too much time

It can take a long time for a commit to get accepted into the main build. All of the developers (D, E, F, G) think that the overall integration process is too long. Developer G states that the overall process sometimes takes almost half a day. Developer E wants it to be possible to deploy new software in the car in 24 hours, but thinks that they need to be much faster to be able to achieve that:

“I think it [the overall integration process] takes too long. [...] It won’t be possible with the current pace to put new software in the car in 24 hours. We need to be much faster.” - Developer E

Another developer says the following:

“I think the CI environment is just slow. [...] It’s basically just too long of a feedback loop.” - Developer D

The causes for this problem can be seen in Fig. 5.12 and are explained in more detail in the following subsections.
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Figure 5.12: The overall integration process takes too much time (cause-and-effect diagram).

5.2.2.1 Component build takes too much time

Developers often have to wait a long time for the component build to finish. Most respondents state that they would want the component build to take between 5 and 15 minutes maximum. However, the build times, which are of course different for each component, are much higher in many cases. As can be seen in the Product Line Viewpoint for a code commit in Fig. 5.6, component builds usually take between 10 and 40 minutes. There is sometimes an additional queue-time which can take up to 1 hour. Configuration manager A states that the component builds probably take around half an hour on average:

“It depends on which component, I would say. Some are down to ten minutes, maybe even lower. Some may take up to forty minutes. [...] [The component builds take on] average thirty minutes I would say, if you do them in parallel.”

- Configuration manager A

Developer D also states that the tests are not causing the high build times, but the compilations instead. This cause, i.e. Component build takes too much time, is tagged to the Build component under the Target SDK and unit test activity in the Causality Viewpoint for the code commit, which can be seen in Fig. 5.15

5.2.2.2 Testing on target is time-consuming

The fact that testing on target is time-consuming does not only lead on-target testing being skipped, as discussed in Section 5.2.1.2 — it also causes the overall integration process to take too much time. Developer D thinks that testing on target takes too much time and adds the following:

“It’s quite laborious [to test on target]. You get test build, you flash it on hardware and then you need to reboot, do a change.”

- Developer D
This cause is tagged to the cause testing on target skipped which is both tagged to the incremental build tested on target activity in the Causality Viewpoint for a recipe commit in Fig. 5.17 and also tagged to test on target in the Test Capabilities Viewpoint in Fig. 5.18.

5.2.2.3 System build is only run once a day

The system build is only done once a day, i.e. on a nightly basis, and is therefore not done in a continuous manner. This cause is tagged to the system build activity in the Causality Viewpoint for the system build, which can be seen in Fig. 5.17.

5.2.2.4 Running the static code analysis is time-consuming

Configuration manager A and developer G think that the execution of the static code analysis tool being used, Coverity, takes too much time:

"Coverity is good, but it's too high build time for it to actually be efficient enough in continuous integration. [...] It can add one to four times the build. So, if your build is ten minutes without Coverity, Coverity can increase it up to twenty or even forty, fifty minutes."

- Configuration manager A

Since it is so time-consuming, the static code analysis is sometimes ignored or skipped, as described in Section 5.2.1.5. This cause refers to the analyze code with Coverity activity in the Causality Viewpoint for the code commit, which can be seen in Fig. 5.15. This cause is also tagged to static code analysis in the Test Capabilities Viewpoint in Fig. 5.18.

5.2.2.5 Code reviews take too much time

Developers need to do code reviews before their code is merged to a component source repository (in the code commit integration flow). Code reviews are also required before a recipe is merged to the project recipe repository (in the recipe commit integration flow). This problem refers to the activity which takes place in the code commit integration flow, see Fig. 5.15. According to the Product Line Viewpoint for the code commit in Fig. 5.6, the code review can take between 5 minutes and 2 hours. Developer G says that the code reviews slow them down, since they need two team members to approve the code before it is sent through. Sometimes it takes a long time for the two team members to review the code or start the code review activity. The developer committing the code can therefore get stuck in this review phase. The same developer also explains the main reasons for this cause:

"One [reason for why peer reviews slow developers down] is that we have a team where everyone is detail oriented and [...] they are quite picky
on how the code looks like basically. [...] [Another reason] is that there is a lot to do, so we don't actually have time to review as well, so then we get stuck on that.” — Developer G

5.2.2.6 Too long build queues

The continuous integration system can only run a certain amount of builds at a time, so a queue is created when many builds need to be run at the same time. Configuration manager A states that long build queues can cause long integration times. Developer F says the same thing, but adds that this is only a problem at the end of a sprint:

“Sometimes when it’s at the end of the sprints I would say there is a lot of traffic and then lots of jobs in the queue, so it takes of course a longer time. [...] Other than that, then there are not that many jobs in queue.” — Developer F

This cause is tagged to the build component under Target SDK and unit test activity in the Causality Viewpoint for the code commit, in Fig. 5.15 and also in the Incremental build on target software activity in the Causality Viewpoint for the recipe commit, in Fig. 5.16.

5.2.3 System build breaks too often

The main system build, which is done once a day, breaks often. Configuration manager A, scrum master C, and developers F and G all think that a broken system build is quite common. The scrum master’s opinion is that there are too many broken builds and that it is a big issue in the project. Developer F mentions that a broken build is sometimes a bottleneck, since everyone is dependant on the system build’s image. Some teams are, however, less effected by a broken build than others:

“When there is a broken build then we are not affected that much. [...] It depends on the issue as well, actually, and what feature we are developing as well, because some features demand us to use the latest nightly build and then it could block us.” — Developer G

This problem is tagged to the system build activity in the Causality Viewpoint for the system build, which can be seen in Fig. 5.17. The cause for this problem can be seen in Fig. 5.13 and is explained in more detail in the following subsection.

5.2.3.1 Missing dependencies not discovered in the incremental build

Some code change might break the system build, even though it does not break the incremental build:
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Figure 5.13: System build breaks too often (cause-and-effect diagram).

“All the incremental builds can be fine, and you don’t see any issues and you can even test that thing locally and everything works [but the clean system build could still break.]” - Scrum master C

In the incremental build, a component might depend on an older version of a component which then updates in the daily system build. Configuration manager A mentions that in the system build, everything is built from scratch, and that the build order of components matters in that case. The same interviewee also notes that in the incremental build, only the components that are affected by your changes need to be built, which makes dependency problems less likely. This cause is tagged to the incremental build tested on target software activity in the Causality Viewpoint for the recipe commit, which can be seen in Fig. 5.16.

5.2.4 Interrupted development flow

Developers experience interrupted development flow when they are blocked from finishing some task that they are working on. Integrator B states that if the main build is broken, then the teams cannot continue working and developers are delayed, since they cannot submit new changes to the mainline. Developer D mentions that every team gets blocked if the main build is broken, and also says that interrupted development flow is extremely common for his team, since they depend a lot on the other teams. This problem is tagged to the new commit pushed to Gerrit triggering relationship in the Causality Viewpoint for the code commit, which can be seen in Fig. 5.15. The causes for this problem can be seen in Fig. 5.14 and are explained in more detail in the following subsections.

5.2.4.1 Lack of inter-team communication and synchronization

Teams need to be more synchronized, because changes that one teams does can affect other teams. Scrum master C and developers D and E think that there is a lack of inter-team communication and synchronization. One of the interviewees states the following:
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Figure 5.14: Interrupted development flow (cause-and-effect diagram).

“I think a lot of it [interrupted development flow] has been because the teams which we rely on have not been synchronized enough with our needs. So it’s a synchronization issue in the project. I think that’s the main reason [for interrupted development flow].” - Developer E

5.2.4.2 System build breaks too often

Four of the interviewees (B, C, D, F) mention that a broken system build causes an interrupted development flow, since developers often need to wait until the build gets fixed before they can continue their work. One of the interviewees states the following:

“Well, if the build is broken, in the master branch, [...] teams cannot continue. We can’t continue working if we cannot submit changes to the master, so it delays, I would say, the developers.” - Integrator B

This cause, which is also one of the main problems, is explained in more detail in Section 5.2.3 and is tagged to the system build activity in the Causality Viewpoint for the system build, which can be seen in Fig. 5.17.

5.2.4.3 The overall integration process takes too much time

Scrum master C says that the fact that the system build is only done once every 24 hours can interrupt developers:

“If they [developers] have fixed a bug, they need to have a nightly official build to verify that bug. In this case, it means that it will have 24 hours delay immediately and those people have already jumped to some other
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areas. They need to switch between different areas and tasks and that is always taking some time and it’s kind of unnecessary jumping back and forth. Yeah, that’s probably one of these things which people don’t really realize has quite a big impact.”

- Scrum master C

This cause, which is also one of the main problems, is explained in more detail in Section 5.2.2 and is tagged to the new commit pushed to Gerrit triggering relationship in the Causality Viewpoint for the code commit in Fig. 5.15.

Figure 5.15: Causality Viewpoint for a code commit. Relevant problems (bold) and causes are shown.
Figure 5.16: Causality Viewpoint for a recipe commit. Relevant problems (bold) and causes are shown.

Figure 5.17: Causality Viewpoint for a system build. Relevant problems (bold) and causes are shown.
Figure 5.18: Test Capabilities Viewpoint. Relevant problems and causes are shown.
6
Discussion

The results of this study are discussed in this chapter. In Section 6.1, the research questions are addressed and the results evaluated using informed argument. Then, potential threats to validity are discussed in Section 6.2.

6.1 Research Questions

This study has two research questions:

**RQ1:** What are the main problems associated with using continuous integration in the development of component-based embedded software?

**RQ2:** What are the main causes for the problems associated with using continuous integration in the development of component-based embedded software?

6.1.1 The Problems (RQ1)

The four main problems that are listed in Table 5.1 will be discussed here.

6.1.1.1 Late discovery of defects

The first problem is the late discovery of defects. One of the benefits of continuous integration, according to Duvall [11], is that defects are detected and fixed sooner when it is used. His reasoning is that running tests and inspections several times a day leads to a higher probability of discovering defects when they are introduced, instead of during late-cycle testing. Fowler [12] similarly states that one of the benefits of continuous integration is that it leads to dramatically less bugs. However, he also states that the degree of this benefit is directly tied to the quality of the test suite. At the case company, the test suite is not optimized to find defects before they are introduced. They rely more on smoke tests and other late-cycle tests to find defects in the product. It can be challenging to automate some tests and run them continuously when specialized hardware is needed [21], so this problem is partly because the software is embedded.
6.1.1.2 The overall integration process takes too much time

The second problem is that the overall integration process takes too much time. Fowler [12] states that rapid feedback is “the whole point of CI” and Duvall [11] similarly states that rapid feedback is “at the heart of CI”. In this context, rapid feedback means that developers are notified quickly whether their code change was accepted or not. Rapid feedback also implies that everyone involved in the project should be able to know the status of the project several times a day [11]. In the IHU project, the time from when a developer commits code to when that commit is merged to the mainline is quite long. A commit can reach the mainline the next day at the earliest — if everything goes smoothly (code reviews are finished quickly and so on). The next day is therefore the best case scenario, but usually it takes more than one day for a commit to reach the mainline.

6.1.1.3 The system build breaks too often

The third problem is that the system build breaks too often. Fowler [12] and Duvall [11] both say that builds need to be fixed immediately if they break. Fowler states that it is essential when using continuous integration to have a known stable base for developers to work on. Broken builds are therefore obviously not good for the project. If the build breaks too often, then it is vital to find out why it is breaking, so that future breaks can be prevented from happening.

6.1.1.4 Interrupted development flow

The fourth problem is interrupted development flow. This problem entails anything that decreases the productivity of developers and distracts them from writing code for some reason. Anything that blocks the developers from their normal development flow causes this problem. Many issues can arise when developers resume their work after having been interrupted. Examples of such issues are more errors, loss of knowledge, increased time to perform tasks and increased failures to perform critical tasks [26].

6.1.2 The Causes (RQ2)

The causes for each of the main problems are listed in Table 5.2 and will be discussed here.

6.1.2.1 Late discovery of defects

The first problem, late discovery of defects, has five causes that are all testing-related and can be seen in Fig. 5.10. One of those causes is static code analysis ignored or skipped. According to a paper by Ayewah et al. [2], static code analysis tools can be used to find important defects in code. Not running the static code analysis can therefore contribute to the late discovery of defects.

Another one of the causes for late discovery of defects is that tests are lacking in the CI system. A lot of effort is put into reaching a high code coverage for unit tests in the IHU project. This focus on unit tests means that component and integration
tests get little attention. Interestingly, Jalote et al. [14] found that most defects of a component were found by testing other components. By running automated component testing for instance, one could detect more defects since those types of testing use more dependencies than unit testing [11].

*Test bench is different from production environment* is a cause for late discovery of defects and relates to embedded software development. The test environment becomes a limited resource if the hardware needed for the system under test is expensive or in short supply [21]. In the automotive industry for instance, it might not always be possible to test the software in an actual car (i.e. the production environment). If code changes are not regression tested with a car, then defects can go undetected.

*Testing on target is not extensive enough* is another cause for the late discovery of defects. It addresses the fact that manual hardware testing is sometimes not performed extensively enough. According to Duvall [11], 100% of all tests must pass for every single build when continuous integration is used. He claims that not running the tests can lead to broken code and lower-quality software. In the IHU project, the testing on target is not automated and has to be performed manually. Broken code can reach the mainline if these tests are not extensive enough. It could be argued that these manual regression tests do not "pass" if they are not done extensively enough. This would not be as big of a problem if this testing was automated, as Mårtensson et al. [21] and Duvall [11] state it should be.

The cause *testing on target skipped* has seven causes of its own, as seen in Fig. 5.11. Some of these causes are put in a category called people in the cause-and-effect diagram. Laukkanen et al. [18] list some similar human and organizational problems that make the adoption of continuous integration and delivery difficult. They define lack of discipline as a problem where developers lack discipline, e.g. in doing tests before committing their code. More pressure is also a human and organizational problem that they mention, which is sometimes caused by lack of experience which also causes lack of understanding. Debbiche et al. also define increased pressure as a challenge when adopting continuous integration [9]. Hardware testing is also defined as a problem according to Laukkanen et al. [18], which happens when the hardware needed in hardware testing is not always available and can be defined as the same cause listed under infrastructure in Fig. 5.11 and is called insufficient hardware resources. Another cause for skipping the on-target tests is that the burden of manual testing put on developers. Mårtensson et al. [21] mention in their paper that automated tests should be a prerequisite for continuous integration and add that manual tests are less predictable and take a longer time to execute than automated tests. Furthermore, Debbiche et al. [9] have also identified too many manual tests as a challenge associated with testing at a telecommunication services and infrastructure provider. They found in their case study that teams working closer to the hardware need to do more manual tests than the teams working on the application level.

### 6.1.2.2 The overall integration process takes too much time

The second problem, *the overall integration process takes too much time*, has six causes as seen in Fig. 5.12. Four of those causes relate to time-consuming activities,
and together with \textit{too long build queues}, they all slow down the overall integration process.

\textit{System build is only run once a day} is also a cause for the overall integration process taking too much time. Duvall [11] claims that one cannot claim to be practicing continuous integration if the build is not run continuously. One of the cornerstones of continuous integration, in his view, is that several integration builds occur each day. He considers regular builds to be important so that everyone can learn the state of the project several times a day. It is therefore not enough to just run the build once a day on a hard-schedule, like it is done in the IHU project.

\subsection{System build breaks too often}

\textit{System build breaks too often} is the third of the main problems listed and has only one cause, i.e. \textit{missing dependencies not discovered in the incremental build}, as can be seen in Fig. 5.13. This cause is mainly due to the fact that the software is component-based. One interviewee mentioned that if the components are not built in the right order in the system build, then that build might break, even though the incremental build done previously succeeded. Debbiche et al. [9] mention in their paper that it is important to consider how code dependencies affect the integration process. They identify a couple of issues related to integration dependencies and one of them is that the amount of failures experienced during integration increased after the adoption of continuous integration.

\subsection{Interrupted development flow}

The last problem, \textit{Interrupted development flow} has three causes as can be seen in Fig. 5.14. Two of them are main problems that were discussed earlier, i.e. \textit{system build breaks too often} and \textit{the overall integration process takes too much time}. Laukkanen et al. [9] also identified similarly that there is a causal relationship between a broken build and broken development flow.

The causes for the overall integration process taking too much time, which are listed in Fig. 5.12, can also cause an interrupted development flow. As was mentioned in Section 6.1.2.2, three of the causes for this problem are related to time-consuming activities. These activities are similar to the \textit{time-consuming testing} problem that Laukkanen et al. identify [18]. According to them, time-consuming testing causes \textit{interrupted development flow} (which they call \textit{broken development flow}). Debbiche et al. [9] define \textit{too long build queues}, which they call \textit{integration queue} in their paper, as a challenge, since due to a constant stream of integrations the risk of blocking the integration queue increases, which can lead to the mainline being blocked for some time. Like a broken system build, a broken mainline can cause an interrupted development flow. The development flow can also be interrupted when builds take too much time according to Brooks [5].

\textit{System build is only run once a day} can also be considered as a cause for interrupted development flow. Duvall [11] states that if developers have to stop their development activities because they need to wait for feedback, then that affects the development flow.
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Lack of inter-team communication and synchronization is the final cause for interrupted development flow. This challenge relates to component-based software development, since development teams are highly dependent on each other [4, 25]. This means that development teams sometimes need to wait for other parts to be finished before integrating their work, which interrupts the development flow [9].

6.2 Threats to Validity

In this section, the threats to validity are discussed. Assessing the validity of a study is important, as it indicates how trustworthy the results are [31]. Four different categories of validity threats are addressed in this study and they are discussed in the sections below.

6.2.1 Construct Validity

Construct validity refers to what extent the operational measures that are studied represent what is investigated according to the research questions and what the researchers have in mind [31]. Runeson and Höst [31] say that triangulation can be used to improve research validity. In essence, triangulation means that different angles of the studied object are analyzed to get a broader perspective. This becomes especially important when qualitative data is being used, since it is less precise than quantitative data. Three types of triangulation were applied in this study:

- **Data triangulation** was used by collecting data from different sources. Seven subjects were interviewed from 5 different development teams and one integration team. The subjects also held various roles in the company.
- **Observer triangulation** was achieved by having two researchers conduct the interviews. In addition, both supervisors of this thesis, i.e. the one from university and the one from the case company, reviewed the interview questions. Their comments then led to some refinements being done before the interviews were conducted.
- **Methodological triangulation** was achieved by using different methods for collecting data, i.e. unstructured interviews, semi-structured interviews and documentation analysis.

The data from the semi-structured interviews was the principal source used to identify the main continuous integration related problems and their causes. It is worth noting that some interviewees seemed to have thought that breaking the build and introducing broken code into the build meant the same thing. Also, since no visualization of the continuous integration system is in place at the case company, developers were sometimes unsure about what build was being asked about. Some of the construct validity threats were addressed by showing the interviewees Fig. A.1 and Fig. A.2 in the semi-structured interviews, in order to show them what parts of the continuous integration systems they were being asked about.
6.2.2 Internal Validity

*Internal validity* needs to be considered when examining causal relations. This means that when the researcher is investigating whether factor A affects an investigated factor B, then there is risk that factor B is also affected by a third factor C. There is a threat to internal validity if the researcher is not aware of factor C or does not realize to what extent it affects factor B [31].

In this study there is a risk of internal validity threats since causal relations are being investigated. Interviewees helped identify the causes for certain problems and it is of course possible that the interviewees are sometimes wrong in their assessments. Interviewees might think that one factor causes another factor, but the reality might be that some third hidden factor was the actual cause.

6.2.3 External Validity

*External validity* refers to what extent the findings are of interest to people that are outside the investigated case and to what extent it is possible to generalize the findings [31]. The fact that only one project in a single company was under study in this thesis can be considered to be an external validity threat.

6.2.4 Reliability

*Reliability* is one aspect that indicates whether the results would be the same if another researcher later conducted the same study. This validity therefore refers to what extent the data and the analysis of the data are dependent on the researchers that conducted this study in the first place [31].

In this study, the main continuous integration related problems and their causes were identified with unstructured and semi-structured interviews with 7 employees at the case company. In order to get more reliable data, it would be essential to have interviews with more employees at the case company. As was mentioned in Section 6.2.1, observer triangulation was achieved by having two researchers conduct interviews, which would reduce bias by individual researchers. Thus, the reliability of the study is improved [31].
In this study, the problems associated with using continuous integration in the development of component-based embedded software are assessed. Additionally, potential causes for those problems are identified. The continuous integration system being used for a component-based embedded software project was modeled using Cinders, which is an architectural framework for describing continuous integration and delivery systems. The Cinders model and interviews conducted with project members helped identify four main problems related to the continuous integration system: late discovery of defects, the overall integration process takes too much time, the system build breaks too often and interrupted development flow. The causes for those problems were also identified and a model was created in that regard. This model includes five Ishikawa diagrams: four diagrams for the main problems and then one additional diagram for one of the potential causes. These diagrams list all the causes for a particular problem or a cause, which can help the case company identify how the continuous integration system can be improved. A lot of the research in the field of continuous integration is missing important contextual information, e.g. the type of application that continuous integration is being used to develop and what the domain is. This study therefore includes contextual information on the product and the organization developing it.

This study and others suggest that continuous integration works well with component-based software development. Breaking a large software project into components makes using continuous integration on a large scale more manageable. However, good inter-team communication and synchronization seem especially important when the software architecture is component-based. This seems to be the case, at least partly, because components are quite sensitive to changes, and developers are expected to do frequent changes to the common code base when continuous integration is used. One of the main problems at the case company is that the nightly system build, which builds the whole system from scratch, breaks too often. This problem is caused by missing dependencies and thus directly linked to the fact that the software is component-based. Before submitting changes to the mainline, an incremental build is run and the software is then tested on target. This incremental build is much faster than a full system build and therefore reduces the overall integration time. However, this reduction in time comes at a cost, as it leads to more broken builds. The nightly system build can break even though the incremental build was successful, as missing dependencies are sometimes not discovered in the incremental build.

Adopting continuous integration in embedded software development seems quite challenging. Some of the problems that the project discussed in this study
is facing could be eliminated by automating tests. Developers in the project are required to perform manual regression tests on target, which often leads to those tests not being extensive enough or in some cases not performed at all. Automated testing is, however, hard to achieve in embedded software development since specialized hardware is needed to both run the software and perform tests.

To our knowledge, this is the first study which uses Cinders to model a continuous integration system — aside from the example presented in the original paper. We liked the framework and found using it to be straightforward for the most part. The most challenging part was to elicit the functional- and non-functional-confidence values of activities, as people were somewhat confused by what these terms meant. Also, we had to create all of the Cinders viewpoints manually, which was quite tedious.

Further work is needed on the challenges and problems that can emerge when adopting continuous integration, especially in the area of embedded software. The findings of this study can be extended by both proposing solutions to the identified problems and by including a larger sample of companies using continuous integration for embedded and/or component-based software development. Additionally, developing tool support for Cinders would make it easier to use and could thus be important for increasing its usage by both researchers and practitioners.
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Appendix 1

Interview Question

1. What is your name, job title and role at [the case company]?
2. Which team are you in?
3. How long have you worked at [the case company]?
4. How long have you been working in the field of Software development?
5. How long have you used Continuous Integration?
6. How often does your team integrate per day (per person)?
7. How often do you integrate per day?
8. How beneficial is CI for your team?
9. What CI activities in the current system do you dislike or think are a waste of time?
10. What things are unclear to you about how the current CI system works?
11. What do you do if you have problems with CI? [if needed: do you contact someone, etc.]
12. What do you think about the available information which explains the CI system?
13. How much time does the commit build take (i.e. the component build and unit tests)?
14. How much time do you think the commit build should take?
15. How common are broken builds (i.e. the nightly ones)?
16. How long do builds usually stay broken?
17. How do you or your team deal with broken builds?
18. Who usually fixes the broken build?
19. How much impact does “fixing the build” have on the development flow?
20. Can you name the main reasons for the build breaking?
21. How common is work blockage?
22. What are the reasons for work blockage?
23. What are your thoughts on the time the overall integration process takes, i.e. when changes are approved to the mainline?
Interview Question

24. What kind of testing does your team do?
25. What do you think about the quality of the current testing process?
26. What types of testing do you think are missing in the CI system?
   (a) What about automated testing?
27. How do you think the current testing process can be improved?
28. What are your thoughts on the current execution time of the tests?
29. What do you do if you can’t test the code on hardware, when you are supposed to?
30. We heard that some employees have ticked the “tested on hardware” checkbox, without testing the code on hardware/target. Why do you think people do that? How serious of a problem do you think it is?
35. How common are dependency conflicts/problems between components when you build your code?
36. How well do you think CI works with component-based software development?

35. What test automation framework is your team using (if any)?
   (a) What do you like about that framework?
   (b) What do you think is missing in it?
36. What do you think is important to have in an automation framework?
Figure A.1: The Causality Viewpoints with their definitions and relevant interview questions.
**Test Capabilities Viewpoint:** Overview of the test activities currently being done in the project.

**Figure A.2:** The Test Capabilities Viewpoint with its definition and relevant interview questions.

What kind of testing does your team do?
What do you think about the quality of the current testing process?
What types of testing do you think are missing in the CI system?
What about automated testing?
How can the current testing process be improved?
What are your thoughts on the current execution time of the tests?