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Abstract

Arrays of antennas offer important advantages over single-element antennas
and are thus a key part of most advanced communication systems. The
majority of current arrays are based on a classical regular layout, which offer
simple design criteria despite some limitations. Aperiodic arrays can reduce
the number of elements and improve the performance, however their design
is far more challenging. This thesis focuses on the synthesis of aperiodic
arrays, advancing the state-of-the-art of phased arrays and pioneering the
application to Multiple-Input Multiple-Output (MIMO) systems.

In satellite communications (SATCOM), aperiodic sparse arrays have
the potential for drastically reducing the costs of massive antennas. Most
available synthesis methods are however either intractable, suboptimal or
limited for such demanding scenarios. We propose a deterministic and
efficient approach based on Compressive Sensing, capable of accounting for
electromagnetic phenomena and complex specifications. Some of the key
contributions include the extension to the design of multi-beam, modular,
multi-element, reconfigurable and isophoric architectures.

The same approach is successfully applied to the design of compact arrays
for Point-to-Point (PtP) backhauling. The aperiodicity is used here instead
to reduce the side lobes and meet the target radiation envelope with high
aperture efficiency. A dense, column arranged, slotted waveguide isophoric
array has been successfully designed, manufactured and measured.

Line-of-Sight (LoS) MIMO can multiply the data rates of classical Single-
Input Single-Output (SISO) backhauling systems, however it suffers from
limited installation flexibility. We demonstrate how aperiodic arrays and
their switched extensions can instead overcome this shortcoming. Since a
small number of antennas are typically used, an exhaustive search is adopted
for the synthesis.

Massive Multi-User (MU) MIMO is envisioned as a key technology for
future 5G systems. Despite the prevailing understanding, we show how the
MIMO performance is affected by the array layout. To exploit this, we
propose a new hybrid statistical-density tapered synthesis approach. Results
show a significant improvement in minimum power budget, capacity and
amplifier efficiency, especially for massive and/or crowded systems.

Keywords: aperiodic array, maximally sparse array, compressive sensing,
mutual coupling, density taper, SATCOM, PtP, LoS-MIMO, MU-MIMO.
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Chapter 1

Introduction

An array of antennas is a group of coordinated antennas designed to achieve
improved performance and capabilities over a single-element antenna. Most
notably, by deploying a number of antennas one can create directive and
narrow beams or, in general, synthesize radiation patterns of arbitrary shape.
Arrays also offer additional interesting capabilities such as electronic beam
scanning, redundancy, power pooling and diversity.

These features are very attractive, especially for modern antenna systems,
where reconfigurability and reliability are of key importance. However, the
associated economic costs are often prohibitive, limiting full-fledged active
arrays to few applications. Recent advances in manufacturing and solid state
electronics have rendered the array architecture appealing to a number of
new applications. Today, there is a great interest in advanced array systems
where major attention is paid to the main cost drivers as well as several
practical design considerations. The objective is then to minimize the total
system cost, maximize the system performance and improve the overall
maturity of array solutions in order to make them competitive against other
well-established technologies.

This thesis attempts to address some of these aspects by exploiting ape-
riodic arrays and aims at improving the state-of-the-art synthesis techniques
with the focus on minimizing the array cost and improving the antenna
system performance. The work of this thesis is intended to be of general
applicability, however particular attention has been given to satellite and
mobile telecommunication applications. Accordingly, most of the results and
design aspects discussed throughout this thesis are demonstrated for such
scenarios. The choice of application is mainly motivated by the industrial
partnership with RUAG Space AB and Ericsson AB.

In the following subsection a brief overview of the considered applications
is given. In the remainder of this chapter the aims and the outline of the
thesis are presented.

1



Chapter 1. Introduction

Phased arrays

SATCOM PtP link LoS-MIMO MU-MIMO

MIMO arrays

Satellite Backhauling User coverage

5G

Figure 1.1: The four application scenarios considered.

1.1 Telecommunication Applications

One of the major application areas for antennas are telecommunications.
However, the type, size and technologies adopted can vary considerably. We
will focus on antennas that are part of the network infrastructure, either
connecting parts of it (backhauling) or providing coverage to end users (base
station). This implies that the antenna itself is stationary and of significant
size, although the other link end(s) might not be. In this thesis we will
discuss the following key application areas, as summarized in Figure 1.1:

• Phased arrays for satellite communication: Massive arrays with
stringent mask requirements but limited field of view, where the number
of antennas, and ultimately the cost, is critical.

• Phased arrays for backhauling: Compact dense arrays with stan-
dard radiation mask envelope, high aperture efficiency and moderate
scanning capabilities.

• MIMO arrays for Line-of-Sight backhauling: Extremely sparse
arrays for short-range channel multiplexing, typically limited by poor
installation flexibility.

• MIMO arrays for Multi-User coverage: Moderate to massive
sized arrays for multi-user cellular coverage, where capacity and link
quality are paramount.

1.2 Aim of the Thesis

The aim of this thesis is to investigate the benefits of aperiodic arrays and
propose effective synthesis methods for phased arrays and MIMO systems.

Aperiodic arrays have been long studied in phased array applications.
We aim at developing a new deterministic synthesis method, capable of
modeling realistic EM effects of complex antennas as well as satisfying

2



1.3. Thesis Outline

a number of requirements. The main objective of the proposed method
is to overcome the limitations of current synthesis techniques, which are
either computationally intractable or employ too simplistic antenna models
and specifications. To this purpose, we propose a deterministic iterative
hybrid approach based on Compressive Sensing (CS) theory and full-wave
analysis. The problem is formulated in an iterative convex form which is
solved efficiently and grants the flexibility to include additional specifications
in a straightforward manner. Furthermore, we have extended the method
to: i) multi-beam optimization for accurate beam scanning, ii) modularity
for manufacturing cost reduction, iii) multi-element array for reduction of
number of elements, iv) reconfigurable design for multi-service capabilities
and v) isophoric design for maximum efficiency. Finally, with the objective
of demonstrating the proposed methodology, we have designed a point-to-
point backhauling antenna, which has been manufactured and measured
successfully.

For MIMO systems for communication, where little to no work has been
done on aperiodic arrays, we aim at investigating the potential benefits and
propose effective synthesis methods. Against a common misconception, we
aim at demonstrating that the array layout affects the performance of MIMO
systems and motivating the advantage of aperiodic arrays. Two use cases are
studied, each with a different objective. In the Line-of-Sight (LoS) MIMO
case we aim at improving the installation flexibility of regular antennas,
which is otherwise severely limited. In the Multi-User (MU) MIMO case we
aim instead at improving the capacity, link quality and amplifier efficiency.
To target these applications we employ an exhaustive search for the first
case and develop a hybrid statistical-tapered approach for the second.

1.3 Thesis Outline

This thesis is divided into two main parts. The first part is organized in
eight chapters and introduces the reader to the research topic and presents
the main aspects of this work.

In Chapter 2 the reader is provided with a theoretical background on
antennas and basic notions of the types of arrays. In Chapter 3 the problem
of aperiodic array design is discussed together with earlier work on the
topic. This clarifies the context of the present research, presents the pro-
posed framework used in the following two chapters. In Chapter 4 satellite
communication applications are considered. First a brief description of
the specifications and challenges are given, then the key contributions are
separately discussed. In Chapter 5 we describe a point-to-point backhauling
antenna. The manufactured demonstrator is presented together with the
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measured results. In Chapter 6 Line-of-Sight MIMO for backhauling appli-
cation is covered. Aperiodic array are demonstrated effective also for MIMO
systems. In Chapter 7 Multi-User MIMO applications are investigated. The
design is based on a statistical analysis that models Chapter 8 concludes
the first part of the thesis with a brief summary of the main contributions
and future work.

In the second part of the thesis, the author’s most relevant contributions
to the literature are included in the form of appended papers. Additional
non-appended publications can be found as references in the section List of
Publications.
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Chapter 2

Theoretical Background

An array of antennas is a set of antennas designed such that their combined
signals have desired radiation characteristics [1, Chapter 10]. Arrays can
appear in very different forms: from a simple slotted waveguide to a complex
network of dish reflectors deployed over a large area. Despite the wide range
of architectures, capabilities and specifications, the underlying operating
principle is common.

Two main parts are identifiable in every array: the first is the antenna
elements themselves, which are physically distributed over an area in order
to realize an equivalent aperture distribution. The second part is the
beamforming network, which is responsible for feeding or combining the
elements’ signals such as to obtain the desired beam characteristics. An array
is referred to as active when each antenna has a dedicated transmit/receive
module and passive when a feeding network is responsible of the distribution
to/from a single common module [2, Section 1.2.2]. The first type is more
powerful and flexible, however it is considerably more expensive.

This chapter introduces the theoretical basis of antenna arrays. The
objective is to provide the reader with a basic understanding of the concepts,
notation and terminology used throughout the thesis. First the analysis and
design of classical regular arrays is presented. Then, aperiodic arrays are
introduced as a superior, yet more challenging, architecture. The underly-
ing working principle of phased array and Multiple-Input-Multiple-Output
(MIMO) systems are also discussed.

2.1 Array of Antennas

ConsiderN antennas placed at the locations {rn}Nn=1 and the set of respective
embedded far-field vector element patterns {fn(r̂)}Nn=1, where the direction
r̂(θ, φ) = sin(θ) cos(φ)x̂+ sin(θ) sin(φ)ŷ + cos(θ)ẑ (see also Fig. 2.1). The
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Figure 2.1: Illustration of a generic array layout; each antenna element is
characterized by its position rn, embedded element pattern fn, and excitation
coefficient wn.

array far-field pattern can then be written as [1, Eq. (10.4)]

f(r̂) =
N∑
n=1

wnfn(r̂) with fn(r̂) = f on(r̂)ejkrn·r̂, (2.1)

where wn is the complex excitation coefficient of the nth element, and
k = 2π/λ is the wavenumber. Note that fn includes the propagation phase
delay with respect to f on, whose origin is on the element itself.

Now, for convenience, the vectorial form of the above expressions is also
introduced. Let the N -dimensional excitation vector w = [w1, w2, . . . , wN ]T ,
where T denotes the transpose, and let us expand the far-filed pattern into
its co-polar and cross-polar components f = fcoĉo + fxpx̂p . Then Eq. (2.1)
can be rewritten in the compact form

f(r̂) = [wT fco(r̂)]ĉo + [wT fxp(r̂)]x̂p, (2.2)

where fν = [fν,1, . . . fν,N ]T is an N -element column vector with ν ∈ {co, xp}.
With reference to Eq. (2.1), the resulting far-field pattern is determined

by the element patterns, positions and excitation coefficients. The first two
quantities are defined by the physical geometry of the array and therefore
can not change after manufacturing. The excitation coefficients, on the other
hand, can in principle be modified electronically, allowing to change the
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array pattern without any mechanical movement, see Chapter 4.3 for further
details.

Commonly arrays are assumed to have equal element patterns, i.e.,
all element patterns have the same shape and only differ by a phase and
amplitude coefficient. Although this is generally not true due to mutual
coupling, this assumption greatly simplifies the design and the analysis of the
array. Under such condition, we can factorize the far-field in (2.1) as [1, Eq.
(10.5),(10.6)]

f(r̂) = f o0 (r̂)F (r̂) with F (r̂) =
N∑
n=1

wne
jkrn·r̂, (2.3)

where F (r̂) is the scalar Array Factor (AF) and f o0 (r̂) is the common vector
element pattern centered at the origin. The envelope of the far-field pattern
is defined by the element pattern. Once this is chosen, the design of the array
reduces to the synthesis of the scalar AF. For the above expression to be valid,
the common element pattern should be an acceptable approximation of the
actual element patterns. This is true for single mode antennas, sufficiently
large regular arrays and weakly coupled antennas, where the mutual coupling
is included, approximated and ignored respectively.

2.2 Regular Arrays

Regular, uniform or equi-spaced arrays are the most widespread class of
array layouts where the inter-element distance is constant [1, Section 10.1].
The environment for every element except for those near the periphery is
identical and equal to that of an infinitely long regular array. For sufficiently
large regular arrays, the common element pattern representation (which
includes the mutual coupling) is accurate enough since the contribution of
the edge elements is limited, thus Eq. (2.3) is valid.

Let us consider a regular linear array along the x-axis for simplicity as
shown in Fig 2.2. Accordingly, the AF in (2.3) can the be written as

F (θ) =
N∑
n=1

wne
jk(n∆x) sin θ. (2.4)

In a regular array, the layout is fully defined by the array aperture area A
(or diameter D) and the inter-element spacing ∆x, or likewise the number
of elements N . The aperture area is directly related to the maximum array
gain (G = 4πA/λ2) or the corresponding minimum beamwidth (θHPBW =
arcsin [0.2572λ/D]). The inter-element spacing must be chosen small enough
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x̂



ẑ r̂

Figure 2.2: Illustration of a regular linear array; elements are placed along
the x-axis with a constant inter-element distance ∆x.

to guarantee the absence of grating lobes (see Section 3.2.1) in the visible
range. Spacings from λ/2 to λ are needed to guarantee grating lobe-free
regime, depending on the scanning requirements. Therefore, the layout of a
regular array can be very easily obtained.

The remaining parameter, i.e., the element excitation, can be used
to shape the radiation pattern, however at the expense of the aperture
efficiency [3, Section 6.8]. Adopting the simple uniform excitation on all the
elements gives maximum directivity but results in a first side lobe of -13.3dB.
If a lower Side Lobe Level (SLL) is required, well-known closed-form solutions
can instead be used to find the optimal excitation [2, Chapter 3]. Additionally,
and as shown in Eq. (2.4), the far-field pattern and the element weights
have a linear relationship, such that relatively straightforward beamforming
algorithms can be applied to achieve desired patterns. Generally speaking,
active arrays can adaptively change the excitations and thus the pattern
while passive array have a fixed excitation that is assigned at design time.

2.3 Aperiodic Arrays

An array is said to be aperiodic, irregular or non-uniform when the inter-
element distances or the antenna elements are not identical, see Fig. 2.1.
Aperiodic arrays are sometimes also referred to incorrectly as sparse (vs
dense), despite the fact that this term just indicates a large element spacing.
This is because these indeed often adopt aperiodic layouts.

The aperiodic array can be interpreted as the most general array layout,
where the additional degree of freedom given by the layout is exploited to
optimize the array. Indeed, aperiodic arrays can offer superior characteristics
compared to regular ones, by minimizing the number of elements, improving
the radiation pattern and reducing the excitation tapering. Most notably,

8



2.4. Phased Arrays

x̂

Figure 2.3: Illustration of a linear phased array.

aperiodic arrays exhibit pseudo-grating lobes and thus are highly preferred
to regular arrays when very large spacing is required.

However, aperiodic arrays have a significantly more complex synthesis
and design then regular array, thus limiting their adoption. Many approaches
have been proposed for the synthesis of aperiodic arrays, from analytical
methods to local refinement schemes. Unfortunately, the problem of syn-
thesizing a Maximally Sparse Array (MSA), i.e. an array with the least
number of elements, is very challenging, see Chapter 3. As expressed by
(2.1), the relation between the array pattern and the element positions is an
exponential function with a complex-valued argument, and therefore highly
non-linear and oscillating. Additionally, the infinite array approach cannot
be applied to aperiodic arrays, so most of the synthesis methods are limited
to the case of isolated elements. The aperiodicity of the layout can also
have considerable additional complexities for the design and manufacturing
of the rest of the system. These include, for example, the feeding network
(Section 5.3), the modularity (Section 4.2) and the thermal design.

2.4 Phased Arrays

Antenna arrays are referred to as phased when they provide electronic beam
steering by excitation phase tuning [2, Section 1.2]. Electronic beam steering
permits agile and reliable beam pointing for tracking users or scanning large
sectors quickly. This functionality is not limited to active array only, passive
can also realize this, for example, by frequency scanning or though additional
components such as phase shifters.

Given an arbitrary excitation set {wn}, the pattern can be translated
to the direction r̂s by modifying the excitation phases according to the
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expression wsn = wne
−jkrn·r̂s . Then, substituting in Eq. (2.3) gives

F s(r̂) =

N∑
n=1

wsne
jkrn·r̂ =

N∑
n=1

wne
jkrn·(r̂−r̂s) =

N∑
n=1

wne
jk[xn(u−us)+yn(v−vs)] (2.5)

where u = sin(θ) cos(φ) and v = sin(θ) sin(φ) are often referred to as sine or
u− v space. From the above expression it is clear that by linearly adjusting
the element phases the pattern undergoes a translation in the u− v space by
the quantity (us, vs). This is valid for the Array Factor, while the embedded
element pattern is independent of the excitation.

2.5 MIMO Arrays

The capacity in bit/s/Hz of a classical, so-called, Single-Input-Single-Output
(SISO) system according to the Shannon theorem is [4, Section 4.1]

C = log2 (1 + SNR) (2.6)

where SNR = Er/N0 is the Signal-to-Noise Ratio, Er is the received signal
energy and N0 is the noise energy. Increasing the transmitted power (and
thus the SNR) increases the capacity. However, this tends to saturate due
to the logarithmic dependence.

Since the pioneering work of Foschini and Gans in 1998 [5], Multiple-Input-
Multiple-Output (MIMO) has become one of the most promising technology
for high-bandwidth wireless communications. It can be thought as an array
with advanced adaptive beamforming, capable of taking advantage of the
complex surrounding environment. The MIMO architecture supports both
diversity combining, for low signal levels, and spatial multiplexing, for higher
SNR regimes. We will focus on multiplexing, i.e. the ability of creating
multiple parallel data streams and thus increasing the capacity. It is however
worth noticing that MIMO requires active arrays and signal processing
capabilities. In a N ×M narrowband flatfading MIMO system, see Fig. 2.4,
the signal y ∈ CM×1 received at the M antenna ports can be written as [6]

y =
√
SNRHx + n, (2.7)

where x ∈ CN×1 is the normalized signal at the N transmitting antennas,
H ∈ CM×N is the normalized channel matrix, n ∈ CN×1 ∼ CN (0, I) is the
zero-mean unit variance additive white gaussian noise and I is the identity
matrix. The MIMO system employs coding to reconstruct the original signals
from the received ones and the knowledge of the channel. Then, depending
on the channel characteristics, it is possible to decouple the channels and
transmit up to min (M,N) parallel streams.
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H

Figure 2.4: Illustration of a MIMO link.

The channel matrix H captures the instantaneous propagation conditions,
which are highly volatile and dependent on the actual surrounding. It is
however common to use simplified channel models, one is the popular Rician
fading model [7]:

H =

√
K

1 +K
HLoS +

√
1

1 +K
HNLoS (2.8)

where K is called the Rician factor, HLoS|m,n = exp
(
j 2π
λ
rm,n

)
is the Line-

of-Sight (LoS) component and HNLoS ∼ CN (0, I) is the scattered stochastic
(thus varying) Non-Line-of-Sight (NLoS) component. For Rician factor
K = 0, this coincide with the Rich Isotropic MultiPath channel (RIMP)
or Rayleigh channel, where a large number of random and uniformly dis-
tributed waves illuminate the antenna [8]. For K =∞, this coincide with
pure undisturbed LoS propagation, as generally assumed in classic antenna
analysis. Limited scattering (i.e. high Rician factor) is typically associated
with poor multiplexing possibilities because it is the different reflected waves
that enable the creation of separable channels. We will however discuss
instances in which strong LoS condition support high multiplexing, i.e. when
the antenna angular resolution is sufficient to separate the target antennas.
This is indeed the case of well-separated terminals such as in multi-user
coverage (Chapter 7), or very large antennas for backhauling (Chapter 6).

The capacity for a MIMO system without Channel State Information
(CSI) at the transmitter, and thus equal power allocation, is [9]

C = log2 det(I +
SNR
N

HHH) =

min(M,N)∑
i=1

log2 (1 +
SNR
N

µi), (2.9)

where H is the Hermitian operator and µi are the eigenvlaues of the matrix
HHH if M ≤ N and HHH if M > N . The latter expression shows how the
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MIMO architecture created effectively min(M,N) parallel channels, each
with a gain proportional to its eigenvalues. The desirable almost linear
relationship of capacity and power can then be restored by dividing the
power between the channels.

2.6 Summary and Conclusions

In this chapter, a theoretical background on antenna arrays is given. First,
the basic terminology, classification and adopted notation are introduced to
the reader. Regular arrays were then briefly presented to discuss classical
design and assumptions. Aperiodic arrays were presented as a solution to
further improve and optimize classical regular arrays. A short introduction
to phased- and Multiple-Input-Multiple-Output-arrays (MIMO) was also
given.

Regular arrays have simple and well-established design and analysis
criteria, and are thus the most common architecture both for phased- and
MIMO-systems. Aperiodic arrays, on the other hand, are attractive since
they are potentially superior to the regular counterpart. Unfortunately,
the synthesis of Maximally Sparse Arrays (MSA) (the array with the least
number of antenna elements) is very challenging. Therefore, there is a strong
interest in new effective aperiodic array synthesis techniques, which are
flexible and mature, such as to be used for practical designs.
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Chapter 3

Aperiodic Array Synthesis

Aperiodic arrays offer superior characteristics compared to regular arrays,
however their design is far more challenging. In particular, the synthesis
of a Maximally Sparse Array (MSA) is a complex problem, which has no
direct solution due to its highly non-linear nature. Moreover, due to the
huge dimensionality of the problem, an exhaustive search through all the
possible array layouts is feasible only for the smallest arrays, see Chapter 6.

Several hybrid synthesis techniques have been proposed, ranging from an-
alytical methods to general purpose global optimization [10]. However, they
are typically restricted to simplified models and specifications or prohibitive
computational requirements. We propose a synthesis framework based on
Compressive Sensing (CS), a fast and flexible signal processing technique
capable of maximizing the sparsity of the array. Moreover, we present a
full-wave hybridization for modeling complex and realistic antennas, and thus
overcoming the limitation of available methods. The developed framework
is then applied and extended in Chapter 4 and 5.

In this chapter we discuss the problem of aperiodic array synthesis and
present the core of the proposed method. First a brief overview of the
literature on the topic is given, explaining the limitations of the state-of-
the-art approaches. Subsequently the adopted CS approach is presented.
The fullwave hybridization is presented then as a mean of including mutual
coupling effects and accounting for complex and realistic antennas. Finally,
conclusions are given. This chapter is based on Paper A.

3.1 Literature Review

Aperiodic array were first investigated by Unz [11], it was found that by
tuning the element positions one is able to reduce the element number and/or
SLL compared to classical regular arrays. A large number of techniques have
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been proposed since. A brief review of some of the most popular ones and
their major limitations are provided below.

Global optimization techniques

Global Optimization (GO) techniques, and more generally stochastic meth-
ods, are very popular in the design of aperiodic arrays. The first encouraging
results were obtained in the 90s, when Haupt first applied GO methods
to the synthesis of thinned arrays [12]. A number of techniques have been
borrowed and refined from the mathematics science field, and subsequently
been applied to the synthesis of aperiodic arrays. Some of the most pop-
ular GO methods are Genetic Algorithms [12], Particle Swarm [13], Ant
Colony [14] and Invasive Weed Optimization [15]. GO techniques have been
mostly applied to array thinning problems and in a few cases to aperiodic
arrays too.

One of the most attractive aspects of GO methods is their flexibility. In
general, it is possible to incorporate complex specifications in a heuristic
fitness function. This allows to include various additional aspects of interest
in virtue of the trial and error nature of the approach.

The major limitation of such methods is their high computational com-
plexity. In most cases, only small to medium sized problems are tractable,
but even these are often very time consuming to solve. For larger problems,
their use is limited only to the refinement of an initial solution [16].

Analytical techniques

Several analytical techniques, and more generally, deterministic techniques,
have been proposed for the synthesis of both sparse and thinned aperiodic
arrays. In the 60s and 70s a large number of deterministic thinning algorithms
were proposed [17–20]. However, due to the limited success in controlling the
side lobes, some researchers conjectured that cut-and-try random placement
is as effective as any deterministic placement algorithm could ever be [21].

Today, a number of effective deterministic techniques are available. Some
worth mentioning are the Matrix Pencil Method [22], Almost Different
Sets [23], the Auxiliary Array Factor [24], Poisson Sum Formula [25] and the
Iterative Fourier Technique [26]. Another interesting and intuitively simple
method interprets the aperiodic problem as the discrete approximation of an
optimal contiguous aperture taper distribution. Elements are then placed
with density proportional to a reference distribution, such as the standard
Taylor’s amplitude taper [27].

Analytical techniques can handle much larger problems and the solutions
typically show a simpler relationship between the specifications and the
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array design. The latter helps designers to have a better understanding of
the relationship between the specifications and the solution, as opposed to
global optimization methods. However, the major limitations are dictated
by the rather simplified model and specifications they assume. Specifically,
and in relation to the novel contribution discussed in this work, virtually
no deterministic method accounts for mutual coupling effects or multiple
assorted specifications.

3.2 Compressive Sensing Approach

Compressive Sensing (CS) is a signal processing technique designed for the
efficient sampling and reconstruction of a continuous signal [28]. In fact, by
exploiting the natural sparsity of a continuous signal it is possible to greatly
reduce the number of samples required to reconstruct the signal compared
to the classical Nyquist–Shannon sampling criterion.

A parallel can be drawn with the MSA synthesis problem in the antenna
scenario. In the simplest form, the problem is that of minimizing the
number of spatial samples (antenna elements) required to synthesize a
desired radiation pattern [29]. The parallel between the two problems is
further clarified by the relationship between the Fourier Transform of the
(sampled) time signal in the signal processing case and the Array Factor
(AF) of the (sampled) aperture field distribution in the array case.

The CS problem is then solved in an approximate form through an
iterative weighted `1-norm minimization procedure [30]. This formulation
allows for an efficient and deterministic solution by means of standard
convex optimization algorithms. Furthermore, the algorithm is flexible
enough to include additional constraints, provided they can be expressed, or
be approximated, in a convex form (more details in Sec. 3.2.3).

In this section we briefly introduce the theoretical basis behind classical
and CS sampling. Throughout this chapter the parallels between the signal
processing and aperiodic array synthesis techniques are illustrated. The
weighted iterative convex `1-norm optimization formulation is introduced
afterwards. The method is demonstrated for the synthesis of small aperiodic
arrays of isotropic radiators.

3.2.1 Nyquist Sampling and Grating Lobes

The Nyquist–Shannon sampling criterion guarantees lossless reconstruction
of a continuous signal when uniformly sampling at twice the maximum
frequency of the original signal. However, the theorem does not preclude
the reconstruction in circumstances that do not meet the sampling criterion.
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Figure 3.1: Illustration of the Nyquist sampling criterion/grating lobe free
condition. In the time/space domain (top), the original continuous sig-
nal/aperture field distribution (in green) is sampled uniformly with T step
(red). In the transformed frequency/array factor domain (bottom), the
sampled signal (red) is a series of displaced replicas of the continuous signal
(green) with period 1/T . In arrays, the visible range is u ∈ (−1, 1) (black).

Notice the parallel between the Discrete Time Fourier Transform (DTFT)
and the AF expression (2.4):

X(f) =
∞∑

n=−∞

x(nT )e−j2πfTn ←→ F (u) =
N∑
n=1

w
(
n

∆x

λ

)
ej2πu

∆x
λ
n, (3.1)

where in the equation on the left, x(t) is the continuous signal sampled
with the period T and X(f) is the DTFT, periodic with period 1/T ; in
the equation on the right, w(x) is the aperture field distribution sampled
at uniform distance ∆x/λ and F (u) is the AF, periodic with period λ/∆x.
The AF is a function of u = sin θ, thus the visible range extends between
u = ±1 (θ = ±90o). When the inter-element distance ∆x > λ, replicas
of the main beam will be visible, as shown in Fig. 3.1. These new lobes,
referred to as grating lobes, are highly undesired since they have the same
amplitude of the main lobe (minus the attenuation effect due to the element
pattern), thus compromising the directivity and dramatically increasing the
SLL. When scanning up to the angle θs, the grating lobe free condition
becomes roughly ∆x/λ ≤ 1/(1 + | cos θs|) [1].

As a result, the appearance of grating lobes prevents us from increasing
the inter-element distance and reducing the number of elements in a periodic
layout. Since this effect is due to the adopted periodicity of the element
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Figure 3.2: Illustration of a generic surface (gray) and its sampling (black
dots). Between all the samples and the corresponding excitations {wn}, only
active samples (in red) are replaced by actual elements (in blue).

positions, choosing aperiodic layouts helps to reduce the effect of coherent
field summation in unwanted directions.

3.2.2 Compressive Sensing Sampling

CS is a technique for minimizing the number of samples required to recon-
struct a signal. Typically, signals are sampled according to the Nyquist
criterion and are processed afterwards by a compression algorithm. CS, on
the other hand, aims at directly minimizing the number of samples.

To find a minimal representation of the signal, CS relies on the solution
of an under-determined system - a linear system of equations with more un-
knowns than equations. Under-determined systems have an infinite number
of solutions. In order to choose one, additional constraints should be added.
In compressive sensing the additional constraint is the sparsity condition
which can be enforced by minimizing the number of non-zero components
of the solution vector. In mathematical terms, the function returning the
number of non-zero vector elements is the `0-norm.

In the array scenario, given an aperture sampling, the problem of de-
signing a maximally sparse array is finding the excitation set {wn} with the
minimum number of non-zero entries {wn}act while fulfilling certain pattern
constraints, as shown in Fig. 3.2. Using the vector notation introduced in
Eq. (2.2), the optimization problem can be stated as finding w ∈ CN such
that [30]

argmin
w∈CN

‖w‖`0 , subject to a set of constraints . (3.2)
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For pencil beam synthesis and for a beam with a maximum co-polar di-
rectivity in the scanning direction r̂s and a radiation mask Mν on the ν
component of the field, the set of constraints can be written as

set of constraints :

{
fco(r̂s) = 1,

|fν(r̂)|2 ≤Mν(r̂), r̂ ∈ mask.
(3.3)

3.2.3 Iterative `1-norm Minimization

Unfortunately, Eq. (3.2) cannot be solved directly and finding a solution
using a combinatorial search method is intractable, even for moderate array
sizes [i]. Indeed, it can be shown that this problem is NP-hard [31]. NP-hard
problems are the class of problems for whom just verifying a given solution
hypothesis is already prohibitive. It follows that solving in a rigorous way the
CS problem, i.e. actually finding the solution, is computationally infeasible.

To overcome this, approximate solution techniques are considered. In [30],
the problem is relaxed and solved in a semi-analytical manner by approx-
imating the `0-norm minimization through an iterative weighted `1-norm
minimization procedure. One iteration of the algorithm reads [30]

argmin
wi∈CN

‖Ziwi‖`1 , subject to a set of constraints (3.4)

where the mth element of the diagonal matrix Zi is given by,

zim =
1

|w(i−1)
m |+ ε

. (3.5)

The matrix Zi is chosen to maximally enhance the sparsity of the solution
wi; that is, redundant elements are progressively suppressed by magnifying
their apparent contribution in the minimization process by an amount that is
based on the previous solution w(i−1). The parameter ε enables elements that
are “turned off” to be engaged again later on during the iterative procedure.
In practice, ε should be set slightly smaller than the smallest expected active
excitation for an optimal convergence rate and stability. Typically, this
numerically efficient procedure requires only few iterations for the excitation
vector to converge.

Both the minimization problem and the set of constraints are formulated
in a convex form, so that standard convex programming algorithm can be
used to find a solution in a deterministic manner. For a convex problem the
local minimum coincides with the global one, so that the solution is easily
found.
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(a) Excitation coefficient magnitudes.

(b) Far-field radiation patterns.

Figure 3.3: Evolution of the array solution for subsequent iterations.

3.2.4 Results

The CS approach is here demonstrated in the synthesis of a linear symmetric
array. To further illustrate the behavior of the method, the evolution of the
synthesis process is examined. The chosen array is a linear array of isotropic
radiators with an aperture diameter d = 20λ and −20 dB SLL.

The aperture is first sampled finely so as to emulate a quasi-continuous
element positioning (typical step size is ∆d = λ/100, although here λ/10 is
preferred for graphical reasons), and phase-shifted versions of the element
patterns are assumed. The `1-norm minimization is then iterated until
convergence of w occurs, yielding the optimal array layout. Although the
optimization solution includes all the possible element positions, it is straight-
forward to identify active elements by a threshold level on the excitation
magnitudes. Typically, inactive elements have normalized magnitudes in
the order of -200 dB, the distinction is clear and their removal from the
actual array has no practical impact on the final pattern. In Fig. 3.3(a)
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the evolution of the element weights is shown, while the corresponding
far-field patterns are illustrated in Fig. 3.3(b). In just 4 iterations, starting
from a quasi-continuous element distribution, the algorithm selects only 17
active elements and the corresponding weights that guarantee the far-field
requirements. The remaining elements have weights between -200 dB and
-300 dB in magnitude and will therefore not have a noticeable effect on the
far-field pattern when removed.

3.3 Antenna Mutual Coupling

The antenna radiation characteristics are strongly influenced by the imme-
diate surroundings, in particular by conducting bodies. In an array, the
proximity between antenna elements can strongly affect their far-field pat-
terns and impedance characteristics. This effect, known as Mutual Coupling
(MC), is often undesired but can also be exploited to improve directivity
and bandwidth.

As discussed in Chapter 2, in array analysis and design, it is common to
assume identical element pattern shapes. This approximation is appropriate
for weakly coupled antennas (where MC can be ignored) and large regular
arrays (where the majority of the elements experience identical MC effects).

In aperiodic arrays, the irregular structure and the dense element clusters
complicate the modeling, as the element patterns can be very different from
one another. The complexity of the MC effects and the lack of simple
mathematical models require us to perform a time-consuming full-wave
analysis. As a consequence, designing aperiodic arrays with MC included
is practically impossible with analytic methods as well as computationally
intractable for global optimization methods. For this reason, aperiodic array
synthesis methods typically assume isolated element patterns, although such
approximation may not always be accurate. Very recently, [32] and [33] have
proposed two alternative methods to include MC.

The herein proposed CS method has been extended for the inclusion of
MC effects in the synthesis of aperiodic arrays through an iterative full-wave
analysis. The array is first designed by assuming Isolated Element Patterns
(IEP), i.e., without MC effects, and simulated by the Method of Moment
(MoM) analysis to evaluate the effects of MC. The array is then iteratively
refined using the Embedded Element Patterns (EEP) that include the MC
effects, until convergence is reached. The algorithm typically converges in
few iterations making it numerically efficient.

In this section we describe the basic theory on MC effects and its inclusion
in the array synthesis algorithm. Results are shown for the synthesis of a
linear array of highly coupled dipole antenna elements.
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x̂

ŷ

f
n

Figure 3.4: Illustration of the Embedded Element Pattern: the EEP fn(r̂)
(gray) is defined when the element n is excited (blue) and the rest are
passively terminated on a matched load (black).

3.3.1 Embedded Element Pattern

Antennas are typically characterized in free space, i.e., in isolation from any
other body, and are described by the IEP. Once an antenna element is placed
inside an array, the proximity to other elements will influence its behavior
due to MC. Exciting one antenna induces currents on nearby elements which
can re-radiate and subsequently couple to other antennas. This gives rise
to two effects: (i) a change in the total pattern due to radiating currents
induced on the other antennas; (ii) a change in the antenna impedance due
to the induced current at the antenna ports. These effects are dependent
on the element excitations, or in the case of phased arrays, on the scanning
direction. In practice, the magnitude of such effects is strongly affected by
the element directivity and spacing. Due to a lack of simple mathematical
models, it is in general impossible to predict MC a priori.

A common approximation to the analysis of MC effects is the isolated
element approach [1], where the shape of the electric current is assumed to
be identical for all elements. This is valid only for single mode antennas,
where the geometry of the antenna element supports only one current mode.
For example, in the specific case of a minimum scattering antenna (e.g.
half-wave dipoles), the neighboring antennas are effectively invisible when
open-circuited. As a result, when the antennas are terminated, the resulting
pattern of one excited antenna can be expressed as the sum of the identical
patterns of all elements multiplied by their corresponding induced currents.
The inclusion of the MC effects therefore reduces to find the induced currents
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Chapter 3. Aperiodic Array Synthesis

on neighbouring elements when one is excited, which can be done through the
antenna input impedance matrix. The impendence matrix can be obtained
by means of a full-wave analysis and can be used directly to compensate for
MC effects [34].

The approach adopted here is the more general embedded element ap-
proach [35]. The EEP is defined as the element pattern when one element is
excited and the rest of the elements are passively terminated by a matched
load, see Fig. 3.4. When this representation is adopted, Eq. (2.1) is valid
since the MC effects are incorporated in the EEP definition. Additionally,
this definition is not limited to single mode antennas.The excitation coeffi-
cients {wn} represent the incident voltage excitation and the scan impedance
can be calculated from the N -port S-parameters.

It is pointed out that changing the element positions would modify the re-
sulting mutual impedance and EEPs. Hence, regardless of the representation,
the MC must be recalculated for a specific array layout.

3.3.2 Fast Array Simulation by CBFM

A full-wave analysis of electrically large structures is often resource demand-
ing, which renders the analysis of arrays of complex antennas impractical.
The MoM is a popular numerical method based on an integral formulation
of the Maxwell equations. In MoM, the unknown current distribution J is
discretized by dividing the antenna surface in NJ appropriately sized facets
(the mesh) supporting the current basis functions as

J(r) =

NJ∑
n=1

InJn(r), (3.6)

where Jn and In are the nth basis function and its unknown expansion
coefficient, respectively. The unknown currents at the NJ basis function
supports are solved by testing the boundary conditions using NJ test weight
functions leading to a system of linear equations of the form

ZI = V, (3.7)

where I is the vector of unknown expansion coefficients for the current, while
Z and V are the moment matrix and excitation vector, respectively.

With reference to (3.7), storing the moment matrix requires O(N2
J)

memory, while performing the matrix inversion requires O(N3
J) solve time.

As an example, a single pipe horn element (Section 4.1) requires about
9000 Rao-Wilton-Glisson basis functions [v]. Consequently, only arrays of
very few of these elements can be simulated in practice by standard MoM

22



3.3. Antenna Mutual Coupling

methods on regular computing platforms, while the desired array sizes that
we need to consider can be in order of hundreds of elements.

The Characteristic Basis Function Method (CBFM) is a macro domain
basis function method that greatly reduces the numerical complexity of the
antenna array analysis [36]. The method first analyzes the characteristic
behavior of the single antenna, then maps the local basis functions to a
restricted set of characteristic vasis functions on the whole antenna. The
method compresses the number of unknowns that need to be solved for
in (3.7) by assuming that only a reduced set of current distributions are
sufficient to accurately represent the actual current distribution. The total
current can therefore be represented as

J(r) =

NCBF∑
c=1

ICBF
c JCBF

c (r) with JCBF
p,s =

Np∑
n=1

In,p,sJn,p(r), (3.8)

where JCBF
p,s is the sth CBF of the pth antenna. Eq. (3.7) can then be

rewritten in terms of the above unknown CBF coefficients. Typically, starting
from a very large number of local basis function, only a very reduced set of
CBFs is sufficient for the accurate representation of the current distributions
on the elements, therefore resulting in a very large compression (typically a
factor 100 in the number of unknowns) of the linear system of equations.

3.3.3 Inclusion of Mutual Coupling Effects

The proposed synthesis method involves two subsequent steps, as shown
in Fig. 3.5. First, the MSA is designed in the absence of MC effects as
in the previous section and in accordance with other aperiodic synthesis
methods. For this initial, uncoupled array design, phase-shifted versions of
the EM-simulated IEP are assumed. The `1-norm minimization is invoked
and the active elements are identified by thresholding on the excitation
magnitudes.

In the second step, an iterative, full-wave optimization is performed where
the `1-norm minimization approach is hybridized by a full-wave EM analysis.
First, we perform a full-wave analysis of the active elements of the initial
array layout to estimate the MC effects as well as to obtain the EEPs of the
active elements. The isolated element patterns for the active element are
then replaced by the simulated EEPs. The element patterns of the inactive
elements are estimated by assuming a phase-shifted version of their nearest
simulated EEP1. With this new set of EEPs, the `1-norm minimization

1If needed, more sophisticated pattern interpolation techniques can be used to better
estimate the embedded element patterns of inactive elements.
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Step I

Step II

INPUT:
- Aperture sampling {rn}
- IEPs
- Radiation masks Mν(r̂)
- Threshold on excitation

Iterative multi-beam
`1-norm minimization

Initial array configuration (IAC)

Simulate EEPs for
active elements of IAC

Estimate EEPs for
inactive elements of IAC

Iterative multi-beam
`1-norm minimization

Iterate
if

different
set of
active

elements
is

identified

Final array configuration and excitation

new IAC

Figure 3.5: Block diagram of the proposed optimization approach, where IEP
and EEP denote the isolated and embedded element patterns, respectively.

algorithm is invoked again to obtain a new array layout. This procedure is
repeated until the convergence criterion is satisfied, i.e., the state of active
and inactive elements remains the same between two subsequent iterations.
Typically, few MoM-`1 iterations are needed to reach convergence; for the
MoM analysis, the full-wave in-house developed CAESAR solver is used [37].
Including the coupling effects in the synthesis phase not only allows us to
correct for the associated degradations, but also to exploit such effects to
improve the array design.

3.3.4 Results

The validity of the above extended method has been demonstrated in the
synthesis of a small symmetric linear aperiodic array of parallel of λ/2
resonant dipoles. We consider the problem of designing a broadside array of
aperture size d = 10λ. The chosen SLL mask has the main lobe confined in
the |θ| ≤ 5.5◦ (|u| ≤ 0.0965) region and a SLL of -22 dB. These specifications
are chosen to be similar to those frequently used when benchmarking array
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3.4. Summary and Conclusions

synthesis algorithm, although a slightly more stringent SLL with respect to
the typical -20 dB has been chosen to compensate for the slightly higher
element directivity with respect to the commonly employed isotropic radiator.
Furthermore, since we consider a broadside scanned array of identical antenna
elements, a symmetric array layout will be synthesized.

As discussed, the array is first optimized assuming isolated element
patterns. This initial design is then simulated by a full-wave analysis to asses
the coupling effects. Fig. 3.6(a) shows the meshed model. The resulting
normalized directivity when including MC effects, shown in Fig. 3.6(b),
registers a SLL degradation of about 7 dB in proximity of the main lobe.
Fig. 3.6(c) shows the IEP and EEPs for the positive x-positioned elements
only. The negative x-positioned elements are omitted due to the symmetry.

Starting from this initial design, the algorithm proceeds to re-optimize
the array excitations and layout for the updated set of EEPs. The evolution
of the positive elements for each MoM-`1 iteration is summarized in Table 3.1.
Fig. 3.7(a) shows the corresponding array patterns for each iteration. The
initial and final element positions and weight magnitudes are shown in
Fig. 3.7(b), where one can observe how the central and dense part of
the array layout changes upon introducing MC effects. The array layout
converges in just 3 iterations, reduces the elements from 16 to 12 and corrects
the SLL, while the broadside directivity is barely compromised.

3.4 Summary and Conclusions

In this chapter we have introduced the problem of aperiodic array synthesis
and presented the proposed synthesis framework. First, a brief overview of
the literature and the current limitations is given. The Compressive Sensing
(CS) approach is then described and applied to synthesize a Maximally
Sparse Array antenna (MSA). The method is then extended to include
Mutual Coupling (MC) effects by adopting an iterative refinement approach
involving rigorous Electro Magnetic (EM) simulations.

The proposed CS based framework has several interesting characteristics.
The convex formulation allows for the problem to be solved in an efficient
and deterministic manner. Additionally, it is flexible and can be extended
by additional constraints, when these are expressed in a convex form. The
full-wave hybridization allows for the inclusion of mutual coupling directly
in the design process. The method converges in few iterations with a limited
computational burden. In the following two chapters the proposed method
is used for the design of actual antennas.
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Chapter 3. Aperiodic Array Synthesis

(a) Meshed geometry and detail of the current distribution on one element.

(b) Effect of MC on the array directivity for the IAC.

IEP EEP 1 EEP 2 EEP 3 EEP 4 EEP 5 EEP 6 EEP 7 EEP 8

(c) Isolated and embedded element patterns (75Ω matched).

Figure 3.6: Initial array design (IAC) and effect of mutual coupling.
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(a) Normalized array directivity in the presence of MC for subsequent iterations.

(b) Active elements positions and weight magnitudes of initial and final array.

Figure 3.7: Evolution of the array solution including MC.

Iteration 1 2 3 4 5 6 7 8

• Initial (IAC) 0.28 0.62 1.2 1.52 2.4 3.28 4.12 5
• Iter#1 0.5 1.38 2.4 3.28 4.12 5
• Iter#2 0.5 1.38 2.3 3.28 4.12 5
• Final (Iter#3) 0.5 1.38 2.3 3.28 4.12 5

Table 3.1: Element positions in wavelengths for each iteration
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Chapter 4

Satellite Communications

One of the foreseen applications for the next generation array antennas are
Satellite Communications (SATCOM) [38]. In such a scenario, the onboard
antennas are designed to provide connectivity (Internet, TV and radio) to
terminals located on the ground, see Fig. 4.1.

Current satellite systems typically deploy large reflectors with cluster
feeds in a one feed per beam configuration. The increasing complexity
due to multi-beam, multi-channel, dual-polarization and reconfigurability
capabilities make such systems challenging in their design. A common
view is that active arrays, also referred to as Direct Radiating Arrays
(DRA:s), have the potential to handle such challenges and will have a leading
role [39]. However, as of today, DRA:s are very expensive, mostly due to the
high number of elements and associated electronic components. Aperiodic
array can drastically reduce the associated costs and are thus a candidate
technology for next generation array antennas. However, several design
aspects need to be investigated first.

In this chapter we introduce the considered application scenario, the
specification and challenges. Subsequently we will focus on a series of
aspects that have been investigated, such as mutual coupling, multi-beam
optimization, modular layout, multi-element array, reconfigurability, and
isophoric layout. Conclusion will also be presented. This chapter is based
on Paper B and, partially, on [iii], [ix], [x], [xi], [xii], and [xiii].

4.1 Application Scenario

An example of two dense DRA:s of patch excited antennas for Medium Earth
Orbit (MEO) communication at S-band are shown in Fig. 4.2. Geostationary
Earth Orbit (GEO) antennas at K-band have about the same physical
dimensions but larger electrical dimensions. Densely filled arrays for such
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Figure 4.1: Illustration of a typical multi-spot GEO SATCOM scenario.
The satellite illuminates Earth by means of beams (left). A hexagonal cell
division with a 4-band reuse scheme (shown in color) is adopted (right).

applications are estimated to require a number of elements in the order
of a thousand. Hence, there exists a strong interest in investigating new
ways to design such arrays and to minimize the number of elements. For
GEO satellites, the Earth is observable within an angular range of ±8◦,
often referred as Field of View (FoV), c.f. Fig. 4.1. Radiation outside this,
i.e., towards open Space, is lost power. However this is of minor concern
since it does not lead to interference or a significant noise. To increase
the system communication capacity, multi-beam strategies are employed.
In a multi-beam spot configuration, pencil beams of about 0.5◦ to 1◦ in
beamwidth provide a cellular-like hexagonal grid coverage with a 4-band
frequency reuse scheme to isolate adjacent beams. To obtain such narrow
beams, massive aperture diameters of about 100λ are required.

The most challenging aspect of these systems is to synthesize narrow
beams with stringent interference levels over the entire FoV, see Fig. 4.1. The
Edge of Coverage (EoC) of a beam is defined as the largest angular distance
belonging to a cell (and beam): for a hexagonal grid this corresponds to the

Table 4.1: Specifications for the considered SATCOM application

Array type Planar, dual polarized at K-band
Antenna Element type Corrugated pipe horn by RUAG

Field of View (FoV) ±8◦

Beam arrangement Multi-spot, 4-band hexagonal grid
Interbeam distance 1.06◦

Edge of Coverage (EoC) angle 0.61◦

Out of Coverage (OoC) angle 0.795◦

Max. SLL in the OoC region -25 dB
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4.1. Application Scenario

Figure 4.2: Two dense DRA:s of patch-excited antennas for MEO communi-
cation at S-band. For GEO applications, an order of a thousands elements
is expected.
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Figure 4.3: Corrugated pipe horn antenna element as designed by RUAG:
manufactured (left), meshed MoM model and current distribution when
excited by an internal monople (center), isolated element pattern (right).

inter-beam distance divided by
√

3. Within this angular range, a maximum
roll-off gain at the EoC is generally required so as to guarantee appropriate
connectivity over the entire cell. The Out of Coverage (OoC) is the angular
distance where the first iso-frequency interfering beam appears: for a 4-
band system this amounts to 1.5 inter-beams. To respect the iso-frequency
interference limits, very stringent Side Lobe Levels (SLLs) are required from
the OoC to the FoV angle. Accordingly, the required radiation profile of the
beam, called radiation mask, describes a minimum gain from broadside to
EoC and a maximum SLL from the OoC to the edge of the FoV.

The considered case study is a K-band GEO SATCOM application, c.f.
Table 4.1. Accordingly, beams should be optimized for an OoC angle of
±0.795◦ and a maximum SLL of -25 dB. The array element type has been
provided by RUAG Space AB [40] and is shown in Fig. 4.3. The array
element is a circular corrugated pipe horn with an aperture diameter of 1.5λ.
Over the FoV this element has a virtually constant directivity of about 9 dBi
and a relative cross-polarization level in the order of -35 dB in the diagonal
plane, see Fig. 4.3 (right).

The very large array sizes and strict SLL specifications required in
SATCOM applications make them very challenging in their design and
therefore represents an interesting test case for the method presented in this
thesis.

4.2 Modular Layout

Minimizing the number of elements is of key importance and is thus at the
core of our approach. However, this may not always be the only aspect to
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4.2. Modular Layout

(a) Tri-linear (b) Rectangular quadrant (c) Circular sector

Figure 4.4: Examples of array layout symmetries, base elements in blue.

consider when trying to reduce the array complexity – and thus the associated
cost. Layout and excitation symmetries, especially in large and complex
arrays such as DRA:s, can be very beneficial in reducing the manufacturing
costs [41]. In fact, component reuse and modular designs enable simpler and
more economical solutions. Additionally, one can substantially simplify other
aspects including the beamforming network and the thermal design [42]. For
these reasons it is of great interest for designers to have the ability to impose
and evaluate different types of layouts in order to find the most appropriate
one for the specific application at hand.

A geometry is said to be symmetric if it is invariant to some geometrical
transformation, such as rotation, reflection or translation, as shown in
Fig. 4.4 as an example. Probably the most simple example of a symmetric
layout is a linear array of identical elements. In such array, the elements
are positioned symmetrically with respect to the center and excited in a
conjugate symmetric way. The principle of combining the base (positive-x)
element and the symmetrical (negative-x) element can be applied to an
arbitrary array layout and set of element patterns. For the case of a vectorial
far-field pattern, Eq. (2.1) can be expanded as,

f(r̂) = {w1,1f1,1(r̂) + w1,2f1,2(r̂) + ...}+
{w2,1f2,1(r̂) + w2,2f2,2(r̂) + ...}+ ...

= w1{w1,1

w1
f1,1(r̂) + w1,2

w1
f1,2(r̂) + ...}+

w2{w2,1

w2
f2,1(r̂) + w2,2

w2
f2,2(r̂) + ...}+ ...

= w1f1(r̂) + w2f2(r̂) + ...

(4.1)

where wn,s and fn,s are the excitation coefficient and far-field pattern of
element n and symmetry region s, respectively, while wn and fn are the base
excitation coefficient and equivalent far-field pattern obtained by summing
the far-field pattern of the symmetric elements of n. That is, for the base
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sector

constraints

Figure 4.5: Array layout and far-field constraints for an 8-fold rotational
symmetry. Only one sector of the aperture and of the pattern are considered.

element n with Nsym(n) symmetrical elements and for a scanned beam p,
the associated pattern can be written as

f p(r̂) =
N∑
n=1

wnf
p
n(r̂) with f pn(r̂) =

Nsym(n)∑
s=1

fn,s(r̂)e−jkΦpn,s . (4.2)

Additionally, since the base element n represents now a collection of Nsym(n)
elements, its weight should be corrected for in the MSA optimization. Ac-
cordingly, in the iterative `1-norm minimization, Eq. (3.5) becomes:

zim =
1∑Nsym(m)

s=1 |w(i−1)
m |+ ε

=
1

Nsym(m)|w(i−1)
m |+ ε

. (4.3)

This general formulation can be applied to a very large number of
symmetry types. Fig. 4.4 shows some examples including a linear, rectangular
and circular sector. Additionally, composition of different symmetries and
pre-imposed amplitude taper can also be modeled, although this has not
been investigated in this thesis.

The effects of symmetries on the array design is applied to the SATCOM
case-study. Since for such a scenario the specifications are for a rotationally
symmetric beam (φ-invariant), the natural choice of the layout is rotationally
symmetric as well. For such type of symmetry the circular layout is divided
in Nsym (i.e., order of symmetry) identical sectors, as shown in Fig. 4.5 for
an 8-fold symmetry. As discussed, only the base sector is considered during
the sparsification phase, while the rest of the array is obtained by rotation.
Additionally, since the symmetry is also found in the radiation pattern, only
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Chapter 4. Satellite Communications

one sector of the pattern needs to be considered. As a consequence, the
synthesis problem size reduces like 1/Nsym both in terms of the problem
unknowns as well as the number of constraints.

To study the effects of imposing symmetries, the array has been optimized
for a 4-, 8-, 16- and 32-fold symmetry as well as without imposing any
symmetry. Table 4.2 summarize the resulting layouts and far-field patterns,
the number of elements, directivities and the total design times.

From the layout figures an increase in the regularity of the array and of
the patterns is clearly visible. On the other hand, as the array modularity
increases, so does the number of elements. The number of elements grows
from 116 without symmetry to 193 for a 32-fold symmetry, an increase
of about 2% per order of symmetry. The 8-fold case experiences a lower
increase in the number of elements than expected (less than the 4-fold
case). This is conjectured to be due to the approximated nature of the
`1-norm minimization. Additionally, an increase in number of elements
leads to an increased directivity, since the aperture filling and efficiency are
higher for densely populated arrays. As discussed, the design time is also
reduced proportional to 1/N2

sym due to the reduction both in the solution
and constraint spaces.

4.3 Multi-beam Optimization

In phase scanned arrays, multi-beam capabilities are obtained by phase
control only, see Section 2.4. The array is designed for a specific beam shape,
commonly a pencil beam, which can be re-directed (scanned) by changing
the element excitation phases. Since the amplitudes are kept constant, only
a time delay (or phase shifter) is needed at each element. Phased arrays can
benefit significantly from cost reduction, beamforming network simplification,
and a constant amplifier efficiency.

Phased arrays are typically designed for a single direction (broadside) and
ideal scanning by phase shifting is assumed. Since the entire radiation pattern
translates with the main beam, enlarged radiation masks are commonly
used to prevent the appearance of side lobes, which before were outside the
visible region. In practice however, there are a number of non-idealities that
can lead to severe beam deformation when scanning [2]: i) phase scanning
is a translation in the u − v space, but this is not a linear relationship to
the θ − φ space, thus the main beam widens when scanned; ii) the element
pattern, and in general the equivalent aperture, changes with the scan
angle, thus the main beam loses directivity while the side lobes increase; iii)
mutual coupling effects typically increase when scanning, since neighboring
elements are more strongly excited, thus scanned beam can be degraded;
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4.3. Multi-beam Optimization

Figure 4.6: Illustration of multi-beam optimization: the array is simultane-
ously optimized for broadside (beam #1) and scanned (beam #2) directions.

iv) often phased shifter are used instead of time delays, this results in beam
squint, i.e., scanned beams that deviate from the intended direction when
changing frequency; and v) time delay or phase control is typically realized
in a quantized way, resulting in phase discretization error and typically
increasing the SLL. Additionally, the layout in aperiodic arrays is specifically
designed to suppress radiation in unwanted directions, therefore scanning
can pose additional difficulties. For these reasons it is desirable to include
beam scanning effects in the design of phased arrays and cope with them in
the best possible way.

The proposed method overcomes the limitations of conventional phase
scanning approaches by optimizing the array for multi-beam applications. In
phased arrays, the excitation coefficients and the expression for the pattern
[Eq. (2.1)] can be defined in the general form

f p(r̂) =
N∑
n=1

wpnfn(r̂) with wpn = wne
jΦpn , (4.4)

where Φp
n is the phase shift at element n for beam p.

For linear phase shift scanning in the direction of r̂p, the corresponding
phase shift term is Φp

n = −krn · r̂p. However, quantized phase shifters and
non-linear frequency response can affect such values. To account for this,
the phase shift can be modified to model such effects, e.g. by appropriate
phase rounding for quantized phase shifters.

For P focused beam patterns scanning in the directions {r̂p}Pp=1 and
prescribed radiation masks {Mp

ν (r̂)}Pp=1 for the polarization component ν
(see Fig. 4.6), the algorithm in (3.4) is modified to read

argmin
wi∈CN

‖Ziwi‖`1 , subject to

{
fpco(r̂p) = 1, p = 1

|fpν (r̂)|2 ≤Mp
ν (r̂), p = 1, ..., P

. (4.5)
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4.4. Mutual Coupling Effects

The method optimizes the array layout and the complex excitations {wn}
when an arbitrary number of scanned beams is considered simultaneously.
This formulation allows to include any source causing beam degradation
that can be modeled.

The proposed multi-beam optimization approach is demonstrated for the
given SATCOM scenario, with an 8-fold symmetry and a 10◦ phase shifter
quantization. The layout and farfield pattern for the worst-case scanning
situation, i.e, when the scan angle corresponds to the edge of the FoV in
the diagonal plane are shown in Fig. 4.7. The reference approach is the
classical design methodology, where a SLL mask suppression region twice
larger than the FoV (±16◦) is chosen to guarantee the desired SLL when
scanning within ±8◦. The resulting array is unsuitable for scanning to such
large angles, as the 18.2 dB peak side lobe level in Fig. 4.7(a) largely exceeds
the required -25 dB level within the FoV. In Fig. 4.7(b), the proposed multi
beam approach is applied without however including for the phase shifter
quantization in the optimization phase. The array has maximum relative
SLL increase of 2.3 dB. Finally, the multi beam approach is tested with the
inclusion of the phase quantization, Fig. 4.7(c), with a SLL error or less then
0.7 dB.

This performance improvement is owing to the fact that the pattern
mask constraints for both the broadside and the outermost scanned beams
were imposed, albeit at the cost of an increased number of elements. We
have found that this two-beam optimization procedure is adequate choice to
achieve the desired accuracy and keep the optimization time to minimum
(due to the increased number of constraints) relate to the single beam
optimization case.

4.4 Mutual Coupling Effects

We consider the inclusion of mutual coupling effects for a SATCOM applica-
tion scenario: the considered design is an 8-fold symmetric array optimized
for full multi-beam applications, as discussed in Section 4.3 and 4.2. The
resulting array is a large planar array of 385 horn type antennas, its CBFM-
model is shown in Fig. 4.8(left). The minimum inter-element distance varies
between 2λ to 6.7λ with dense element clusters as well as sparsely spaced
elements, therefore MC effects as well as strong variations between the ele-
ment patterns are expected. As shown in Fig. 4.8(right), the EEPs exhibit a
strong oscillating behaviour around the IEP (bold lines). The co-polarization
component shows a ripple of about ±2 dB and the cross-polarization about
±20 dB around the IEP.

The total array patterns in the D-plane are shown in Fig. 4.9. The
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Figure 4.8: Array full-wave meshed model comprising 385 pipe horn antenna
elements (left) and respective embedded element patters (right).
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Figure 4.9: Far-field pattern without mutual coupling (isolated element
pattern) and after full-wave analysis (embedded element patterns).

pattern computed from the initially assumed IEPs are compared to the
MoM-simulated EEPs. The co-polarization component (left) has an increase
in the SLL of about 1 dB both in the close proximity of the main beam
as well as for far-off scanned beams. The cross-polarization pattern (right)
is affected with an increase of about 10 dB in the broadside direction and
around 30 dB over the rest of the FoV.

It is worth noticing that, despite the strong distortion of the EEPs,
the effects on the total co-polar pattern are limited. As a result, the
algorithm corrects for this distortion with just two additional iterations and
without significantly modifying the array layout. On the other hand, the
cross-polarization pattern modeled through the EM-analysis shows much
higher levels than those predicted during the optimization procedure when
ignoring MC effects, but are still acceptable for the chosen scenario. For
applications that are more susceptible to cross-polarization variations or
high cross-polarization levels it is recommended to include the cross-polar
mask constraint levels in the optimization process.
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Figure 4.10: Illustration of the UCAs of radii 1, 1.5 and 2λ (from light to
dark blue) and the effect of their pattern on the array broadside (green) and
scanned beam (red).

4.5 Multi-element Array

Using multiple element types can be an effective approach to reduce the
number of elements, improve the aperture filling and decrease the excitation
tapering. Moreover, as highlighted in Eq. 2.3, the element pattern defines the
envelope of the array pattern and thus strongly affects the final performance.
The ideal element pattern would be constant within the FoV, to minimize
scan losses, and zero outside, to naturally suppress the radiation in undesired
directions and thus minimizing the number of elements. Although it is
possible to design an element with similar proprieties, this is always connected
to an increased complexity and decreased directivity [43]. Moreover, there
is always a tradeoff between the directivity and the scan loss. Instead, a
combination of different elements can also help this.

Following the presented CS approach, including multiple elements at the
same time can be simply achieved by sampling the array aperture multiple
times, once for every considered antenna type [ix]. It is also possible to only
sample certain specific regions for a given element type. In this way, one can
enforce the layout to consist of rings with increasingly larger elements, for
instance, thus controlling the distribution of the elements on the aperture.

We will consider the same SATCOM scenario as before. However we
will assume here a circular array and a SLL mask of -20dB instead. The
multiple elements that we are considering are Uniform Circular Apertures
(UCA) of radii 1, 1.5 and 2λ. As summarized in Fig 4.10, larger UCAs have
higher directivity and loss at the edge of coverage. Note that the SLL mask
is defined with respect to the least directive beam, i.e. the far-off beam,
pointing at θm = 7.5◦. Accordingly, as larger elements have higher gain
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Figure 4.11: Array layout and radiation pattern for different UCAs.

loss when scanning, they also cause stricter relative SLL for the main beam.
Four array designs are presented together with their layout and beams, as
shown in Fig. 4.11. The first three arrays (Fig. 4.11a-c) all employ a single
element type, a UCA, of progressively increasing size. As expected, the
number of elements progressively decreases from 423 to 333 to 293 elements,
however the loss connected to the far-off beam increases, from 0.7 to 1.7 to
3.1dB. Finally, the multi-element array, deploying all the the three previous
elements, is shown in Fig. 4.11(d). The proposed array further reduces the
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4.6. Reconfigurable Array

Figure 4.12: Farfield patterns and excitations of two separate arrays.

number of elements to 260 while improving the scan loss to 2.5dB.

4.6 Reconfigurable Array

It can be desirable to design an array capable of switching between different
beamshapes, a so-called reconfigurable array. For example, in some SATCOM
applications multiple services might be required, such as high data rate multi-
spot coverage, as previously discussed, together with low rate broadcasting,
or regional/linguistic coverage. Aperiodic arrays are typically designed for
one beam only and their layout is connected to that beam. Unlike regular
arrays which have strong adapting capabilities, aperiodic arrays may exhibit
less flexibility due to the reduced number of elements. Thus the problem
of designing aperiodic arrays capable of switching between a set of beams
arises.

Let us consider the case of a circular ring array of maximum radius 10λ
and two desired radiation patterns, a pencil beam and a flat top one, with
a SLL of 20dB, as shown in Fig. 4.12. We could approach the problem by
designing two separate arrays, one for each beam and then find a design
that best approximates both. However, as shown, it is not clear what would
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Figure 4.13: Farfield patterns and excitations of a reconfigurable array.

be the layout best accommodating both beams, which elements should be
merged, which should be adjusted in position. Moreover, such approach
would lead certainty to a suboptimal solution.

The proposed solution to extend the analysis to multibeam arrays is
the introduction of multiple excitation coefficients and their respective
radiation pattern constraint [xii]. Additionally, the formulation is modified
to encourage a common element position for all beams while preserving the
convexity of the problem. Let us consider b = 1, . . . , B shaped beams and
their respective excitation coefficients wb, then the synthesis problem can
be written as:

argmin
wi∈CN

max {‖Zi1wi
1‖`1 , ‖Zi2wi

2‖`1 , ..., ‖ZiBwi
B‖`1} (4.6a)

subject to


f b(r̂0) = 1, normalize (4.6b)
|f b(r̂)|2 ≤M b(r̂), upper mask (4.6c)
2<(f b(r̂)) ≥ Lb(r̂), lower mask (4.6d)
|f b(r̂)− F b(r̂)|2 ≤ δ, ref. pattern (4.6e)

b = 1, . . . , B
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4.7. Isophoric Array

where constraint (4.6b) is the normalized broadside directivity, M b in (4.6c)
is the maximum radiation mask, Lb in (4.6d) is the minimum radiation
mask (valid for symmetric conjugate arrays only) and F b in (4.6e) is a
reference pattern. Note that in the formulation, independent excitations in
amplitude and phase are allowed for each beam. However, the objective of
the minimization is to minimize the total number of elements. As a results
the approach promotes element sharing, however there is no hard constraint
that an antenna should be used by one, multiple or all elements either.

Considering the previous scenario (i.e. Fig. 4.12) we apply the proposed
approach. As shown in Fig. 4.13, the new array exhibits a much more
effective layout. A total of 7 distinct rings are synthesized, where all but
the last are shared between both arrays.

4.7 Isophoric Array

As previously discussed, a large number of different excitation levels can
lead to an increase in the complexity and thus the cost of the array. In fact,
in practice, the solid state amplifiers connected to each antenna port operate
at maximum efficiency when close to saturation, a critical condition when
transmitting. To guarantee this for each of the antennas it is then required
to design and manufacture an amplifier for each of the excitation levels.
This can clearly imply a considerable burden for the design. Moreover, a
non-uniform excitation always leads to a decrease in aperture efficiency,
which might not be desired. In Section 4.2 this aspect has been partially
addressed by exploiting symmetries. In this way the maximum number of
distinct amplitude levels is limited by the number of elements in the base
sector: thus higher symmetry order will lead to fewer excitation levels and
different amplifiers. It might be desired to design an array with the minimum
number of excitation levels, i.e., one single. This type of array is referred to
as isophoric.

Unfortunately, despite the flexibility, the adopted CS approach does not
allow for an straightforward extension to include of the isophoric constraint.
We thus adopt a two step hybrid approach partially based on the current
framework and partially relying on the density taper approach [xiii].

The first step involves the application of the usual CS synthesis approach,
however this time continuous circular rings are synthesized instead. The
scalar far-field pattern of an array of R continuous rings in the direction θ
can be written as

f(θ) =
R∑
r=1

wrJ0(kar sin θ), (4.7)
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where wr and ar are the excitation coefficient and radius of ring r, respectively,
and J0 is the zeroth order Bessel function. Note how this is φ invariant, since
each continuous ring is rotationally symmetric. As usual, the CS approach
can then be applied to w = [w1, w2, . . . , wR]T in order to obtain the set of
locations and excitations for the MSA. Note that at this stage the array
is idealized by continuous rings, each with a different excitation, thus not
isophoric.

The second step is the conversion of the continuous rings in discrete
isophoric ring array. It can be shown that the pattern from an array of rings
of uniformly elements, can be written as:

F (θ, φ) =
R∑
r=1

WrNr

∞∑
t=−∞

JtNr(kar sin θ)ejtNr(π/2−φ), (4.8)

where Nr and Wr are the number of elements and the prescribed excitation
level of ring r respectively. Let us focus for a moment only on the zeroth order
term of Eq.(4.8). Then the two equations are approximately equivalent when
the product of number of ring elements and excitation is chosen proportional
to the original continuous ring amplitude, i.e. WrNr ∝ wr. Moreover, since
we are interested in isophoric arrays, {Wr = 1}Rr=1, this simplifies to Nr ∝ wr.
Thus, given an arbitrary total number of elements N , the number of elements
per ring can be obtained as [44]

Nr =

⌊(
N −

l<r∑
l=1

Nl

)
|wr|∑K

m=r |wm|

⌋
, r = 1...R (4.9)

where b•c indicates the floor function. One then needs to sweep the total
number of elements and select the array layout with the appropriate number
of elements. Note however that the higher order terms of Eq.(4.8) are
negligible only if sin θ � Nr/kar, which in general demands a very large
number of elements. In practice, this is not the case, especially for large
angles and large rings, thus a certain amount of deviation from the desired
pattern is expected.

The approach is demonstrated in the synthesis of an isophoric circular
array with a SLL of −25dB for θ > 3.45◦. The choice of scenario is motivated
by the availability of reference density taper solutions. In [45] and [44] a
reference Taylor distribution with radius R = 10λ is used. Instead we have
been however capable of satisfying the same radiation mask with a reduced
aperture radius of R = 9.1λ. In Fig. 4.14(left) the initial continuous ring
array’s far-field pattern and excitation amplitudes are shown as obtained
by the CS approach. Fig. 4.14(right) shows the resulting peak side lobe
(over every φ cut) versus the total number of elements, following (4.9). As
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4.7. Isophoric Array

Figure 4.14: Continuous ring array pattern and layout (left) and relative
SLL error of isophoric array as a function of number of elements (right).

Figure 4.15: Radiation pattern and array layout (inset) for N = 281

Figure 4.16: Radiation pattern and array layout (inset) for N = 210.
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expected, the SLL decreases progressively with the number of elements.
However a rather strong oscillatory behavior (caused by the higher order
terms) is also present. From Fig. 4.14(right) two designs (green and red)
are picked and compared to [45] (black). The green-line design, shown in
Fig. 4.15, has approximately the same number of elements as that in [45]
(281 and 286), but exhibits better performance in the peak side lobe (-21db
against -17dB) as well as total radiated power above the target level. The
red-line design, shown in Fig. 4.16, has a similar peak SLL (-18dB and
-17dB) with a significantly reduced number of elements (210 against 286).

4.8 Summary and Conclusions

In this chapter we have investigated the design of aperiodic arrays for Satellite
Communications (SATCOM) applications. First, we have introduced the
specifications and why aperiodic array synthesis for SATCOM applications
is a challenging task. We have then considered and studied the effects of a
number of aspects, including: i) simplified modular design, ii) accurate multi-
beam optimization, iii) realistic mutual coupling effects, iv) multipurpose
reconfigurable arrays, and v) power efficient isophoric array.

Aperiodic arrays are shown to be capable of severely reducing the number
of elements, from more than one thousand to a few hundreds. The proposed
method is shown to be capable of synthesizing massive arrays of complex
antennas. Moreover, the flexibility of the Compressive Sensing (CS) approach
has been shown to be very useful in including several different design aspects.
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Chapter 5

Point-to-Point Backhaul

Microwave radio links are an efficient solution for connecting parts of the
network, when a cabled installation is either impractical or too expensive.
The expected increase in deployed base stations will heavily depend on such
types of links [46]. Therefore, Point-to-Point (PtP) backhauling links will
be a key component in modern network infrastructure.

To reach the required high-end performance, highly directional antennas
with low interference are used [47]. These requirements are typically and
effectively met with reflector antennas. However, antenna arrays offer
low profiles and easier scanning capabilities, though meeting the strict
interference levels is a challenging task. Moreover, at mm-wave frequencies,
planar technologies such as microstrip antennas are popular suffer from
high losses [48]. We propose an aperiodic slotted waveguide antenna array
with improved side lobes and high efficiency. The antenna is realized by
milling three layers of aluminum and bonding them together by vacuum
brazing. Results show wide bandwidth, high aperture efficiency and patterns
compliant with regulations in all planes.

In this chapter we present the design of an aperiodic isophoric array
for PtP communication at Ka-band. First we introduce the application
scenario and the requirements. Then we discuss the aperiodic array layout
adopted for this application and the designed antenna and feeding network
is presented. Finally, measured results are presented. This chapter is based
on Paper C, where the design and manufacturing has mainly been followed
by visiting researcher Dr. Shi Lei.

5.1 Application Scenario

Backhauling systems are used for high capacity, highly reliable and spec-
trally efficient links. This is achieved by using microwave frequencies and
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Figure 5.1: Illustration and comparison of (a) a regular and (b) an aperiodic
isophoric waveguide array. Note that the aperiodic array has different spacing
dk and power Pk per waveguide, where Pe is the power per slot.

highly directive antennas with strict interference limits. Standardization
organizations mandate the specifications that antennas must fulfill. The
European Telecommunications Standards Institute (ETSI) identifies four
classes of Radiation Pattern Envelops (RPE), depending on the interference
risk in the network [49]. In the following we will focus on ETSI class II
specifications.

At mm-wave frequencies, standard planar technologies are not suitable
due to high losses. Instead, alternative architectures have been proposed,
such as Substrate Integrated Waveguides (SIW) [50, 51] and gap waveg-
uides [52]. We have adopted a classical standard metal hollow waveguide
architecture [53–58]. To meet the RPE requirements, amplitude tapering is
typically adopted [57,59,60], at the cost of reduced efficiency, see Section 2.2.
Another common solution is tilting of the array, which however increases the
cross polarization [48]. Tilting is possible since the RPE is defined only for
the main plane, and a rotation will move the major side lobes to a diagonal
plane.

We propose instead an aperiodic isophoric dense layout, capable of
meeting the RPE in all planes while keeping high efficiency. To exploit a
simpler slotted waveguide architecture we have opted for a column arranged
layout, as illustrated in Fig. 5.1. A set of waveguides are positioned side-by-
side with an aperiodic spacing and different number of slots. The aperiodicy
is only along the E-plane, while every slotted waveguide has a regular layout
and acts as a subarray. Note that the feed network must be designed to
provide in-phase and appropriate power at each waveguide. This is done to
compensate for the different spacing and number of slots per subarray.
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5.2. Antenna Layout

Figure 5.2: Far-field patterns and layout for (a) the aperiodic array and (b)
a comparable regular array. Each antenna position represents a two slots.
The spacings are dx = 0.45λ0 ∼ 0.72λ0 for the aperiodic and dx=0.7λ0 for
the regular, while for both dy = 0.5λ0.

5.2 Antenna Layout

The array layout has been optimized for the target specifications, while
keeping practical design aspects in consideration. In order to obtain a high
efficiency compact array we have used the synthesis procedure presented in
Section 4.7. Since we aim at designing a column arranged layout, instead of
the original circular one [xiii], we have adapted the procedure. The two step
procedure requires: i) synthesis of an aperiodic tapered linear aperiodic array
by CS for the target mask and adopted slot elements, ii) transformation
to an aperiodic isophoric array by placing a subarray of equispaced slots
in number proportional to the original element amplitude. Moreover, in
order to simplify the design of the rest of the antenna, a number of practical
constraints have been added. These include: E- and H-plane symmetry, 2n

number of columns, minimum inter-column spacing, maximum number of
elements per column and an even number of slots per column. The target
radiation mask is the ETSI class II RPE with a 2dB error margin and a
scanning range of ±15◦ in the azimuth plane.

The optimized layout and the radiation pattern for every φ-cut are shown
in Fig. 5.2(a). The total number of slots is 160, organized in 16 columns.
Three types of columns (Type I, II and III) are identified depending on
the number of slots contained, 12, 8 and 4 respectively, see Fig. 5.3. An
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Figure 5.3: Exploded view of the proposed antenna: (i) Layer 1 (blue) is
the radiation layer, with slots and metal fences; (ii) Layer 2 (orange) is the
column feeding layer, with 16 ridged waveguides; (iii) Layer 3 (green) is the
distribution layer, with the corporate feed network.

equivalent regular array with the same number of elements and aperture is
shown for comparison in Fig. 5.2(b).

5.3 Antenna Design

Based on the aperiodic layout, the rest of the antenna, including the feeding
network, has been designed. An exploded view of the complete antenna is
shown in Fig. 5.3. The antenna is realized by milling three layers of aluminum
and subsequently bonding them by vacuum brazing. The structure has a
total outline of 128×110mm2 and a thickness of 10.7mm. The top layer is the
radiating plate and contains the slots organized in columns and separated
by metal fences. The intermediate layer hosts the ridge waveguides, which
are fed at the center by a feeding window, and used to excite the column
subarray. The corporate feed network is realized betweeen the middle and
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5.4. Results

Figure 5.4: Simulated and measured reflection coefficients.

the bottom layer. The input port is a standard WR-28 waveguide port
located at the bottom of the antenna.

Each column in the design is a slotted waveguide, which acts as a subarray.
A ridge slotted waveguide has been used to broaden the bandwidth and
reduce the column width to better accommodate the aperiodic spacing. The
waveguide and slots dimensions have been designed according to [61] and
then the three column types have been optimized for wideband matching.
Each column is fed from the center by a dual ridged feed window embedded
with a balanced power divider. Below this, a double ridge stepped transition
is used to change to a rectangular waveguide, as used in the rest of the feed
network.

The feed network distribute the signal from the input port to each
of the column ports. A corporate feed network architecture is used to
provide the appropriate power and phase distribution over a wide band.
The power division ratio of each of the 15 power dividers is calculated
according to the number of slots per waveguide, resulting in four type of
power dividers [62]. Moreover, the feeding network layout is designed to
provide in-phase excitation despite non-equal port positions. This is achieved
by adjusting the power divider position such as to guarantee identical path
lengths for all branches.

5.4 Results

The antenna has been manufactured and tested in an anechoic chamber.
The simulated and measured reflection coefficients show good agreement,
Fig. 5.4. The impedance bandwidth is about 12% (28.0GHz∼31.5GHz) for
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Figure 5.6: Simulated and measured gains and relative efficiency.

a return loss better then 10dB.
The farfield pattern in the three principal planes (E-, H- and D-plane)

are shown in Fig. 5.5 at 30GHz. Measured and simulated results show
good agreement and meet the ETSI Class II RPE in every plane cut. The
measured cross-polar levels are better then -45dB over the frequency band.

The measured and simulated gain and efficiency are shown in Fig. 5.6.
The simulated is better than 28.5dBi over the frequency range from 28.0GHz
to 31.0GHz. The efficiency calculated with respect to the active aperture
is better than 80% over the bandwidth and exceeds 90% at 30GHz. The
measured gain is about 2.2dB lower than the simulated one, which is believed
to be due to the ohmic losses introduced by the plating. While simulations
are presented for a complete aluminum structure, the measured prototype
had a nickel plating applied, which allows easier brazing with tin. Nickel has
significant losses at Ka band, which has been confirmed in simulations. An
entirely aluminum prototype is currently under manufacture. Measurement
results will then be updated.

5.5 Summary and Conclusions

In this chapter we have presented a dense aperiodic array for PtP communi-
cation at Ka-band. First, we have introduced the application scenario and
the key specifications. Then we have proposed an isophoric column-arranged
aperiodic array with reduced side lobes and high efficiency. The manufac-
tured slotted waveguide array antenna and the feeding network design is
briefly discussed. Finally, simulated and measured results are presented.

The dense isophoric aperiodic array is capable of meeting ETSI class II
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specifications in the entire space with high efficiency. In contrast with the
previous chapter, the aperiodicity is used here to meet the RPE instead
of minimizing the number of elements. The adopted column-arranged lay-
out adapts to an easier implementation with the well-established slotted
waveguide architecture. The corporate feed network is designed to provide
appropriate power and phase distribution over a wide band, compensating
for the different number of slots and positions of each column. The antenna
is milled in three layers of aluminum, then bonded by vacuum brazing. Mea-
surements show a 12% impedance bandwidth (28-31.5GHz). The simulated
gain is better then 28.5dB and the efficiency is above 80% (>90% at 30GHz).
Radiation patterns are compliant with ETSI class II requirements in all
plane cuts.
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Chapter 6

Line-of-Sight MIMO Backhaul

The fast-paced growth in mobile connectivity poses new challenges to the
current wireless network infrastructures [63]. New technological solutions are
needed both in the systems that provide coverage to the end user (Chapter 7),
as well in their interconnections that support such demands (Chapter 5).

One of the proposed solutions for increasing the capacity of current back-
hauling systems is to adopt the Multiple-Input-Multiple-Output (MIMO)
architecture [64], see Section 2.5. However, these systems are typically de-
ployed in a Line-of-Sight (LoS) environment and thus must rely on near-field
propagation to support multiplexing. Besides the relative short maximum
distances, LoS-MIMO systems are characterized by poor installation flexibil-
ity [65]. Aperiodic arrays can substantially improve the minimum capacity
for a wide range of distances and thus enable flexible and readily deployable
units. Moreover, the aperiodic switched array is proposed as a simple exten-
sion to further improve the capacity. Due to the typically small number of
antennas employed, an exhaustive search has been adopted in the synthesis.
Instead of sophisticated synthesis methods, a simple exhaustive search has
been adopted due to the small number of antennas employed.

In this chapter we introduce the underlying principle of LoS-MIMO
backhauling, its specifications, and the limitations of current regular arrays.
After providing an intuitive reason why regular arrays have such limitation,
we show how aperiodic arrays can improve this. We then present results
demonstrating the benefits of aperiodic arrays and the aperiodic switched
concept. Finally, conclusions are given. This chapter is based on Paper D.

6.1 Application Scenario

As discussed in Section 2.5, the performance of MIMO systems typically
depends on the surrounding scattering environment and their ability to create
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Figure 6.1: Illustration of a 4× 4 line-of-sight MIMO link.

uncorrelated channels and enable multiplexing. In backhauling applications
however, alternative mechanisms are needed, because what is typically
experienced is LoS propagation instead, i.e., K = ∞ in Eq. (2.8). It is a
known fact that in far-field LoS it is not possible to obtain MIMO capabilities
excepts for dual polarization [66]. However, in the (non-reactive) near-field
or Fresnel region, i.e. for R < 2D2/λ, it is possible to obtain orthogonal
channels. That is, for relatively small distances, the path length differences
between each pair of transmit and receive antennas are not negligible and can
be exploited to create independent channels. Therefore, to cover any practical
distance, electrically massive apertures and thus large inter-element spacings
are needed. This, in turn, requires very high frequencies to maintain practical
antenna dimensions. In line with the current trend towards dense micro-cells,
we will consider the scenario of a short-range urban backhauling. We thus
consider a four element linear array operating at mm-wave frequencies with
an aperture size of about one meter and a hop length (link distance) of few
hundreds meters.

From Eq. (2.9), it can be shown that the maximum capacity is obtained
when all the channel eigenvalues are equal [67]. This condition corresponds
to the capacity of N identical SISO channels. For unbalanced eigenvalues
the capacity decreases, the minimum of which being equivalent to that of
one single SISO channel. To measure how far the actual channel is from this
ideal state, the condition number κ = µmax/µmin is often used. For κ = 1 the
channels are perfectly balanced while for larger values the capacity decreases
(κ = 10 being often considered the highest acceptable value). We will here
instead present the actual capacity as this gives a better understanding of
the actual data rate. To do so, we will assume a SNR of 30dB, in line with
typical power levels in backhauling applications [68].
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Figure 6.2: Effect of the distance between the terminals R on: (top) the
geometry and (bottom) the capacity and eigenvalues, for a LoS-MIMO
regular array.

6.2 Hop Length

Consider a link between two identical regular arrays. It can be shown
analytically that the following relation holds for a LoS-MIMO link [69]

d =

√
Roptλ

N
, (6.1)

where d is the inter-element spacing, Ropt is the optimal hop length, also
known as Rayleight distance, and N is the number of elements per antenna.
That is, the Rayleigh distance is the largest separation at which the antennas
experience perfectly uncorrelated channels and thus maximum capacity. Note
that the capacity in this case exceeds that in the scattering environment,
since fading channels do not have identical eigenvalues. According to the
above relation and the target application scenario, we have chosen to study
a 4 × 4 system with a frequency of 80GHz and an inter element spacing
of d = 100λ. This results in an aperture of A = 1.125m and an optimal
link distance of Ropt = 150m. However we are interested in deploying the
designed antenna in a range of distances R ∈ [15, 200]m, thus we need to
consider what happens to the capacity when Eq. (6.1) is not satisfied.

The channel capacity and eigenvalues of a conventional regular array as a
function of the hop distance are shown in Fig. 6.2(bottom). As desired, the
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link achieves the maximum capacity at the optimal distance Ropt, marked
in green. Furthermore, as expected, as the distance R increases the channel
converges to the farfield SISO case, shown in red. However, for R < Ropt an
undesired oscillatory behavior with increasing frequency for smaller distances
takes place. Some capacity dips reach as low as the SISO case, shown in
yellow.

To explain this behavior, we can make use of a geometrical illustration of
the link Fig. 6.2(top). It is worth noticing that the required extremely large
inter-element spacings give rise to a large number of grating lobes, two of
which are shown in lighter color. The Rayleigh distance (marked in green) is
the smallest distance before the grating lobes interfere with the main beam.
For a large distance (marked in red) the entire array is illuminated by a
single beam and thus only SISO communication is possible. For shorter
distances, capacity dips (shown in yellow) occur when the grating lobes
suddenly illuminate the other antennas, thus creating coherent channels.

In practice, a limited capacity loss can be tolerated, which in turn
reduces the usable distance intervals. Moreover, the uncontrolled deployment
scenario, the position errors and a wide band make such an array issuable
only for distances in the proximity of the optimal. Offering several specialized
antennas, or mechanically tunable ones, would incur in considerable design,
manufacturing and installation costs. It would thus be desirable to design a
single flexible antenna readily deployable for a wide range of distances.

6.3 Results

Aperiodic arrays are ideal candidates for LoS systems, since the limited
installation flexibility of regular arrays is related to the presence of grating
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6.3. Results

Figure 6.4: Capacity for aperiodic LoS MIMO array.

Figure 6.5: Capacity for aperiodic switched LoS-MIMO array.

lobes. Unlike regular arrays, aperiodic arrays manifest pseudo-grating lobes
(see Section 3.2.1) and are thus immune to coherent signal interference. The
array architectures considered in the following are cross-compared in Fig. 6.3.

LoS-MIMO systems typically employ a small number of antennas and
thus an exhaustive search can still be a feasible synthesis approach. Keeping
the aperture size constant, and thus with fixed positions for the two external
elements, the two internal element positions have been swept to find the array
with the highest minimum capacity over the range of interest, Fig. 6.3(b). In
all cases, the receiving and transmitting antennas have the same layout, in
order to allow the use of the same unit for both sides of the link. In Fig. 6.4
the capacity and the eigenvalues of the optimal aperiodic array are shown.
As observed, the aperiodic array is very effective at removing the dips in
the capacity which were experienced by the regular array. The minimum
capacity is 33.7bit/s/Hz, or 84% of the maximum theoretical capacity. For
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the conventional regular array, this is instead just 12bit/s/Hz or 30%.
An aperiodic switched design is also proposed to further increase the

capacity with minimal additional complexity. As shown in Fig. 6.3(c), the
array is equipped with a single switch and one auxiliary antenna so that
one of the elements can be switched between two positions. The system
is then capable of switching between three configurations (given by the
combination of the trasmit and receive configuration) depending on which
one provides the highest capacity for a given distance. The aperiodic switched
array layout is optimized such that a combination of the three switched
configurations has the highest minimum capacity over the range of interest.
The resulting capacity is shown in Fig. 6.5. The minimum capacity is
increased to 36.8bit/s/Hz, or 92% of the maximum theoretical capacity that
the system can possibly achieve.

6.4 Summary and Conclusions

In this chapter we have discussed aperiodic arrays for Line-of-Sight (LoS)
Multiple-Input-Multiple-Output (MIMO) backhauling. We have shown the
poor flexibility of conventional regular array when it comes to distance
between the terminals. Aperiodic arrays and aperiodic switched arrays have
then been presented as a simple and effective solution to overcome this
limitation. The synthesis is based upon a simple exhaustive search of all
possible configurations due to the small number of elements involved.

Aperiodic arrays for LoS-MIMO systems are shown to be very effective
in improving the minimum capacity over a wide range of distances between
the terminals. For example, a 4× 4 aperiodic linear array can guarantee a
capacity better then 84% of the theoretical maximum. That represents a
significant improvement over a conventional regular array’s 30%. Moreover,
by the addition of only a single switch and an auxiliary antenna it is possible
to further increase the capacity. The aperiodic switched array is shown to
provide capacity exceeding 92% of the theoretical maximum.
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Chapter 7

Multi-User MIMO User Coverage

The predicted growth of the demand for mobile connectivity is calling for
new multi-antenna concepts [70]. Some of the envisioned technologies are
massive, Multi-User (MU) Multiple-Input-Multiple-Output (MIMO) systems
at mm-wave frequencies [71]. Multiplexing typically requires the allocation
of part of the system resources (time, frequency or code) to each of the
users, thereby dividing the maximum capacity between the users [4, Chapter
14]. MU-MIMO instead supports Spatial Division Multiple Access (SDMA)
which can distinguish the users based on their spatial signatures. The system
can then transmit and receive with full resources to each user at the same
time, thus considerably increasing the total capacity.

Contrary to prevailing understanding, the array layout affects the perfor-
mance of MU-MIMO systems [72][xiv]. In particular, aperiodic arrays can
be superior to their regular counterparts in terms of link quality, data rate
and power efficiency, especially in large and crowded cells. To exploit this,
we propose a novel statistical/density taper-based synthesis approach and
discuss the results for different system sizes.

In this chapter we first introduce the application scenario and the most
relevant figures of merit. We then discuss and explain intuitively why
aperiodic arrays can be superior to regular ones. Subsequently we present
a novel hybrid approach tailored for this application. Finally, results for
different systems sizes and conclusion are presented. This chapter is based
on Paper E and [xiv].

7.1 Application Scenario

Let us consider a M ×K single cell narrowband Multi User (MU) Multiple-
Input Multiple-Output (MIMO) system, as shown in Fig. 7.1. The Base
Station (BS) is equipped with M antennas and serves a 120◦ sector where
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Figure 7.1: Illustration of a M ×K MU-MIMO cell.

K single-antenna User Equipments (UEs) are arbitrarily located. We can
distinguish two different regimes: in uplink the UEs transmit to the BS,
while in downlink the BS transmits to the UEs; in both cases all users
are served at the same time. Since the UEs operate individually and are
equipped with a single antenna, the coding is performed on the BS side only,
for both link directions. Although similar conclusions apply, we focus on
the uplink scenario. For downlink please refer to Paper E.

The received signal y ∈ CM×1 at the M BS antennas follows Eq. (2.7),
here SNR is the average signal-to-noise-ratio [73]. For the channel model H,
we will here discuss only the Line-of-Sight (LoS) case, the most favorable for
aperiodic array. Results for scattering environments are included in Paper E.
The BS antennas are modeled as Huygens sources and the UEs are assumed
randomly located and uniformly distributed in the sector [74]. Each UE
is thus associated with a plane wave with a uniform random distribution
in angle of arrival, amplitude, phase and polarization. This model is also
referred to as Random Line-of-Sight. To obtain meaningful statistics from
all the random variations, a large number of realizations are simulated.

To recover the original transmitted signal x, the BS performs decoding on
the received signal. We assume perfect channel state information at the BS,
i.e., exact knowledge of H. For linear de-coding, the reconstructed signals
can be expressed as ỹ = Wy, where W is the decoding matrix. Since in this
scenario the interference between users is expected to be the limiting factor,
we choose a beamforming algorithm that suppresses this. Zero Forcing (ZF)
coding, i.e. W = (HHH)−1HH , accomplishes this.

The Signal-to-Interference-plus-Noise Ratio (SINR) for the kth UE is

SINRk
ZF
=

SNR
(HHH)−1

k,k

, (7.1)

for ZF de-coding. The SINR is linearly dependent on the SNR and it is
thus sufficient to show the results for one value of SNR (i.e. SNR=0dB) [75].
Moreover, for fixed H, any improvement in the SINR translates directly to
the SNR and vice versa.
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7.2. Aperiodicity Effect

Finally, the ergodic Sum Rate (SR) capacity, in a similar manner as in
Eq.(2.9), can be written as [73]

SR =
K∑
k=1

E[log2 (1 + SINRk)], (7.2)

which is the expected or average capacity over all possible random variations.
To describe the statistics in more detail, we use instead the SINR Cumulative
Distribution Function (CDF). In this regards, an important measure is the
SINR evaluated at the 5% CDF level, SINR|5%. According to the above, this
gives directly the required SNR, and thus the required transmitted power in
order to provide a minimum target SINR to 95% of the users.

Another important aspect in MIMO systems is the effect of coding
on the amplifiers’ efficiency. The coding matrix W is changed adaptively
depending on the channel H, thus it has a statical distribution itself. In
practice, however, each antenna is connected to an amplifier which has
a maximum output power and typically operates at maximum efficiency
when saturated [76]. This is especially important when transmitting, i.e.,
in downlink, since power amplifiers are one of the most power demanding
components. It is thus desirable to have all power amplifiers always operating
at a fixed uniform power level, although the adaptivity of MIMO operates
in the opposite direction. Consider the vector average power and variance
for each antenna

µ = E[|
K∑
k=1

W:,k|2]; σ2 = Var[|
K∑
k=1

W:,k|2], (7.3)

where the fist should be uniform, and the second minimum. Moreover, to
capture the overall array power range in a compact way, we define the power
spread as

PS = max(µ+ σ2)/min(µ− σ2), (7.4)

where 0dB represents the ideal constant and uniform power feeding. Larger
values indicate instead an undesired tapering and/or variance.

7.2 Aperiodicity Effect

To demonstrate and explain the effect of an aperiodic layout on the system
performance, we consider an 8 × 2 system [xiv], as illustrated in Fig. 7.2.
We compare an aperiodic array to the reference regular array with the same
aperture, as shown in Fig. 7.3(inset).
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Figure 7.2: Illustration of a 8× 2 MU-MIMO cell.

Figure 7.3: SINR CDFs for a 8× 2 system with average element spacing of
∆x = 0.5, 1, 2λ.

First, we consider the SINR CDF curves for both arrays with average
element spacings of ∆x = 0.5, 1 and 2λ, as shown in Fig. 7.3. Note that
the rightmost curves are superior since higher powers are more probable.
Clearly, the regular array (solid lines) is not affected by the spacing, whereas
the aperiodic array is. Defining the aperiodic array SINR gain at 5% as

SINRG = SINR|aperiodic
5% /SINR|regular

5% , (7.5)

in the above cases we have a SINRG of 0.2, 2.3 and 3.1 dB respectively for
different element spacings.

To better explain the origin of the aperiodic array gain, we focus on
the ∆x = 1λ case and investigate the effect of the angle of arrival φ. In
Fig. 7.4(left) we consider the SINRG for a variable angle of coverage: the
two UEs are randomly located within a sector centered on φdir and φsep

wide, cf. Fig. 7.2. The aperiodic array is always superior but from around
φsep = 60◦ the SINRG rapidly increases to 2.3dB, which corresponds to
the full-coverage . In Fig. 7.4(right), fixed scanning positions are instead
investigated: UEs are now located only on the edges of the sector described
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Figure 7.4: SINRG in dB of the aperiodic array for a sector centered on φdir

and φsep wide. In the left figure UEs are randomly located within the sector
and in the right figure on the edge of coverage only.

before. Here the effect of grating lobes, and the immunity of the aperiodic
array, are clearly visible with spot-like and high gain points. Also note how
the transition to high SINRG and the grating lobes region coincide in the
two figures.

The observations above support the idea that indeed the aperiodic array
is superior to the regular one when grating lobes appear. To show this
visually, let us consider a realization where the interfering UE is located
in the proximity of the grating lobe for the regular array, as shown in
Fig. 7.5. The irregular array allows for more accurate beamforming towards
the intended user, while at the same time suppressing the interference signal
more effectively too, as compared to the regular array counterpart. Clearly
the pseudo-grating lobes of the aperiodic array allow for a higher interference
suppression and better pattern control.

Finally, the non-uniform element density of the aperiodic array affects
the power distribution among the antennas. In the next section we will show
how a properly designed aperiodic array can obtain a more uniform power
distribution and thus improve the amplifiers’ efficiency. Similarly to the
SINRG, we define also the Power Spread Compression (PSC)

PSC = PSregular/PSaperiodic. (7.6)

Note that both the SINRG and PSC are positive when the aperiodic array
is superior.
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Figure 7.5: Example of radiation patterns of the regular and aperiodic arrays
when the undesired UE is close to the grating lobe.

7.3 Synthesis

Current literature on aperiodic array design has mostly focused on conven-
tional (fixed or switched beam) beamformers, where the desired beamshape
is known a-priori. In MIMO applications, however, adaptive beamforming
is employed. As such there is no pre-knowledge on the desired beamshape
nor the excitations, since they are both entirely channel-dependent and
continuously varying. For this reason most of the available methods for
aperiodic array synthesis are not suitable or readily applicable to MIMO
applications. The proposed aperiodic array synthesis method is based upon
a new hybrid statistical-tapered approach, where the knowledge of the statis-
tical distribution of the excitations is used to optimize the array layout. This
approach is illustrated in Fig. 7.6. First, we perform a statistical analysis of
the problem. To do so we densely sample the desired array aperture with
fictitious antennas to achieve an accurate and almost continuous description
of the available aperture. Then we simulate the array in the desired environ-
ment over a large number of realizations and take the resulting average power
µ, see (7.3), as the reference distribution. In the second step, the layout
is designed according to a density taper approach [77], i.e. by positioning
elements with a density proportional to the reference distribution. Starting
from µ(x) : [0, X], the auxiliary cumulative distribution i(x) =

∫ X
0
w(τ)dτ

is introduced alongside its equipartition ∆I = i(X)/(M − 1). The antennas’
positions are then simply obtained as

xm = i((m− 1)∆I)−1 m = 1 . . .M, (7.7)

where i−1 denotes the inverse operation. As shown graphically in Fig. 7.6,
starting from the reference distribution µ(x), the antenna positions are found
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Figure 7.6: Illustration of the proposed aperiodic array design approach.

as the intersecting points between i(x) and its equipartition.

7.4 Results

The proposed synthesis method has been applied to MU-MIMO systems
of different sizes. As already shown, the aperiodic array can improve the
SINR ratio, and thus the capacity too. In Fig. 7.7(a) we investigate the
effect of the system size on the SINRG. Starting from the 8× 2 system sizes
as before (SINRG=2.3dB), if we double the number of BS antennas but
keep the UEs fixed (16× 2), the CDF improves as expected, however the
SINRG now decreases to 1dB. Now if we also double the number of UEs
(16 × 4), i.e., keeping the BS antenna to UEs ratio same as the first case,
the CDFs stabilize between the two previous cases and the SINRG reaches
3.5dB. Finally, if the number of UEs is doubled (16× 4), the SINRG exceeds
10dB. Note how the aperiodic 16×8 has approximately the same CDF as the
8× 2 array, where the regular would instead lose 10dB at the 5% point. The
SR capacity for the same set of systems sizes is instead shown in Fig. 7.7(b).
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7.5. Summary and Conclusions

Since this is the total system capacity, it increases both with the number of
BS antennas and UEs. The aperiodic array is always superior to the regular
and is increasingly so for larger and more crowded scenarios. Accordingly,
the aperiodic array does not only improve the users’s 5 percentile, and thus
the minimum power budget, but also the capacity.

We now consider the effect of the element position on the power distri-
bution among the antennas. In Fig. 7.7(c) the antenna’s normalized average
power is shown for the regular and aperiodic arrays for systems sizes as
before. A similar behavior to the SINRG is observed: the regular array has
an increase in power imbalance between the internal and external elements
when increasing the number of BS antennas and the UEs to BS antennas
ratio. The aperiodic array, on the other hand, exhibits a more uniform
average power among elements. Again, a similar trend is also visible for the
antenna’s power variance, shown in Fig. 7.7(d). Here the aperiodic array
reduces the maximum variance but is not beneficial for the inner element.
Overall, the aperiodicity is mostly beneficial in ensuring a uniform average
power allocation rather than substantially improving the variance.

As shown, both the link quality and amplifier power spread are strongly
dependent on the system size. It is thus interesting to study the effects
for massive MIMO architectures. Due to large number of system sizes
considered, we will present only the compact metrics of the SINRG and PSC
and not every CDF and power curves. Fig. 7.8(a) shows the SINRG as a
function of number of BS antennas and cell crowdedness, i.e., number of
UEs as percentage of BS antennas (K/M ∗ 100). In Fig. 7.8(b) the PSC is
also reported. In general the SINRG can be very substantial, especially in
crowded cells and for larger number of BSs. The PSC, on the other hand,
has more moderate gains and not a trend as easily identifiable. For example,
a moderately large system with 64 BS antennas would benefit from a SINR
increase of 3dB at 10% cell crowdedness and above 15dB at 30%, while also
having a PSC between 1 to 3dB.

7.5 Summary and Conclusions

In this chapter, aperiodic arrays for Multi-User (MU) Multiple-Input-Multiple-
Output (MIMO) systems have been discussed. Contrary to the prevailing
understanding that the array layout has no effect on the performance, we
have demonstrated and investigated the reason of the aperiodic array superi-
ority. A novel hybrid statistical/density tapered synthesis approach is then
proposed for the synthesis of optimal arrays in this application. Results for
different system sizes are then presented and discussed.

Despite little work in the literature thus far, aperiodic arrays can offer
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Figure 7.8: SINRG and PSC against BS antennas and cell crowdedness.

important performance improvements over regular arrays in MU-MIMO
applications. These include increase in the signal-to-interference-plus-noise-
ratio, the sum rate capacity and the amplifier power uniformity. These in
turn result in a reduction of the power budget, an increase of the system
capacity and an improvement of the power efficiency respectively. Even for
a relatively small 16× 8 MU-MIMO system, it is possible to achieve a 10dB
power budget improvement, a 12% capacity increase and a 3dB reduction of
the amplifiers power tapering reduction. Moreover, results show that the
gains increase for large and crowded cells, thus of interest to future massive
systems.
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Chapter 8

Contributions and
Recommendations for Future
Work

Aperiodic array synthesis is a highly active research topic. Improving the
performance and/or reducing the costs of array systems is certainly very
attractive, however it is challenging too. In this thesis we have investigated
the advantages of aperiodic arrays for both classical phased arrays and
Muliple-Input-Multiple-Output (MIMO) systems. It also covers effective
synthesis methods for aperiodic array designs. The considered application
scenarios and the respective main contributions are:

• Large sparse arrays for Satellite Communications (SATCOM)
In this scenario we have primarily focused on minimizing the number
of antenna elements, and thus the costs associated with electronics and
weight. To handle the massive antenna dimensions and the strict as-
sorted requirements we have proposed a hybrid deterministic technique
based on Compressive Sensing and fullwave analysis. The approach
minimizes the number of elements, accounts for mutual coupling, and
offers the flexibility to include several aspects. Several extensions have
been investigated. Multi-element arrays can further reduce the number
of elements. A modular or an isophoric architecture can lower the
manufacturing costs. Reconfigurable arrays can offer multiple services
with one single array. Electronics nonidealities in multi-beam systems
can be modeled.

• High efficiency arrays for Point-to-Point (PtP) backhauling
In backhauling systems, high directivity and strict interference limits
are desired. We have successfully applied the synthesis method de-
veloped for SATCOM applications in the design of a dense isophoric
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slotted waveguide for Ka band. The array is realized over three layers
of aluminum and includes a feed network compensating for power
and phase differences introduced by the aperiodicity. Simulation and
measured results show wide impedance bandwidth, ETSI II compliant
patterns and aperture efficiency above 80%.

• Robust arrays for Line-of-Sight (LoS) MIMO backhauling
LoS-MIMO systems suffer from limited flexibility when it comes to
the distance between the terminals. This implies significant costs for
equipment manufacturer. However, aperiodic and switched aperiodic
arrays are capable of substantially improving the minimum capacity
over a desired distance interval. The capacity is guaranteed to always
exceed 84% and 92% of the maximum possible capacity, for a large
range of distances. A simple exhaustive search has been successfully
adopted for the array synthesis, due to the small problem dimension.

• Base station arrays for Multi User (MU) MIMO coverage
Aperiodic arrays for MU-MIMO can significantly improve the signal
quality, the system capacity and the power efficiency of the base
station. To include all the random variations introduced by the users
we have developed a aperiodic array synthesis method based on a
hybrid statistical/density taper-approach. The performance gains are
shown to scale with the number of base station antennas and user
equipments, making it attractive for upcoming massive MIMO systems.

8.1 Recommendations for Future Work

Aperiodic array synthesis still presents many open questions and possible
directions for future work.

The array synthesis framework presented in this thesis is generic and
flexible and therefore well-suited to be used also for other applications.
However, while the adopted method proved to be very powerful, it suffers
from some limitations. One of such limitations is the inability to rigorously
avoid the collision of antenna elements, which can occur especially in dense
layouts with strict pattern masks. Additionally, the method can be sensible
to a series of indirect parameters which require tuning and complicate the
design procedure.

In SATCOM applications, despite substantial work in the literature,
few to none demonstrators have been manufactured so far. The associated
costs are in fact extremely high. However, the possibility to measure a
scaled version could be investigated. Also, measuring a prototype for less
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demanding applications, such a lower orbit satellite, could represent an
acceptable compromise.

In PtP communication systems, the increase in traffic will likely require
a tightening of the interference limits. It would thus be interesting to push
the limit of aperiodic isophoric arrays to stricter radiation pattern envelopes,
such as ETSI class III and IV. Moreover, it would be interesting to investigate
the applicability of different architectures and layouts.

In LoS-MIMO backhauling, the long term stability of the system with
atmospheric variations is of key importance. However, to the author’s
knowledge, measurement campaigns have been performed only with regular
arrays so far. It would thus be valuable to manufacture a prototype and
perform long-term field measurements.

For MU-MIMO systems, aperiodic array have increasing performance
advantages for larger and crowded systems. However, results show that
the maximum gain is localized for a specific combination of number of
base station antennas and user equipments. This might suggest that the
proposed synthesis procedure could be further improved. Indeed, the work
here presented is one of the very earliest on the topic and thus several
questions are still open.
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