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On the defective origin of conductive and structural properties of
oxides: insights from first principles

Anders Lindman
Department of Physics

Chalmers University of Technology

Abstract

Oxides are versatilematerials with applications inmany different research fields; especially
those related to clean energy technologies, such as fuel cells, batteries and solar panels.
Many functional properties of these materials derive from lattice imperfections, or defects,
and a lot of effort has been put into fine tuning thesematerials bymodifying their structure
on the atomic scale. This lays the foundation for this thesis, where the aim has been to
explain the underlyingmechanisms of properties in a selection of oxides, mainly those with
the perovskite structure (ABO3), by studying a variety of different defect species: oxygen
vacancies, protons and hydride ions, acceptor dopants, electron and hole polarons, and grain
boundaries (GBs). The methodology employed here constitutes a set of first-principles
methods, mainly different flavors of density-functional theory (DFT) but also perturbation
theory within the G0W0 approximation, assisted by thermodynamic modeling.

The major part of the thesis is focused on defects in BaZrO3, an oxide that when
acceptor-doped and exposed to water acts as one of the most promising ceramic proton
conductors by combining high bulk conductivity with high thermodynamic stability. The
total proton conductivity in this material is, however, limited by high impedance at GBs
due to the formation of space charges at these interfaces. This issue is addressed in four
of the appended papers, which include studies on several different GBs as well as a com-
parison with GBs in the similar perovskite BaCeO3. Acceptor-doped BaZrO3 is also a
p-type conductor under oxidizing conditions and this serves as the motivation for two pa-
pers, which address the description of holes in these materials. The final paper on BaZrO3
sets out to describe the chemical expansion the material exhibits upon hydration.

The work extends beyond conventional ceramic proton conductors with a study on the
novel oxyhydride material BaTiO3−xHx, where the electronic and vibrational properties
of hydride ions are investigated. Finally, the thesis is concluded with a study of the oxygen
vacancy in a set of binary and ternary oxides, where the aim is to show the general behavior
this defect displays in these materials despite the fact that both the electronic and ionic
structure vary significantly between the different compounds.

Keywords: point defects, grain boundaries, space charges, polarons, oxides, pro-
ton conductors, BaZrO3, oxyhydrides. density-functional theory, thermodynamic
modeling.
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1
Introduction and motivation

Today, the global society relies on the use and production of fossil fuels. This has a
negative impact on the environment in terms of pollution as well as global warming
due to emission of greenhouse gases. There are also economic and political aspects
of concern here as most of the world’s oil deposits are limited to relatively few
geographical areas, many which lie in unstable regions. In addition, a significant
amount of fossil fuels has already been extracted and the supply will be limited in
a not too distant future. Sustainable alternatives are therefore essential in order
to meet future energy demands.

While there are commercial alternatives already on the market such as solar
cells and wind power, a completely new energy infrastructure will be required in
the future in order to become completely independent of fossil fuels. One of the
most promising alternatives is the hydrogen economy [4], where hydrogen serves
as energy carrier. The chemical energy stored in hydrogen can be released through
reaction with oxygen, where water is the only byproduct in the ideal situation:

2H2 + O2 ⟶ 2H2O. (1.1)

The hydrogen economy can be divided into three main parts: production, stor-
age and use. A chain is not stronger than its weakest link and all these stages have
to be optimized in order for hydrogen to become a viable energy source, and at
moment none of them have reached the necessary requirements. Hydrogen can
be produced by the splitting of water in electrolyzer cells, which ideally are driven
by solar power. Other (less sustainable) routes to hydrogen production include
separation of hydrogen from various hydrocarbons using chemical reactors and
separation membranes, such as steam reforming of methane. The storage of hy-
drogen is a delicate problemwhere volume and weight restrictions pose the largest
difficulty, especially for mobile applications. Solid storage materials also rely on
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Chapter 1. Introduction and motivation

fast capture and release of hydrogen, which require a fundamental understanding
of the different catalytic reactions at play. The final stage, which is to extract the
energy for use, is managed by the fuel cell. A fuel cell convert the chemical energy
stored in hydrogen to electrical energy and can operate with a higher (theoretical)
efficiency compared to combustion and heat engines.

The realization of the hydrogen economy requires a variety of different electro-
chemical devices that in turn constitute of materials that have to be able to with-
stand a huge range of external conditions, such as different temperatures, pres-
sures and gaseous environments. Hence, many different types of materials are
necessary in order to satisfy these demands. The work in this thesis in focused
on solid oxides, a class of materials that can be both good ionic and electronic con-
ductors if subject to high and intermediate temperatures (> 400 °C). The following
section serves as a short introduction to this field and outlines the basic principles
of some typical solid oxide devices as well as different relevant materials and their
properties. For a more comprehensive review on the subject see, e.g., [5].

1.1 Solid oxide devices

Solid oxide devices, such as electrochemical cells and membranes, generally con-
stitute of three main parts: the anode, the electrolyte and the cathode (see Fig. 1.1).
The desired properties of these sub systems depend on the character of the device,
which can be designed for many different applications such fuel cells, electrolyzers
and chemical reactors, separation membranes and sensors [6, 7]. The electrodes
generally need to be catalytically active towards the chemical reactions that takes
place at either side of the device and at the same time often required to be mixed
ionic-electronic conductors. Electrolytes can be either pure ionic or mixed con-
ductors depending on the device. The former is required for applications where
electricity is extracted or supplied through an external circuit that connects the two
electrodes, as in fuel cells and electrolyzers.

To demonstrate the working principles of these devices the solid oxide fuel cell
[8] will serve as an example (see Fig. 1.1). The fuel cell converts the chemical energy
of the reaction in Eq. (1.1) into electricity, which takes place in several steps at
the different cell components. The fuel is supplied at the anode where hydrogen
adsorbs to the surface and forms protons and electrons, H2 → 2H+ + 2e−. The
oxidant is simultaneously supplied at the cathode side where oxygen is reduced
according to O2 + 4e− → 2O2−. The potential across the device then causes ions
to diffuse through the electrolyte while electrons travel through an external load
and generate electricity. Finally, protons and oxide ions recombine to form water
through the reaction 2H++O2− → H2O. Depending on if the electrolyte is an oxide
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Figure 1.1: The working principle of a proton-conducting (top panel) and an oxide
ion-conducting (bottom panel) solid oxide fuel cell.

ion or proton conductor the water will be formed either at the anode or cathode,
where the latter is preferred as the former leads to dilution of the fuel.

The workflow of other devices is not that different. Electrolyzers and chemical
reactors that produce hydrogen, hydrocarbons or other types of chemicals are ba-
sically fuel cells operated in reverse with electricity being supplied to maintain the
rate of the considered reactions. For sensors, the cell voltage can be used to probe
the concentration of a compound at the anode given that the chemical potential at
the cathode is known. For separation membranes, however, there is no external
circuit as they rely on mixed-conducting electrolytes where the diffusion is driven
by a concentration gradient.

The current technology for these devices ismainly based on oxide ion-conducting
electrolytes. The most commonly used materials here are yttria-stabilized zirconia
(YSZ) and gadolinium-doped ceria (GDC), which both crystallize in the fluorite
structure, as well as strontium and magnesium co-doped LaGaO3, which is a per-
ovskite [9, 10]. YSZ is most widely used but requires high operating temperatures
(800-1000 °C). GDC on the other hand exhibit high conductivity at lower temper-
atures but then also becomes electronically conducting [10].
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Chapter 1. Introduction and motivation

The rather high temperatures needed for the conventional oxide ion conductors
are a bit unpractical since they require long start-up and shut-down times that put
the materials under substantial thermal and chemical stress. This have led to a
search for materials that operate at intermediate temperatures (400-700 °C) and
for this reason has proton-conducting ceramics gained much attention due to the
lower activation energy for protonmigration [11, 12]. Acceptor-doped perovskites
are popular materials for proton-conducting electrolytes, which become proton
conducting in wet atmospheres due to hydration of oxygen vacancies, and themost
promising materials up to this date are yttrium-doped BaZrO3 and BaCeO3 [12–
15]. However, these materials are difficult to fabricate and come with detrimen-
tal properties such as high grain boundary resistance and poor stability, which re-
duce the overall performance and limit the use in practical applications. As a con-
sequence, few commercial devices based on proton-conducting perovskites have
seen the light of day even though this class of materials have been around for al-
most 40 years [16]. It is only in the last few years that more applications have come
closer to commercialization [17–19].

So far, we have only discussed specific electrolyte materials. Although the elec-
trolyte is central to the device, the need for efficient electrode materials is equally
important. In fact, a recent success in the development of proton-conducting fuel
cells is attributed to the fabrication of a BaZrO3-based cathode material [17]. Be-
sides being mixed conductors and catalytically active it is important that the elec-
trodes are compatible with the electrolyte in such that they respond similarly to
changes in temperature and pressure. The appropriate choice of anode and cath-
ode materials is therefore to large extent determined by the electrolyte [9]. Many
of the common anode and cathode materials have perovskite and fluorite struc-
tures. For specific examples see, e.g., [9, 12, 20–22].

To conclude, this section only covers the most basic aspects but it still shows that
designing electrochemical devices is a difficult task, which requires tailor-made
materials with fine-tuned properties. Extensive research in the past has led to
improved fabrication techniques and a deeper understanding of these materials,
which have allowed for a more intricate materials design. However, in order to
proceed further in this endeavor with practical applications the underlying mech-
anisms for different properties need to be fully understood, and for this do theory
and modeling become an important tool.

1.2 Thesis aim and outline

This thesis addresses several problems related to oxides when used as ionic and
electrical conductors. Focus lies on ternary oxides with the perovskite structure
although the last paper considers a selection of binary oxides as well. The ap-

4



1.2. Thesis aim and outline

plied methodology is mainly that of first-principles calculations and thermody-
namic modeling.

Themajor part of the thesis, Papers I-VII, concerns different aspects of acceptor-
doped BaZrO3, one of the most prominent proton-conducting perovskites. The
first four papers cover an aspect that is arguably the most important for practical
applications, namely the formation of space-charges at grain boundaries that limit
the total conductivity of polycrystalline samples. The aim here is to understand
the mechanism that govern this phenomenon and why these effects are less promi-
nent in similar materials such as acceptor-doped BaCeO3. The second topic is of a
more structural character and refers to the chemical expansion that follows from
hydration of oxygen vacancy, which causes stress and can reduce the long-term sta-
bility of the material. This problem is addressed from a point defect point of view
in Paper V where defect formation volumes play an important role. The third and
final topic concerns the theoretical description of the oxidation of acceptor-doped
perovskites where BaZrO3 serves as amodel system. This reaction governs the for-
mation of holes and plays an important part in determining the conductive nature
of these materials. Holes are not well described by standard electronic structure
methods since these fails to predict accurate band gaps and to fully capture lo-
calized electronic states. More advanced theoretical and computational methods
have been applied here with the purpose to study to which extent the shortcomings
of the standard methods affect the description of holes in these oxides.

The last two papers deal with a novel oxyhydride perovskite and the oxygen va-
cancy defect, respectively. In Paper VIII the vibrational properties of hydride ions
in BaTiO3−xHx are probed using theoretical calculations and neutron scattering
techniques in order to determine the nature of electronic carriers in the material.
The final paper, Paper IX, is a study of the general behavior of oxygen vacancies
in a large set of oxide hosts with different electronic structures.

The thesis is outlined as follows. Chapter 2 gives a background to the struc-
ture and properties of oxides with focus on acceptor-doped perovskites and oxyhy-
drides. The following two chapters give a theoretical background to defect chem-
istry, space-charge formation and conductivity. Details regarding the considered
computational first-principles methods are presented in Chapter 5. At last, Chap-
ters 6 and 7 give a summary of the results and an outlook for future work.
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2
Solid oxide materials

Solid oxides are versatile materials that can be found almost everywhere on earth
due the high electronegativity of oxygen together with the abundance of oxygen
in air and water. The simplest compounds are binary oxides, which have practical
application in many different areas. Many of the conventional solid oxide ion con-
ductors are of this form, such as ZrO2 and CeO2 [10]. Another important class of
materials are the transparent conducting oxides (TCOs), which are useful for op-
toelectronic applications and where the most prominent compounds are of binary
form: SnO2, In2O3, TiO2, ZnO, etc. [23]. Some binary oxides are also used as cata-
lysts [24]. One of the most abundant materials on earth is SiO2, a binary oxide that
can crystallize in many different phases and has a widespread use, such as being a
wide-band gap insulator for microelectronics as well as being a major constituent
of cement, only to name a few [25]. Slightly more complex are ternary compounds
where the oxide ion is accompanied by two other elements. An important set of
materials among these are oxides with the perovskite structure. The main focus
of this thesis lies on perovskite oxides, although some of the binary compounds
mentioned above have been considered in Paper IX.

The remainder of this chapter is divided into three sections. Section 2.1 gives
a more detailed description of the structure of perovskites in general, while Sec-
tion 2.2 and 2.3 treat two sub classes within this family of oxides: proton conductors
and oxyhydrides. These last two sections give an introduction to the materials un-
der investigation here and discuss the problems that this thesis sets out to describe
and understand.
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Chapter 2. Solid oxide materials

2.1 The perovskite structure

Perovskite oxides have been of large interest for scientists over the last century
since this class ofmaterials exhibits awide range of physical properties even though
the crystal structure is quite simple. These materials have been shown to display
properties such as piezoelectricity, pyroelectricity and ferroelectricity [26, 27], pro-
ton, ionic and electronic conductivity [14, 28, 29], superconductivity [30–32], ferro-
magnetism [33], and magnetoresistance [34, 35]. Perovskite oxides are ionic com-
pounds with the general chemical formula ABO3, where A and B are cations. In
their most simple forms the A- and B-site sub lattices are each occupied by only
one species but for perovskites with more complex chemical formulas multiple
species can be present on each sub lattice.

The perovskite crystal structure comes inmany different forms and a few charac-
teristic examples are shown in Fig. 2.1. The archetype is the cubic phase for which
the unit cell contains only oneABO3 formula unit. TheA-site is located at the cor-
ner of the cell while the B-site resides at the center. The oxygen ions occupy the
face centers and form an octahedral unit with the B-site at its center (see Fig. 2.1).
Other perovskite structures can be characterized through distortions of the cubic
structure where one or several ions are displaced from their cubic lattice sites. For
example, a polar distortion where the B-site ion is displaced along one of the main
axes leads to a tetragonal phase, which is responsible for ferroelectric properties
of these materials. A common type of distortion is the tilting of the oxygen octahe-
dra, which can occur both in and out of phase, along one or several directions. A
classification of the various tilts and how they relate to different perovskite phases
is described in Ref. [36].

The different perovskite structures and the associated distortions are related to
the size of the cations. Assuming that ions are hard spheres with radius r it follows
from the cubic perovskite structure that

rA + rO = √2 (rB + rO) . (2.1)

The ratio between the left and right hand side of this expression,

t = rA + rO

√2 (rB + rO)
, (2.2)

is referred to as Goldschmidt tolerance factor [37] and serves as a predictor for
different perovskite structures. t = 1 yields the condition above and most likely
corresponds the cubic phase, while larger and lower values aremore prone to result
in structures with reduced symmetry. More specifically, for t < 1 the A-site cation
is too small, which leads to octahedral tilts, while in the case of t > 1 the B-site
cation is to small and is easily displaced [27]. For very large size mismatches (t ≪ 1
or t ≫ 1) it is likely that the oxide will crystallize in a non-perovskite structure.
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2.2. Proton conductors

(a)

(b) (c)

Figure 2.1: A selection of different perovskite structures: (a) cubic, (b) tetragonal
with a polar distortion and (c) orthorhombic with octahedral tilting. Green, blue
and red atoms represent A, B and oxygen sites, respectively.

2.2 Proton conductors

The earliest evidence of significant proton conductivity in perovskite oxides dates
back to a study of acceptor-doped LaYO3 and SrZrO3 in 1980 [16]. During the
following two decades many different compounds and acceptor dopants were con-
sidered [38–46] and among these acceptor-doped BaZrO3 and BaCeO3 stand out
due to their high bulk proton conductivity. While BaCeO3 and other cerates were
recognized early on as a promising proton conductors, the initial prospects for
BaZrO3 were not as good since this material displayed low total proton conductiv-
ity. It was not until the total conductivity could be separated into individual bulk
and grain boundary components that it became evident that BaZrO3 displays supe-
rior bulk conductivity and that the low conductivity in polycrystalline samples was
due to high grain boundary impedance [13, 45]. BaZrO3 and other zirconates are
very difficult to sinter and grain boundaries are therefore almost always present
in these materials. Grain boundaries in cerates are also resistive but to a lower
degree and are thus not as detrimental for the total conductivity. The cerates do,
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Chapter 2. Solid oxide materials

however, suffer from stability issues that severely limits their use in practical ap-
plications. For instance, BaCeO3 easily decomposes to form BaCO3 and binary
oxides when it comes contact with CO2 [13]. BaZrO3, on the other hand, displays
very high chemical stability and thismaterial has therefore receivedmore attention
in recent years, where major efforts have been devoted to understand and reduce
the influence of grain boundaries on proton conductivity.

The major part of this thesis is devoted to modeling of different properties of
BaZrO3 and the remainder of this section covers two aspects that are especially
important for proton conduction in this material, but also for perovskite oxides
in general: acceptor doping and the presence of grain boundaries. The former is
essential for incorporating protons into thematerial and latter concerns the overall
proton conductivity as discussed above. Togetherwith a short introduction to these
subjects the following subsections will try to provide a motivation for the work in
Papers I-VII.

2.2.1 Acceptor doping

Many of the pristine perovskites are wide band gap oxides with a low number
of intrinsic defects and are thus poor ionic and electronic conductors. Protons in
these materials are extrinsic defects that can be incorporated through hydration
of doubly charged oxygen vacancies, which is described by the hydration reaction
that in Kröger-Vink notation [47] reads as

H2O(g) + v••
O + O×

O ⇌ 2OH•
O, (2.3)

where protons are treated as hydroxide ions. A sufficient amount of charged va-
cancies have to be created in order to accommodate the number of protons re-
quired for adequate proton conductivity in practical applications. This can be ac-
complished by acceptor doping.

In semiconductor physics doping typically refers to when a defect is introduced
in a material that either donates or accepts (binds) electrons to and from the host
lattice, where the latter leads to the formation of electron holes. The charge com-
pensation of dopants is, however, not limited to electronic defects and doping can
be used to enhance the concentration of charged point defects. acceptor doping in
this context refers to substituting a part of the cations with ions of lower valence
(here denoted M) and, in turn, doubly charged oxygen vacancies are formed to
maintain charge neutrality. The most common scheme for the BaZrO3, BaCeO3

and otherA2+B4+O2−
3 perovskites is to substitute B4+ withM3+, which is described

by the reaction

2BO2(s) + M2O3(s) ⟶ 2B×
B + 2M′

B + 5O×
O + v••

O . (2.4)

10



2.2. Proton conductors

Many different dopant species have been considered and it has been established
that yttrium leads to the best performance for both BaZrO3 and BaCeO3 [15].
While not as widely considered asB-site doping in these materials,A-site acceptor
doping with alkali metals has also been proposed [48]. With an increase in the con-
centration of oxygen vacancies also comes enhanced oxide ion conductivity since
oxide ion diffusion is mediated by vacancies (for more details regarding ionic diffu-
sion see Section 4.1). The co-ionic properties (mixed proton-oxide ion conduction)
of BaZr0.7Ce0.2Y0.1O3-δ was recently utilized in a membrane reactor for methane
dehydroaromatization [18].

Associated with the hydration reaction in Eq. (2.3) is a change in volume of
material, a chemical expansion, which follows from the difference in formation
volumes of the involved defects. For large defect concentrations this effect can be
quite significant, which puts the material under severe strain that can affect the
long-term stability. This phenomenon has been observed experimentally in both
BaZrO3 and BaCeO3 [13, 49–51] and is the topic of Paper V.

Instead of creating oxygen vacancies, acceptor doping in perovskites can also
lead to the formation of holes. This occurs mainly in oxidizing environments such
as the conditions present at cathodes inmany electrochemical cells. Yttrium-doped
BaZrO3 even becomes predominantly hole conducting at high temperatures and
high oxygen partial pressures [52–54]. The two different doping scenarios are re-
lated through the oxidation reaction

1
2O2(g) + v••

O ⇌ 2h• + O×
O, (2.5)

which describes the formation of two holes at the expense of a doubly charged
oxygen vacancy. Modeling of this process is a delicate problem since holes are in-
volved and the character of the reaction has been predicted as both exothermic and
endothermic. An accurate description of the reaction relies on a proper treatment
of the electronic structure. This especially concerns the band gap and localized
states, which are usually not well described by standard electronic structure meth-
ods. It is therefore necessary to consider more elaborate approaches and this issue
is addressed in Papers VI and VII.

2.2.2 Grain boundaries

Acrystallinematerial is to a large extent described by its lattice structure. In princi-
ple, this periodic arrangement of atoms can extend throughout the whole material
forming a single crystal, but in practice this is often not the case. Many materi-
als are usually polycrystalline with a microstructure constituting of grains, where
each grain is a single crystal. At the interface between two grains there is a mis-
match in the crystal structure, giving rise to a planar defect along the interface,
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Chapter 2. Solid oxide materials

(a) TEM image of individual grains. (b) HRTEM image of grain boundaries.

Figure 2.2: TEM images of the microstructure of BaZr0.95Y0.05O2.975 [56].

(a) (b)

Figure 2.3: Schematic representation of a (a) tilt and (b) twist grain boundary,
where the red shaded regions correspond to the grain boundary plane.

which is referred to as a grain boundary. Grain boundaries often exhibit different
properties compared to the grain interior since the structure and possibly also the
stoichiometry of the grain boundary is different, which is the case in many oxides
where these interfaces are the source of various exotic ionic and electronic proper-
ties [55]. The size and morphology of grains in a material depend on sinterability,
fabrication methods and external conditions (temperature, pressure, etc.). As an
example the microstructure of BaZr0.95Y0.05O2.975 is shown in Fig. 2.2, where the
structure is dense with well-defined grains and grain boundaries.

Grain boundaries come in many different shapes depending on grain orienta-
tion. To understand grain boundary structures it is convenient to start with a single
crystal that is split in half to form two smaller crystals (or grains). A grain bound-
ary can then be obtained by rotating one of the grains relative to the other. A tilt
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Figure 2.4: Total, bulk and grain boundary proton conductivity of
BaZr0.94Y0.06O3−δ. Bulk and grain boundary conductivities are taken from
[59]. The total conductivity is calculated based on the bulk and grain boundary
contributions using a grain size of 1 μm.

boundary is formed if the rotation occurs around an axis parallel to the interface
while a twist boundary is the result of a rotation around the axis that is perpendic-
ular to the interface (see Fig. 2.3). Grain boundaries in real materials generally
contain both twist and tilt components.

As already pointed out in the introduction and in the beginning of this section,
the great interest in grain boundaries in acceptor-dopedBaZrO3 lies in the fact that
they display high proton resistance [13, 52, 57–59]. To demonstrate the effect of this
phenomenon a study of BaZr0.94Y0.06O3−δ [59] serves as an example (see Fig. 2.4).
The conductivity was found to be several orders of magnitude lower at the grain
boundaries compared to the bulk and the difference becomes more pronounced at
lower temperatures. The low conductivity at boundaries determines the rate and
as a consequence the total conductivity becomes lower than the bulk conductivity.

It has been concluded that the low grain boundary conductivity in BaZrO3 is an
intrinsic property as the grain boundaries are free of secondary phases (see Fig. 2.2)
[56, 60–62]. At present there are two known factors that can explain the high grain
boundary resistance, where one is more related to the proton mobility while the
other concern the proton concentration. The structural disorder at the boundaries
lead to changes in interatomic distances that can increase the migration barrier
for proton diffusion and reduce the mobility. First-principles studies of proton
migration in grain boundaries have indeed shown that migration barriers can be
larger at the grain boundary interface in BaZrO3 [63, 64] as well as in BaCeO3 [65].

13



Chapter 2. Solid oxide materials

The other factor that influences the grain boundary conductivity is the presence
of space-charges at the grain boundaries. The space-charge formation follows from
that positively charged defects accumulate at the grain boundary and give rise to
an electrostatic potential. In turn, the potential depletes the surrounding regions
(the space-charge layers) of charge carriers and the conductivity is reduced. There
is both experimental [56, 59, 62, 66–71] and theoretical [72–76] evidence for space-
charge formation at grain boundaries in BaZrO3, where the latter includes the
work in Papers I-IV. Space-charge formation at grain boundaries has also been
seen in other perovskites, such as SrTiO3 [77], SrZrO3 [78] and LaGaO3 [79], as
well as in other oxide materials, such as acceptor-doped CeO2 and ZrO2 [80]. The
formation of space-charges is not limited to grain boundaries and several studies
have addressed space-charge effects at surfaces and other interfaces in BaZrO3
[81–84].

Several different schemes to reduce the grain boundary resistance can be found
in the literature. A common approach that has been proven to be quite successful
is the substitution of some amounts of zirconium with cerium to form a BaZrO3-
BaCeO3 solid solution such as BaZr0.7Ce0.2Y0.1O3-δ, a compromise that leads to
improved conductivity but only a moderate loss in stability [13, 17, 18, 85]. Much
attention has been directed towards different sintering techniques where the use
various sintering aids such as zinc and nickel have been shown to improve grain
growth, which leads to increased grain sizes and consequently to a reduction in
the grain boundary density [86, 87]. High temperature annealing has been shown
to improve the grain boundary conductivity [88], which has been attributed to the
segregation of acceptor dopants to the grain boundary cores [69, 89], an aspect that
was consider in Paper III. Furthermore, in a very recent publication it was reported
that grain boundary resistances could be eliminated altogether by considering a
columnar structure for the BaZr0.85Y0.15O3−δ electrolyte in a fuel cell device [90].

2.3 Oxyhydrides

In more recent years, it has been demonstrated that hydrogen can also be incorpo-
rated into perovskite oxides as hydride ions, forming an oxyhydride phase. While
the first discovery dealt with themore exotic perovskite-likematerial LaSrCoO3H0.7
[91], more recent results concern conventional Ti-based perovskites with the chem-
ical formula ATiO3−xHx, where A = (Ca, Sr, Ba) [92, 93]. These materials are
mixed conductors, displaying both hydride and electronic conductivity [94]. Among
these three compoundsBaTiO3−xHx stands out due its ability to incorporate a large
amount of hydrogen, where as much as x = 0.6 has been reported [92]. It also dis-
plays intriguing electrical properties by going from a semiconducting to a metallic
state with increasing hydride concentration in epitaxial thin films, unlike for the
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2.3. Oxyhydrides

Ca- and Sr-based counterparts where only a metallic state is observed [95]. Up
until now most studies on these materials are fundamental in nature with focus on
understanding the materials properties, however, potential applications could be
various electrochemical devices. It has also been demonstrated that these oxyhy-
drides can act as precursors for other exotic materials, such as oxynitrides [96].

The ATiO3−xHx oxyhydrides are formed under extremely reducing conditions,
using a reduction agent such CaH2:

CaH2(s) + O×
O ⇌ CaO(s) + 1

2H2(g) + H•
O + e′. (2.6)

Under reducing conditions these materials also contain oxygen vacancies and a
competing reaction is thus

O×
O ⇌ 1

2O2(g) + v••
O + 2e′. (2.7)

Unlike many other oxyhydrides, these perovskite materials are stable in air up to
temperatures of about 400 °C, where hydrogen starts to leave the materials.

Despite the increased interest in these systems in the recent years many fun-
damental questions still remain, especially those concerning the hydride diffusion
mechanisms. This is an ongoing discussion and several different explanations have
been proposed in the literature, which include interstitial hydride diffusion as well
as migration mediated by oxygen vacancies [97–99]. It is also not clear if there is
a coupling between the hydride and electron dynamics, and an important results
within this context is the recent discovery of an oxyhydride that displays hydride
conductivity but at the same time is an electrical insulator [100, 101]. The contribu-
tion from this thesis in the context of oxyhydrides is the work of Paper VIII, where
the character of the electronic carriers in BaTiO3−xHx is studied by the means of
theoretical calculations aided by neutron scattering experiments. More specifi-
cally, the question we try to answer is whether the excess electron can be described
as a band state, which is associated with the Ti ions being in mixed +3/+4 valence
state, or if the electron localizes as small polaron to form a single local Ti3+ ion on
the Ti4+ sub lattice.

15





3
Thermodynamics of point and

planar defects

In theory, crystalline materials can be described by a perfect infinite structure of
repeated primitive cells. This is never the case in reality since defects, which break
the symmetry of the perfect lattice, will always be present in materials at finite tem-
peratures. There exist a large number of different defect types and they determine
many materials properties. Defects are a central part in all the appended papers
in this thesis and most of the work done here can be described as the interplay
between defects and the crystal structure.

Defects can be categorized based on their extension in space. Those with lowest
dimensionality correspond to irregularities in the structure associated with single
atoms and ions and these are referred to as point defects. There exist several differ-
ent types of point defects, where a few characteristic ones are depicted in Fig. 3.1.
A vacancy is a lattice site without an atom and an interstitial defect is an atom that
is not located at a lattice site. A substitutional defect refers to when the atom lo-
cated at a lattice site is not the original one of the ideal lattice. Interstitial and
substitutional defects can be further classified as either intrinsic or extrinsic de-
pending on if the origin of the involved atom is of native or foreign character with
respect to the host material. Point defects can also trap electrons and holes and
many defects also carry a net charge. Defects of higher spatial dimension include
line (1D), planar (2D) and bulk (3D) defects.

The purpose with this chapter is to present a theoretical framework for ther-
modynamic modeling of point defects that can be used to relate microscopic and
macroscopic properties. Planar defects are also covered to some extent where the
emphasis is on grain boundaries. The chapter is organized in the following way.
Sections 3.1-3.4 cover different aspects of point defect formation in bulk systems.
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Chapter 3. Thermodynamics of point and planar defects

(a)

(b) (c)

Figure 3.1: Schematic representation of point defects in a crystal lattice. Three
defects are present: (a) a substitutional defect, (b) a vacancy, and (c) an interstitial
defect.

Grain boundaries are then introduced in Section 3.5. The last section gives a the-
oretical description of space-charge formation, which is a consequence of point
defect accumulation at grain boundaries and other interfaces.

3.1 Chemical equilibrium

The formation of point defects is associated with a change in the Gibbs free energy
that can be written as

ΔG = ΔH − TΔS, (3.1)

where ΔH and ΔS are changes in the enthalpy and entropy, respectively, and T is
temperature. It is convenient to further separate the configurational part of the
entropy, ΔS conf, from the other entropic contributions according to

ΔS = ΔS else + ΔS conf. (3.2)

An important approximation will now be made that simplifies the treatment of
point defects significantly: defects do not interact with each other. While it is fairly
obvious that this is valid at very low defect concentrations, a scenario which is often
referred to as the dilute limit, this assumption has been shown to be reasonable
even when defects accumulate in larger numbers. It should be noted that it is still
possible to treat defect-defect interactions to some extent within approximation.
For instance, two neighboring defects that form a pair can be treated as a single
non-interacting defect species. Certain explicit interactions can also be introduced
later on in a rather simple manner, which is shown further on in Section 3.6.

18



3.1. Chemical equilibrium

A general expression can now be derived that relates the equilibrium concentra-
tion of a defect to the corresponding defect formation energy by using Eq. (3.1) as
a starting point. The premise here is that n non-interacting defects of an arbitrary
species are formed on a discrete lattice with N sites, where both N and n are large
numbers and N > n. Eq. (3.1) can then be written as

ΔG = nΔH f
def − TnΔS f

def − TΔS conf = nΔG f
def − TΔS conf, (3.3)

where ΔH f
def and ΔS

f
def is the change in enthalpy and entropy (not including config-

urational entropy) upon formation of a single defect, and ΔG f
def = ΔH f

def−TΔS f
def is

the corresponding change in free energy. The configurational part of the entropy
can be expressed as

ΔS conf = k lnΩ, (3.4)

where k is Boltzmann’s constant and Ω is the multiplicity. The latter corresponds
the number of possible ways to distribute the defects on the lattice and is for this
scenario given by

Ω = N!
n! (N − n)! . (3.5)

By making use of Stirling’s approximation (ln x! ≈ x ln x − x for x ≫ 1) the config-
urational entropy can be written as

ΔS conf = k(N ln N
N − n

− n ln n
N − n) (3.6)

and it then follows that total change in free energy can be expressed as

ΔG = nΔG f
def − kT(N ln N

N − n
− n ln n

N − n) . (3.7)

The total free energy of the defective system can be written as Gdef = G0 + ΔG,
whereG0 is the free energy of the pristine material. In equilibrium,Gdef should be
minimized with respect to n and since G0 is independent of n this corresponds to

0 = dGdef

dn
= d

dn (ΔG) = ΔG f
def + kT ln n

N − n
. (3.8)

At this point it is suitable to introduce the defect concentration c. By replacing n
with c and N with the maximum concentration cmax, Eq. (3.8) can be written as

0 = ΔG f
def + kT ln c

cmax − c
(3.9)

and the equilibrium concentration is thus given by

c = cmax 1
1 + exp (ΔG f

def/kT)
. (3.10)

In the dilute limit c ≪ cmax and Eq. (3.10) reduces to the more simple expression

c = cmax exp
(

−
ΔG f

def

kT )
. (3.11)
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Chapter 3. Thermodynamics of point and planar defects

3.2 Law of mass action

The previous section showed that configurational entropy is a major driving force
for point defect formation. This is, however, not the only mechanism and defect
formation is often influenced by interactions. In a real material there are typically
many different types of point defects, which can interact with each other and the
environment.

The energy associated with the addition or removal of a particle i in a certain
environment is given by the chemical potential, which is defined as

μi = (
𝜕G
𝜕ni )T,P,nj≠i

. (3.12)

With the same approach as in the previous section concerning the configurational
entropy the chemical potential in a crystalline material can derived:

μi = μi° + kT ln ci
cmax
i − ci

, (3.13)

where μi° is the chemical potential in a reference state. In the dilute limit this re-
duces to

μi = μi° + kT ln ci
cmax
i

. (3.14)

A similar expression is obtained for the chemical potential of the constituents of
an ideal gas:

μi = μi° + kT ln pi
p° , (3.15)

where pi is the partial pressure and p° is the reference pressure.
Consider now the chemical reaction

nAA + nBB ⇌ nCC + nDD, (3.16)

where nA, nB, nC, and nD denote the number of species A, B, C, and D that takes
part in the reaction. In equilibrium the free energy of the reactants (A and B) is
equal to that of the products (C and D), which corresponds to

nAμA + nBμB = nCμC + nDμD. (3.17)

Substituting μi in this expression with Eq. (3.14) followed by some algebra lead to
the law of mass action:

cnCC c
nD
D

cnAA cnBB
= exp (−ΔG°

kT )  ≡ K, (3.18)
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3.2. Law of mass action

where ΔG° = nCμC° + nDμD° − nAμA° − nBμB° and K is the equilibrium constant.
With the mass action law it is possible to obtain equilibrium concentrations of

the involved species for any given reaction. A simple example for a reaction in
oxides is the intrinsic reduction reaction in Eq. (2.7), for which the equilibrium
constant is given by

Kred = cvn2
ep

1/2
O2
c−1
O , (3.19)

where cv, ne and cO is the oxygen vacancy, electron, and oxygen concentration, re-
spectively, and pO2

is the oxygen partial pressure. Assuming that no other charged
defects are present, the charge neutrality condition is given by 2cv = ne. Site restric-
tion on the oxygen sub lattice gives cv + cO = NO, where NO is the concentration
of oxygen sites. For small concentrations is cv ≪ NO and it follows that cO ≈ NO.
With these conditions the electron and oxygen vacancy concentrations can be writ-
ten as

ne = 2cv = (2NOKred)
1/3 p−1/6

O2
. (3.20)

More involved examples are the oxidation and hydration of oxygen vacancies in
acceptor-doped perovskites. These materials contain doubly charged oxygen va-
cancies, which are formed to compensate the negatively charged acceptor dopants.
The vacancies can then be either hydrated or oxidized depending on the environ-
mental conditions, which is described in more detail in Section 2.2. The equilib-
rium constant of the oxidation reaction in Eq. (2.5) is given by

Kox =
cOn2

h

cvp
1/2
O2

, (3.21)

where nh is the hole concentration. The site restriction is the same as in the pre-
vious example but cv is no longer negligible since it is of the same order as the
dopant concentration cA, which is often quite large. The charge neutrality condi-
tion is given by 2cv + nh = cA. Typically only a small fraction of the vacancies be-
come oxidized (nh ≪ cv) and the charge neutrality condition simplifies to 2cv ≈ cA.
Based on these conditions the hole concentration can be written as

nh = (
cAKox

2NO − cA)
1/2
p1/4
O2

. (3.22)

For the hydration reaction in Eq. (2.3) the equilibrium constant is given by

Khydr =
c2
OH

cvcOpH2O
. (3.23)

Site restriction now also includes the proton concentration cOH and is given by
cOH + cv + cO = NO, where the corresponding charge neutrality condition reads as
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Chapter 3. Thermodynamics of point and planar defects

2cv + cOH = cA. The proton concentration can then be written as

cOH = NO 
pH2O

Khydr

pH2O
Khydr − 4

⎡⎢⎢⎣
1 − √1 −

pH2O
Khydr − 4

pH2O
Khydr

⋅ cA
NO (2 − cA

NO)
⎤⎥⎥⎦

. (3.24)

3.3 Electrons and holes

So far have electrons and holes been treated in the sameway as point defects within
the mass action approach. Although the derived expressions for electron and hole
concentrations in the previous section [Eq. (3.20) and Eq. (3.22)] are valid for the
corresponding reactions, the general expression in Eq. (3.10) is not. Instead, the
concentrations of electrons in the conduction band and hole in the valence band
are given by

ne = ∫
∞

ϵCBM

g(ϵ)nFD(ϵ)dϵ (3.25)

nh = ∫
ϵVBM

−∞
g(ϵ) [1 − nFD(ϵ)]dϵ, (3.26)

where ϵVBM and ϵCBM is the energy at the valence band maximum (VBM) and con-
duction band minimum (CBM), respectively, and g(ϵ) is the density of states. The
Fermi–Dirac distribution nFD(ϵ) is given by

nFD(ϵ) = 1
exp [(ϵ − μe) /kT] + 1

, (3.27)

where μe is the electron chemical potential.
The integrals in Eq. (3.25) and Eq. (3.26) can in general not be carried our ana-

lytically due to the complicated expressions for nFD(ϵ) and in particular g(ϵ). How-
ever, if the electron chemical potential is located well within the band gap with
respect to kT then two approximations can be made that simplifies the evaluation
of the integrals. First, under this condition the Fermi–Dirac distribution is replaced
by the Boltzmann distribution

nFD(ϵ) ≈ exp (−ϵ − μe
kT ) (3.28)

and a similar expression is obtained for the [1 − nFD(ϵ)]-term in Eq. (3.26). Sec-
ond, only the density of states close to the CBM (VBM) is of relevance here for
electrons (holes) due to the exponential form of the distribution, and under such
circumstances it is possible to derive analytic expressions for g(ϵ). With these two
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simplifications the integrals can be solved analytically (for more details see, e.g.,
[102]) and the solutions are

ne = 2 (
2πmekT

h2 )
3/2

exp (−μe − ϵVBM

kT ) = Ne exp (−μe − ϵVBM

kT ) (3.29)

nh = 2 (
2πmhkT

h2 )
3/2

exp (−ϵCBM − μe
kT ) = Nh exp (−ϵCBM − μe

kT ), (3.30)

whereme andmh are the effective mass of electrons and holes, respectively, and h
is the Planck constant. Note that these expressions are similar to Eq. (3.11).

In the treatment so far, electrons and holes have been modeled as delocalized
band states that extend throughout the crystal. In ionic crystals and polar semi-
conductors it is also possible for electrons and holes to interact with the lattice and
localize within a confined region in space. The combined entity that is the localized
charge and the lattice distortion can be treated as a quasiparticle and is referred
to as a polaron. A polaron is characterized by its size and a distinction is made
between large and small polarons, which are also termed Frölich [103] and Hol-
stein [104] polarons, respectively. The size of a small polaron is on the order of the
lattice spacing while large polarons are much larger, typically 10-100Å [105]. Po-
larons can be further categorized as either self-trapped (free) or bound, where the
former is an electron or hole that localize in the ideal lattice while the latter refers
to when the polaronic distortion is mediated by a defect (see Fig. 3.2). For small
polarons yet another distinction can be made between localization on an atom or
a bond.

If polaron formation is favorable or not is determined by the trapping energy,
which is the energy difference between the polaronic state and the band state

ΔG f
pol = Gpol − Gband. (3.31)

This energy can separated into two contributions: a strain energy that is associated
with the lattice distortion and an electrostatic energy arising from the Coulomb
interaction between the localized charge and the surrounding ions. The polaronic
configuration becomes stable if the unfavorable strain is more than compensated
by the electrostatic interactions, which corresponds to ΔG f

pol < 0.
In contrast to band state electrons and holes, small polarons can be seen as a

point defects and can be treated within the same thermodynamic formalism. For
instance, self-trapped holes in perovskite oxides with a valence band that derives
fromoxygen p-orbitals can be seen as positively charged oxygen ion defectO•

O. It is
then appropriate to describe reactions involving holes (and electrons) accordingly
such as the oxidation reaction in Eq. (2.5), which then becomes

1
2O2(g) + v••

O + O×
O ⇌ 2O•

O. (3.32)
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Figure 3.2: Two examples of small polarons in perovskite oxides. (a) Self-trapped
hole polaron in BaZrO3 where the hole is localized on an oxygen ion (O×

O + h•  →
O•

O). (b) Bound electron polaron in BaTiO3−xHx where the electron is localized
on a titanium ion and stabilized by a hydride ion [Ti×Ti + e′ + H•

O → (Ti′Ti–H•
O)×].

3.4 Free energy of defect formation

The key quantity within this thermodynamic treatment is the defect formation en-
ergy ΔG f

def. Several different factors contribute to it and this section provides a
short summary these contributions. More practical details of calculating formation
energies depend on the applied method and further details on how to determine
this quantity using density-functional theory calculations is provided in Section 5.3.

As defined in Eq. (3.3), the free energy of defect formation is given by ΔG f
def =

ΔH f
def − TΔS f

def and it is important to remember that ΔS f
def does not include the

configurational entropy contribution. More explicitly, the formation energy for a
defect in charge state q can be written as

ΔG f
def = Gdef − G0 − ∑

i

Δni μi + qμe, (3.33)

where Δni denote the change in atomic species i upon defect formation.
It also possible to expressG in terms of the thermodynamic potential F = U−TS

(Helmholtz free energy) according to

G = H − TS = U + PV − TS = F + PV, (3.34)
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3.4. Free energy of defect formation

where U is internal energy, P is pressure and V is volume. The formation energy
can then be expressed as

ΔG f
def = ΔF f

def + PΔV f
def = Fdef − F0 − ∑

i

Δni μi + qμe + P(Vdef − V0), (3.35)

where ΔV f
def = Vdef −V0 is the defect formation volume. For solids the PV-term is

usually quite small compared toF and can often be neglected, which leads toG ≈ F
and consequently ΔG f

def ≈ ΔF f
def . Furthermore, the vibrational contribution to F

usually dominates in the solid phase and a reasonable approximation is therefore

G(T ) ≈ E + F vib(T ), (3.36)

where E is the energy at zero Kelvin excluding the zero-point energy.
Within the harmonic approximation (see Section 5.4.1) the vibrational free en-

ergy is given by

F vib(T ) = ∑
qs

{
ℏωqs

2 + kT ln [1 − exp (−
ℏωqs

kT )]} , (3.37)

whereωqs is the vibrational frequency of the mode with band index s and wave vec-
tor q. The first term in the sum corresponds to the zero-point contribution. For the
vibrational entropy S vib, which relates to F vib as S vib = −(dF vib/dT ), it is important
to distinguish between constant volume and constant pressure conditions, where
the latter is usually the scenario of interest while former is often considered in the
actual calculation. The difference between the two can be quite significant, as in
the case for the oxygen vacancy in BaZrO3 [106]. It can be shown [106, 107] that
the difference between the two entropies is proportional to the formation volume

(S vib )P − (S vib )V = αPBTΔV f
def, (3.38)

where αP is the isobaric thermal expansion coefficient and BT is the isothermal
bulk modulus.

The treatment of the chemical potentials μi depends on the physical nature of the
reservoirs. For a solid phase the same considerations that was discussed above con-
cerning the approximationG ≈ F holds. For the gas phase the free energy follows
a quite simple temperature and pressure dependence if the gas can be considered
to be ideal. The chemical potential can then be written as

μ(T,p) = μi°(T ) + kT ln p
p° . (3.39)

Furthermore, the chemical potential at the reference pressure can more explicitly
be written as μi°(T ) = h°(T ) − Ts°(T ), where the reference enthalpy and entropy
for most gases can be readily extracted from thermodynamic tables.
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The electron chemical potential μe is determined by the charge neutrality con-
dition, which states that the sum of all charges in the material should be equal to
zero:

∑
i

qici(μe) + nh(μe) − ne(μe) = 0. (3.40)

This equation can in general only be solved for μe numerically since there are of-
ten many different types defects present. However, in simple cases such as the
reactions considered in Section 3.2 it is possible to find analytic expressions for μe.

3.5 Grain boundary formation and defect
segregation

Unlike for point defects, the formation of grain boundaries is usually associated
with an increase in free energy. This is due to that the configurational entropy,
which acts as driving force for point defect formation, is significantly smaller for
grain boundaries and other defects of higher order [108]. Grain boundaries form
as a consequence of the lattice mismatch between grains that occur during crystal
growth.

The increase in energy per area unit upon formation of a stoichiometric grain
boundary is given by

γGB = GGB − G0
A

, (3.41)

where GGB is the free energy of the system hosting the grain boundary and A is
the grain boundary area. For a non-stoichiometric boundary the expression for
the interface energy becomes more complicated as it then also depends on the
chemical potential of the constituent atoms.

A consequence of the structure being different at grain boundaries is that defect
formation energies often differ there as well. It is therefore practical to introduce
a spatial dependence in the formation energy and Eq. (3.33) can then be written
as

ΔG f
def(Ri) = Gdef(Ri) − G0(Ri) − ∑

i

Δni μi + qμe, (3.42)

where G0(RBulk) = G0 and G0(RGB) = GGB. With this equation it is possible to
express the segregation energy, which is the difference in the formation energy at
the bulk and grain boundary, as

ΔG seg
def = ΔG f

def (RGB) − ΔG f
def (RBulk) . (3.43)

ΔG seg
def < 0 indicates that it is more favorable to form defects at the grain boundary

while positive energies suggest the opposite. Negative segregation energies are the
driving force for space-charge formation, which is the topic of the next section.

26



3.6. Space-charge modeling

x = 0

lo
g(

co
nc

en
tra

tio
n)

Bulk BulkSCL SCLGB

v••O
M ′B

OH•O

Po
te

nt
ia

l

ϕ

Figure 3.3: A schematic representation of space-charge formation, where the grain
boundary (GB) and the bulk region are separated by a space-charge layer (SCL).
The considered defect species are typical for proton conducting perovskite ox-
ides: doubly charged oxygen vacancies (v••

O ), protons (OH•
O), and B-site acceptor

dopants (M′
B).

3.6 Space-charge modeling

The accumulation of charged defects in a material can give rise to charged regions
in space and is referred to as space-charge formation. This phenomenon occurs
in acceptor-doped BaZrO3 (and many other oxides as well) where it leads to high
grain boundary resistance (see Section 2.2). A schematic representation of space
charge formation at a grain boundary is shown in Fig. 3.3, where point defects
typical for proton conducting perovskites are considered. Charged defects (oxy-
gen vacancies and protons in this case) segregate to the grain boundary due to a
negative segregation energy, which increase the defect concentration at the grain
boundary core (note the log scale in Fig. 3.3). This leads to a net charge at the core
that gives rise to an electrostatic potential. The potential depletes the surrounding
regions (the space-charge layers) of defects with the same charge polarity, which
are oxygen vacancies, protons, and possibly holes in the present example. In turn,
this reduces the conductivity across the boundary since it is proportional to the
defect concentrations.

Describing space-charge formation requires a thermodynamic model that in-
clude electrostatic defect interactions. It is possible to derive such a model based
on the electrochemical potential. In Sections 3.1 and 3.2 the chemical potential for a
defect was derived on the basis of the configurational entropy. The same approach
can be used to obtain the electrochemical potential for a defect of species i with
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Chapter 3. Thermodynamics of point and planar defects

charge qi in an electrostatic potential φ, which is given by

μi(x) = μi°(x) + qiφ(x) + kT ln ci(x)
cmax
i (x) − ci(x) , (3.44)

where a one-dimensional spatial dependence (x) has been introduced. For neu-
tral defects this expression becomes equivalent to the expression for the chemical
potential in Eq. (3.13).

Assume that a grain boundary (or any other interface) is located at x = 0. The
grain interior is then located at x ≈ ∞, far from the boundary. In equilibrium
the chemical potential should be constant throughout the material, which can be
stated as μi(x) = μi(∞). This condition together with Eq. (3.44) leads to

ci(x)
cmax
i (x) − ci(x) = ci(∞)

cmax
i (∞) − ci(∞) exp (−Δμi°(x) + qiΔφ(x)

kT ), (3.45)

where Δμi°(x) = μi°(x) − μi°(∞) corresponds to the segregation energy and Δφ(x) =
φ(x) − φ(∞) is the space-charge potential. The latter can be obtained by solving
Poisson’s equation

d2

d2x
Δφ(x) = −1

ε ρ(x), (3.46)

where ε is the dielectric function and ρ(x) is the charge density, which is given by

ρ(x) = ∑
i

qici(x). (3.47)

The set of coupled equations that are Equations 3.45-3.47 can be solved in an iter-
ative, self-consistent manner in order to obtain equilibrium defect concentrations
and the corresponding space-charge potential.

The space-charge model described above has been employed to acceptor-doped
BaZrO3 and BaCeO3 in Papers I-IV. While all four papers consider a scenario
where the dopant concentration is assumed to be constant throughout the mate-
rial, which is referred to as the Mott-Schottky approximation (see Fig. 3.3), only
Paper III treats the case where dopants are mobile and can respond to the poten-
tial. In previous theoretical studies on space-charge formation the grain boundary
core have been treated as a uniform region associated with one single segregation
energy for each considered defect [72, 73, 77, 109]. In Paper I a more elaborate
model is formulated where the core is divided into layers and where each layer
contains one or several sites for each defect species. In turn, each site is associated
with a segregation energy that have been determined from first-principles calcu-
lations using Eq. (3.43). This model was also used in Papers II and IV but not in
Paper III, since only one segregation site was considered in that study.
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In general, the conductivity of a charge carrier can be expressed as

σ = A
T

exp (−Ea

kT), (4.1)

whereA is a prefactor andEa is the activation energy. Many factors influence these
two quantities and these will to some extent be elucidated in this chapter.

There are two main properties of a charge carrier besides the charge that deter-
mines its conductivity: the concentration and the mobility. Under the assumption
of non-interacting charge carriers the conductivity of a carrier i can be written as

σi = qiBini, (4.2)

where ni is the charge carrier concentration, Bi is the mobility and qi is the charge.
The previous chapter focused on defect concentrations, both in bulk structures and
at interfaces. This chapter will put emphasis towards the other contributor to the
conductivity, the carrier mobility.

The mobility depends on a variety of properties. Charge carriers can have dif-
ferent conduction mechanisms depending on the nature of the carrier as well as
the crystal structure of the material. For instance, the conduction mechanisms of
protons and oxide ions in perovskites are different. Higher order defects (e.g.,
surfaces, interfaces and grain boundaries) can be associated with mobilities that
are different compared to the bulk, which can lead certain conduction pathways
and networks through the material. There is also the possibility that defects in the
material interact with the carrier and influence the mobility. This is rather likely
when defect concentrations are high such as in acceptor-doped perovskites. For
instance, yttrium ions have been found to act as trap sites for protons in yttrium-
doped BaZrO3, which have a reducing effect on the proton conductivity [110].
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Chapter 4. Conductivity

The following two sections will consider the conduction mechanisms of some
defects that have studied in this thesis. The first one discusses ionic conduction
with focus on oxide ions (oxygen vacancies) and protons, while the second section
covers conduction of electrons and holes. The following text is just a short sum-
mary of the topic and more a more detailed theoretical description can be found
in textbooks on the subject, such as [108, 111, 112].

4.1 Ionic conduction

The mobility of an ion is related to the self-diffusion coefficient D through the
Nernst-Einstein relation [113]

B = qD
kT

. (4.3)

By making the assumption that ionic diffusion in a material resembles that of a
three-dimensional random walk the diffusion coefficient can be expressed as

D = αZNsν exp (−ΔG
m

kT ) = αZNsν exp (
ΔSm

k ) exp (−ΔH
m

kT ) (4.4)

where Z is the number of adjacent sites available for migration, Ns is the fraction
of those sites that are empty, ν is an attempt frequency that represents how often
the ion will try to migrate, and ΔGm = ΔHm − TΔSm is the free energy of mi-
gration. Finally, α is a parameter that includes geometric factors, such as crystal
structures and lattice constants, as well as a correlation factor that accounts for
non-randomness in the diffusion. In perovskites both oxide ions and protons dif-
fuse on the oxygen sub lattice, although though different mechanisms, and thereby
does Z correspond to the number of neighboring oxygen sites.

The character of the diffusion mechanism is reflected in Ns. For oxide ions it
is only possible to move to a nearby vacant site. Ns therefore corresponds to the
fractional concentration of oxygen vacancies in the material and can be written as
Ns = cv/NO, where cv andNO are the concentration of vacancies and oxygen lattice
sites. As an oxide ion moves into a vacant site the initial site becomes empty (see
Fig. 4.1). Instead of having an oxide ion moving in one direction, it can be thought
of as if the oxygen vacancy is the diffusing species, moving in the opposite direction.
This view is more common as the concentration of vacancies is much smaller than
the concentration of oxide ions. It then follows that Ns = cO/NO, where cO is
the oxide ion concentration. Typical migration enthalpies (ΔHm) for oxide ions in
perovskites are found within the range 0.6-1.0 eV [46, 114].

Like oxygen vacancies, protons in perovskite oxides alsomigrate between neigh-
boring oxygen sites, although through completely different mechanism. When in-
troduced into the material [see Eq. (2.3)] the proton forms a O-H bond with a
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Initial Final

Figure 4.1: A schematic representation of the vacancy diffusion mechanism. The
missing ion corresponds to the vacancy. When the ionmoves to the left the vacancy
moves in the opposite direction to the right.

nearby oxygen and create a hydroxide ion. The proton can then move around
between different sites through a step-wise structural diffusion process, which is
often referred to as a Grotthuss-like mechanism [45, 115]. More explicitly, the pro-
ton can both rotate around the oxide ion and transfer between two adjacent oxide
ions (e.g, as depicted in Fig. 4.2), which for BaZrO3 are associated with similar mi-
gration enthalpies [116, 117]. As the proton moves from one oxide ion to another
the number of available sites for diffusion is also given by Ns = cO/NO. Proton mi-
gration enthalpies in perovskites are usually lower than the oxide ion counterpart
and typically range between 0.4-0.6 eV [45, 46]. These lower migration barriers
are the reason for why solid oxide proton conductors can operate at intermediate
temperatures.

By combing Equations (4.2), (4.3) and (4.4) it is possible to derive an explicit
expression for the conductivity. Assuming a small defect concentration (Ns ≈ 1)
we obtain

σi =
q2
i ciαZνi exp (ΔSm

i /k)
kT

exp (−
ΔHm

i

kT ). (4.5)

Comparing this expression with Eq. (4.1) would at first glance suggest that there
is a one-to-one correspondence between the activation energy and the migration
barrier. This is true if the defect concentration is fixed. This is not always the
case, which was shown in the previous chapter, and in many cases does the con-
centration ci follow an exponential temperature dependence. In the dilute limit
the concentration is given by Eq. (3.11) and Eq. (4.5) can then be written as

σi =
q2
i c

max
i αZνi exp [(ΔSm

i + ΔS f
i ) /k]

kT
exp

(
−
ΔHm

i + ΔH f
i

kT )
. (4.6)

Comparing this expression with Eq. (4.1) indicate that

Ea,i = ΔHm
i + ΔH f

i , (4.7)
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Rotation

Transfer

Figure 4.2: Proton trajectory that shows the two steps of the proton diffusionmech-
anism in perovskite oxides: rotation and transfer. Red, white and blue atoms rep-
resent oxygen, hydrogen and the B-site species, respectively.

which means that the activation energy depends both on the migration barrier and
the defect formation energy. More complicated expressions for the concentration
[e.g., Eq. (3.20) and Eq. (3.24)] depends on the equilibrium constant and conse-
quently does the free energy of the corresponding reaction enter into the activation
energy. Additionally, these expressions follow a non-exponential dependence on
external parameters such the partial pressures and dopant concentrations, which
then contribute to the prefactor.

4.2 Electronic conduction

Similar to the activated diffusion of ions [Eq. (4.3) and Eq. (4.4)] the mobility of
electron and holes can in general be written as

B = B0(T ) exp (−ΔH
m

kT ), (4.8)

where the prefactor B0(T ) contains all contributions to the mobility except for the
migration barrier. The form of B0(T ) and the typical height of ΔHm depend on
the character of the electronic carrier. For delocalized electrons and holes with
a band conduction mechanism there is no migration barrier to overcome and the
mobility can generally written as B = B0(T ), whose form depend on active scat-
tering mechanisms [108]. In semiconductors and insulators, scattering is mainly
due to ionized impurities at low temperatures for which B0(T ) ∝ T3/2. At high
temperatures lattice vibrations play a dominant role, which lead to B0(T ) ∝ T−3/2.

The picture is slightly different for localized carriers as these are associated with
finite migration barriers. While the mobility for large polarons is similar to that of
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band conduction as their migration barriers are quite low, small polarons behave
more like ions and migration barriers are typically larger. An important distinc-
tion from ionic migration, however, is that the localized charge can transfer both
adiabatically and diabatically [111]. Adiabatic transfer refers to when the local dis-
tortion follows the charge and can be treated in the same way as ionic migration
using the methodology of the previous section. A diabatic transfer event, on the
other hand, is much faster and there is not enough time for ions to respond to
the charge before the carrier moves on to another site. For diabatic migration the
mobility is given by

B(T ) = q
kT

ανπ3/2η exp (−ΔH
m + J
kT ), (4.9)

where α and ν have a similarmeaning as inEq. (4.4),ΔHm is the adiabaticmigration
barrier, and J is the electronic coupling between the initial and final states. η is
given by

η = J2

ν√(ΔHm + J)kT
(4.10)

and is a measure of the adiabaticity, where η > 1 validates an adiabatic approach.
In the same way as for the ionic conductivity, the carrier concentration may also

follow an exponential temperature dependence that contribute to the activation
energy, such as Eq. (3.29) andEq. (3.30). For the explicit case of band state holes in
acceptor-doped perovskites, the concentration is given by Eq. (3.22) that together
with a band-like mobility leads to

Ea = ΔHox°
2 , (4.11)

where ΔHox° is the oxidation enthalpy. If the hole instead forms a polaron that
moves adiabatically, then the activation energy is given by

Ea =
ΔHox° + 2ΔH f

pol

2 + ΔHm. (4.12)
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Computational methods

A theoretical description of matter is essential in order to understand the struc-
tural and chemical properties of materials. On the atomic scale, any property of a
system of interacting particles should be possible to obtain from the corresponding
quantum mechanical wave function Ψ(r1, r2, … ,R1,R2, … ; t), where ri and RI de-
note the position of electron i and nucleus I, respectively, while t is time. The wave
function can in principle be obtained by solving the time-independent Schrödinger
equation

HΨn(r1, r2, … ,R1,R2, …) = EnΨn(r1, r2, … ,R1,R2, …), (5.1)

where the Hamiltonian is given by (in atomic units: ℏ = e = me = 4πε0 = 1)

H = − 1
2 ∑

i

∇2
i + 1

2 ∑
i≠j

1
|ri − rj|

− ∑
i,I

ZI

|ri − RI|

− 1
2 ∑

I

∇2
I

MI
+ 1

2 ∑
I≠J

ZIZJ

|RI − RJ|
, (5.2)

whereMI and ZI denote mass and charge of the nuclei. The first and fourth terms
on the right-hand side of this equation correspond to the kinetic energy of electrons
and nuclei, respectively, while the other terms represent Coulombic interactions.
Finding an exact solution to Eq. (5.1) is an extremely difficult task, which is only
possible for single atoms and small molecules. Most problems of interest are asso-
ciated with much larger system sizes and approximations are therefore needed.

A first approximation, which is the starting point for many methods, is to treat
electrons and nuclei separately. This is referred to as the Born-Oppenheimer ap-
proximation [118] ,which is applicable since the nuclei are much heavier compared
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to the electrons and electron dynamics are thus significantly faster. In many situ-
ations it is therefore reasonable to assume that the electrons can relax into the
ground state of any given atomic configuration.

The Hamiltonian of the electronic problem is given by

He = −1
2 ∑

i

∇2
i + 1

2 ∑
i≠j

1
|ri − rj|

+ Vext, (5.3)

where Vext is the external potential from the nuclei. Solving the Schrödinger equa-
tion for the electrons is still a formidable problem, and more approximations are
needed to obtain a solution. Sections 5.1 and 5.2 describe two different approaches
to solve this equation at different levels of approximations and accuracy: density-
functional theory and the GW-approximation. The nuclear problem, which is cov-
ered in Section 5.4, is often approachedwith the assumption that quantummechan-
ical effects are small and it is therefore reasonable to consider a classical treatment
of the nuclei.

5.1 Density-functional theory

Density-functional theory (DFT) is a first-principles method that revolves around
the electron density n(r). It can be shown (see Section 5.1.1) that if the ground state
density is known then everything about the ground state is known. The density is
obtained by integrating the electronic wave function over all coordinates except
one:

n(r) = ∫ ⋯ ∫Ψ∗(r, r2, … , rN)Ψ(r, r2, … , rN)dr2 … drN. (5.4)

By considering the electron density instead of the correspondingwave function the
degrees of freedom in a system with N electrons are reduced from 3N to 3. This
results in a much more tractable problem.

Modern DFT relies upon a theoretical framework that was derived by Walter
Kohn and coworkers in the 1960s, for which he was awarded the Nobel Prize in
Chemistry in 1998. A short summary of this theory is described in the following
sections, with emphasis on extended systems. For a more thorough description of
DFT see, e.g., [119–122].

5.1.1 Theoretical background

In 1964 Hohenberg and Kohn [123] formulated and proved two theorems that
make up the foundation ofmodernDFT for the electronic structure problem. What
they essentially state is that Eq. (5.4) can be reversed for the ground state density:
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if the ground state density n0(r) is known then so is the ground state wave function
Ψ0(r, r2, … , rN) and consequently all ground state properties.

The first theorem states that the non-degenerate ground state wave function is
a unique functional of the ground state density: Ψ0(r1, r2, … , rN) = Ψ[n0(r)]. It
follows that the ground state expectation value of any observable, including the
ground state energy E0, is a functional of n0(r) as well:

E0 = E[n0(r)] = ⟨Ψ[n0(r)]|He |Ψ[n0(r)]⟩ . (5.5)

The second theorem states that there exists a functional for the energy of the
form

E[n(r)] = F [n(r)] + ∫ n(r)Vext(r)dr, (5.6)

which is minimized by the ground state density. F [n(r)] contains the contributions
from the kinetic energy and the electron-electron interactions. The functional is
variational and the minimum corresponds to the ground state energy:

E[n0(r)] ≤ E[n(r)]. (5.7)

Even if the problem has been simplified to finding the minimum of a functional
with respect to a 3-dimensional function instead of solving the 3N-dimensional
system ⟨Ψ0({ri})|He |Ψ0({ri})⟩ the solution is still difficult to obtain. This follows
from that F [n(r)] contains complex many-body effects, the exact representation of
which is not known.

Further advances were made in 1965 when Kohn and Sham [124] derived a
scheme that makes it possible to determine the ground state density and the cor-
responding energy. The key concept is that a system consisting of interacting elec-
trons can be transformed into a system of non-interacting electrons, which is much
easier to solve. In practice, this is done by writing F [n(r)] in the form

F [n(r)] = Ts[n(r)] + EH[n(r)] + Exc[n(r)], (5.8)

where Ts[n(r)] is the kinetic energy of the non-interacting electrons, EH[n(r)] is the
Hartree energy

EH[n(r)] = 1
2 ∫∫

n(r)n(r′)
|r − r′| drdr′, (5.9)

and Exc[n(r)] is the exchange-correlation (XC) functional. The latter is defined by
Eq. (5.8) and contains all complicatedmany-body effects. Based on this expression
for F [n(r)], the interacting electrons can be treated as non-interacting electrons
moving in the effective potential

Veff(r) = Vext(r) + VH(r) + Vxc(r), (5.10)
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where VH(r) is the Hartree potential

VH(r) = ∫
n(r′)

|r − r′|dr
′ (5.11)

and where the XC potential Vxc(r) is the functional derivate of Exc[n(r)]:

Vxc(r) = δExc[n(r)]
δn(r) . (5.12)

This gives rise to the Kohn-Sham equations, a set of Schrödinger equations for
non-interacting electrons

[−1
2∇2 + Veff(r)]ψi(r) = ϵiψi(r) (5.13)

that are coupled through the electron density

n(r) = ∑
i

fi |ψi(r)|2 , (5.14)

where fi is the occupation of the electron state corresponding to ψi(r). Since the
single particle wave functions ψi(r) depend on Veff(r), which in turn depends on
n(r), these equations have to be solved in an iterative self-consistent manner. The
solution corresponds to the ground state density n0(r) from which the ground state
energy is determined according to

E0 = ∑
i

fiϵi + Exc[n0(r)] − ∫Vxc(r)n0(r)dr − 1
2 ∫∫

n0(r)n0(r′)
|r − r′| drdr′. (5.15)

The Kohn-Sham approach simplifies the problem considerably, and yet no ap-
proximations have been made. Finding the exact solution is, however, still a diffi-
cult problem due to the complex, unknown form of Exc[n(r)]. Approximations of
Exc[n(r)] are therefore needed in order to proceed any further. This is the topic of
the next section.

5.1.2 Exchange-correlation functionals

Many approximations of the XC functional have been suggested over the years
with varying level of complexity, where the sophistication of the functional gener-
ally goes hand in hand with both higher accuracy and a larger computational cost.
This section will cover some of the most common approximations. While spin is
generally included in these formulations it is left out here for brevity.

38



5.1. Density-functional theory

The simplest approximation is the local density approximation (LDA), which
was proposed by Kohn and Sham in their original paper [124]. Within this approx-
imation the XC energy is given by

ELDA
xc [n(r)] = ∫n(r)ϵLDA

xc [n(r)]dr, (5.16)

where ϵLDA
xc [n(r)] is the XC energy density of a uniform electron gas with density

n(r). In spite of its simplicity, this approximation works remarkably well for a
wide range of systems and properties when parametrized with data from quantum
Monte Carlo simulations [125].

The electron density of most materials is inhomogeneous and a natural next
step beyond LDA is to take variations in the density into account. The practical
approach is the semi-local generalized gradient approximation (GGA), where the
XC energy also takes the gradient of the density into account:

EGGA
xc [n(r)] = ∫n(r)ϵGGA

xc [n(r), ∇n(r)]dr. (5.17)

The gradient can be incorporated in many different ways and there exists a wide
range of different GGAs. There are two main approaches to functional develop-
ment: derivations based on theoretical arguments where the functional is forced to
obey constraints set by known features of the exact functional, and semi-empirical
schemes where one or several parameters are fitted to reproduce experimental re-
sults of desired properties, usually energy differences. The former methodology
generally leads to functionals with higher transferability that reproduce electron
densities more accurately [126]. The GGA functional PBE [127] belongs to this
category and is one of the most popular functionals for materials. This functional
has been used in all but the last paper in this thesis. Empirically fitted functionals
are more frequently used in quantum chemistry. The GGAs improve on LDA in
many aspects, such as cohesive energies and bond lengths. There are, however,
some systems and properties that are better described with LDA.

Although the local and semi-local functionals manage to predict many prop-
erties with reasonable accuracy, they systematically fail in some cases. Van der
Waals interactions, which results from non-local correlations, belong to this cate-
gory. The desire for finding an efficient description of these interactions has in-
creased in recent years due to the emergence of layered 2D materials and many
attempts have been made to develop functionals that include these effects. One
such functional class is the van der Waals density functional (vdW-DF) method
[128], which is constraint-based and builds upon GGAs. The latest installment
of this functional, abbreviated vdW-DF-cx with cx for consistent exchange [129],
works well for both dense and sparse systems [130, 131] and has been used in Paper
IX.
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Two other systematic failures of LDA and GGAs that are central this thesis
are the inability to predict accurate band gaps and localized states in semiconduc-
tors and insulators. These two problems have similar origins and can therefore be
treated with similar methods, which will be discussed in the following section.

5.1.3 Limitations of LDA and GGA

LDA and GGAs suffer from two severe problems that impair the description of
semiconductors and insulators: the systematic underestimation of band gaps by up
to about 40-50%, which is referred to as the band gap problem, and the inability
to properly describe localized states. Both these errors are manifestations of that
these functionals incorrectly describe systems with fractional charges [132, 133],
or in other words, derivates of the functionals with respect to charge are not well
described.

It has been shown [134] that the exact Kohn-Sham functional is piecewise lin-
ear: the total energy E(N) consists of straight line segments with discontinuities
at integer values of N (see Fig. 5.1). Approximate functionals, on the other hand,
generally deviate from piecewise linearity by displaying either a convex or concave
curvature for fractional charges, which leads to erroneous delocalization or over-
localization, respectively. LDA and GGAs belong to the former, thus suffering
from a delocalization error. This error originates from a spurious self-interaction
that is introduced by the Hartree term, see Eq. (5.9). While the exact XC func-
tional cancels this error this is not the case for LDA and GGAs.

The fundamental band gap of an insulator or semiconductor is given by

Egap = I − A = [E(N − 1) − E(N)] − [E(N) − E(N + 1)], (5.18)

where I is the ionization energy and A is the electron affinity. The gap can also be
expressed in terms of derivatives of the Kohn-Sham functional

Egap = lim
δN→0 (

δE
δn |N+δN

− δE
δn |N−δN) . (5.19)

This expression indicates that the band gap originates from a derivate discontinuity
in the total functional. Since LDA andGGAs deviate from the piecewise linear be-
havior with a convex curvature, it follows that the first derivate atN+δN decreases
while the second one atN−δN increases, which leads to an underestimation of the
band gap (see Fig. 5.1).

Furthermore, for the exact functional Eq. (5.19) yields

Egap = ϵKS
gap + Δxc, (5.20)
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N − 1 N N + 1
Number of electrons

−A

0

I

E
(N

+
δN

)−
E

(N
) PL

Convex
Concave

Figure 5.1: Schematic representation of the piecewise linear (PL) behavior of the
exact functional. A convex curvature, which is typical for LDA and GGAs, leads
to a delocalization error and an underestimation of the band gap. A concave be-
havior, which is the case for Hartree-Fock, results in over-localization and overes-
timated band gaps.

where ϵKS
gap is the band gap of the Kohn-Sham energy spectrum and Δxc is the deriva-

tive discontinuity in the xc-functional:

Δxc = δExc

δn |
N+δN

− δExc

δn |
N−δN

= Vxc|N+δN − Vxc|N−δN . (5.21)

While ϵKS
gap stems from the kinetic energy of the non-interacting particles [Ts in

Eq. (5.8)], which is exact, Δxc depends on the approximation of Exc and varies
accordingly. Vxc is continuous for LDA and GGA functionals (or any other func-
tional without an explicit orbital dependence [133]) and consequently is Δxc = 0.
This also leads to an underestimation of the band gap since Δxc > 0 for the exact
functional [135–137].

Besides affecting the band gap, the self-interaction error has a severe impact on
highly localized electron orbitals, especially those representing d- and f-electrons
but p-electrons are also affected. This is particularly problematic for transition
metal oxides where both the valence and conduction bands derive from these
states. As a consequence, LDA and GGA fail to describe polaronic states of elec-
trons and holes in these materials.

Different approaches that go beyond LDA and GGAs have been proposed to
remedy the band gap problem and the delocalization error, and since both errors
appear related some of these methods treat both problems simultaneously. The
remainder of this section outlines such methods that have been considered in this
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thesis, with the exception of the G0W0 method, which is the only non-DFT ap-
proach and is covered in Section 5.2.

5.1.3.1 DFT+U

One of the most widely used approaches to treat self-interaction is the DFT+U
method [138, 139] (originally LDA+U), where an on-site correction U is applied
to specific orbitals that penalizes partial occupation:

EDFT+U = EDFT + 1
2 ∑

α,I
Uαnα,I(1 − nα,I), (5.22)

where nI,α is the occupancy of the orbital α at the atomic site I. It is evident from the
quadratic form of the correction term that the U parameters can be chosen such
that the convex curvature of E(N) diminishes and piecewise linearity is obtained.
While DFT+U treats the self-interaction in a rather simple and efficient manner
a major concern with the method lies within the choice of the U parameters. The
appropriate value of U is strongly dependent of the atomic configuration and can
even vary for different local environments within the samematerial, such as for the
same defect in supercells with different sizes. In addition, the value of U depends
on the choice of the XC functional and the overall transferability of the method
is therefore quite limited. In practice, it is quite common that U is determined by
empirical fitting to reproduce experimental data such as band gaps or XPS data.
It is, however, possible to determine U purely on theoretical grounds by, e.g., con-
straining localized orbital occupations [140, 141]. When modeling polarons, it is
also quite common to determine U self-consistently for the polaronic configura-
tion by enforcing on the polaronic level either a Koopmans-like condition [142] or
piecewise linearity explicitly [143]. Beside the ambiguity of the choice of U, an-
other problem with DFT+U lies in the fact that it is an on-site correction and it
therefore cannot fully capture localization between atoms, such as bond-centered
polarons (e.g., VK centers in alkali halides).

5.1.3.2 Hybrid functionals

Another common approach to treat the band gap problem and self interaction is
to use hybrid functionals. Hybrid functionals [144–146] are a class of functionals
that substitute a part of theDFT exchangewithHartree-Fock (HF) [147] exchange,
giving an XC functional of the form

Ehybrid
xc = EDFT

xc + α (EHF
x − EDFT

x ) , (5.23)

where α is the mixing parameter. The motivation for this approach is that HF, in
contrast to LDA and GGAs, displays a concave curvature at fractional charges
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(see Fig. 5.1) and therefore suffers from a localization error, which results in a sys-
tematic overestimation of the band gap [132]. Thus by combining LDA/GGAwith
HF their corresponding errors are expected to cancel, leading to a more accurate
description of the band gap and charge localization. The value of α has been deter-
mined in many different ways using both theoretical and semi-empirical schemes.
The most popular hybrid functionals for materials, PBE0 [148] andHSE [149, 150],
both use the theoretically derived value of α = 0.25. The HSE functional also con-
tains a screening parameter ω that determines the range of the HF exchange in
order to reduce the computational effort. In recent years, however, there have
been many studies based on the PBE0 and HSE functionals where α and ω have
been treated as free parameters, and they are often fitted to reproduce certain
properties, such as experimental band gaps.

5.1.3.3 pSIC-DFT

A more recently developed method for treating the self-interaction error in the
context of modeling small polarons is the pSIC-DFT method [151], where pSIC
stands for polaron self-interaction correction. This method was used in Paper VII.
The development of this method was motivated by the fact that DFT+U is un-
able to describe bond-centered polarons while hybrid functionals are generally
too demanding for structural relaxation. The pSIC method relies on the fact that
the self-interaction error of LDA and GGAs does not affect closed-shell systems
considerably, and within these charge states are variations in the band structure
properly described. This exploits the fact that the (missing) derivative discontinu-
ity remains approximately constant for different ionic configurations, Δxc[R] ≈ Δxc

[152]. The corrected pSIC total energy for the open-shell system (with N ± 1 elec-
trons) is given by

EpSIC[N ± 1;R] = EDFT[N;R] ±  μ±
DFT[N;R] ± Δ±

xc[N], (5.24)

where μ±
DFT[N;R] ± Δ±

xc[N] refers to the highest occupied (−) or lowest occupied
(+) unoccupied level in the KS energy spectrum together with the corresponding
part of the derivative discontinuity. It follows that energy differences are given by

ΔEpSIC[N ± 1;R;R′] = ΔEDFT[N;R;R′] ±  Δμ±
DFT[N;R;R′], (5.25)

which depend solely on quantities that are well described already at the local and
semi-local level of approximation.

5.1.4 Plane waves and pseudopotentials

Finding a solution to the Kohn-Sham equations in a practical calculation requires
further considerations. First, a mathematical representation for the single particle
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wave functions is needed. There aremany possible choices and the suitable one de-
pends on the system under consideration. For extended systems it is convenient to
expand the wave function in a plane wave basis and to employ periodic boundary
conditions due to the repetitive nature of the crystal structure. Systems without
a repeating symmetry, such as defects, can still be treated using the supercell ap-
proach. The use of periodic boundary conditions results in an infinite system but
by utilizing Bloch’s theorem [153] the complete basis for the wave function can
be obtained by considering only the wave vectors k within the first Brillouin zone.
The basis functions can then be written as a Fourier series

ψn,k(r) = ∑
G

cn,k+G exp [i (k + G) ⋅ r], (5.26)

where the sum is over all reciprocal lattice vectorsG and n denotes the band index.
Since there is an infinite set of G vectors this sum has to be truncated in order to
be evaluated numerically. This is done by introducing a cut off energy Ecut which
limits the number of G vectors according to 1

2 |k + G|2 < Ecut.
While the use of plane waves simplifies the problem substantially a drawback

with this method is the slow convergence for rapidly oscillating wave functions
near the nuclei. However, core electrons do not take part in chemical bonding and
can therefore be treated differently compared to valence electrons. Additionally, a
good description of the valence electrons near the nuclei is not crucial for obtaining
a proper solution. For these reasons it is common to replace the potential arising
from the nuclei and the core electrons with an effective potential, which is referred
to as a pseudopotential. The pseudopotential is constructed in such a way that it
produces a more smooth function within the core region, which requires a lower
cut off energy, while it reproduces the all-electron wave function outside the core
region. Pseudopotentials make the calculations less computationally demanding
since only the valence electrons are treated explicitly. There is no restricted form
for pseudopotentials as long as certain conditions are required. This has allowed
for different implementations such as norm-conserving pseudopotentials [154] and
ultrasoft pseudopotentials [155]. Another approach to treat the core electrons is
the projector augmented wave (PAW) method [156], which has been used for all
DFT calculations in this thesis. With this formalism the all-electron wave function
is preserved within the core region.

5.2 GW-approximation

AlthoughDFTworks verywell formany systems some properties, such as the band
gap, are not well described (see Section 5.1.3). This calls for methods beyond the
standard semi-local approximation that can describe these properties more accu-
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rately. A concept that many such methods revolve around is that of quasiparti-
cles. The repulsive character of the electron-electron interaction in solids forms
effectively positively charged regions around the electrons, which screen electron-
electron interactions. Within this context the quasiparticle is defined as the com-
bined entity of the electron and the positive surrounding charge. Quasiparticles
interact through the screened Coulomb interaction W, which is weaker than the
bare Coulomb interaction v between electrons and depends on the dielectric re-
sponse of the material.

The mathematical description of quasiparticles is based on the single particle
Green’s function G. G is referred to as a propagator, which describes the move-
ment of the quasiparticle. G is related to the quasiparticle wave functions Φi and
quasiparticle energies Ei through the expression

G(r, r′;E) = ∑
i

Φi(r)Φ∗
i (r′)

E − Ei
. (5.27)

G only depends on six spatial degrees of freedom, which makes it a more manage-
able quantity than the many-body wave function. The behavior of quasiparticles
is governed by the quasiparticle equation

[−1
2∇2 + VH(r) + Vext(r)]Φi(r) + ∫Σ(r, r′;Ei)Φi(r′)dr′ = EiΦi(r), (5.28)

where VH(r) is the Hartree potential [see Eq. (5.11)], Vext(r) is the external poten-
tial, and Σ(r, r′;E) is the self-energy, which contains all many-body effects beyond
the Hartree approximation. To obtain an analytic expression for the self-energy is
not possible due to the complex nature of the many-body effects and approxima-
tions for this quantity are therefore needed. In 1965, Hedin proposed the Hedin
equations [157], from which the self-energy in principle can be obtained in an iter-
ative self-consistent manner. In practice, however, further approximations need
to be made and the most simple one is

Σ ≈ GW, (5.29)

which has become known as the GW-approximation. The following text gives a
brief outline of this method; for more comprehensive reviews on the subject see
[158, 159].

Beside the expression in Eq. (5.29),G and Σ are also related through the Dyson
equation

G = G0 + G0ΣG, (5.30)

where G0 is the non-interacting single particle Green’s function. Similar to the
expression for G in Eq. (5.27)G0 is given by

G0(r, r′;E) = ∑
i

ψi(r)ψ∗
i (r′)

E − ϵi
, (5.31)
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where ψi and ϵi are the wave functions and energies for non-interacting particles,
which can be obtained from, e.g., DFT or HF. Additionally, the quasiparticle en-
ergies can be expressed in terms of ϵi according to

Ei = ϵi + ⟨ψi|Σ(Ei) − Vxc |ψi⟩ ≈ ϵi + Zi ⟨ψi|Σ(ϵi) − Vxc |ψi⟩ , (5.32)

where Vxc is the XC potential [Eq. (5.12) for DFT] and Zi = [1 − 𝜕Σi(E)/𝜕E|E=ϵi]
−1

is the quasiparticle weight, with Σi(E) ≡ ⟨ψi|Σ(E) |ψi⟩.
The determination of Σ requires knowledge of G and vice versa, and a solution

can therefore only be obtained in an iterative, self-consistent manner. An evalu-
ation of a GW self-consistency cycle starts with a Green’s function G. Based on
this function the polarization P can be determined from which the dielectric func-
tion ε is obtained. In turn, the screened Coulomb interaction can be determined
asW = ε−1v and Eq. (5.29) can then be used to determine the self-energy. Finally,
a new Green’s function G is obtained from Eq. (5.30). In order to perform an ac-
tual GW calculation an initial guess for G is required. In practice G0 is used as a
starting point and the resulting screened Coulomb interaction is referred to asW0.

There are several different ways to perform GW calculations that differ in the
wayG andW are updated in the self-consistency cycle, which has led to a series of
different notations and abbreviations. G0W0 refers to the perturbative approach
when neither G or W are updated which corresponds to simply determining the
self-energy once and then calculating Ei using Eq. (5.32). This approach has been
considered in Paper I. Following the same logic,GW0 refers to whenG is updated
whileW is kept fixed, and GW in this context is when both G andW are updated.
When updating G there is also a choice of keeping the non-interacting wave func-
tions or updating them as well along with quasiparticle energies [160, 161]. The
latter is referred to as quasiparticle self-consistent GW and is either abbreviated
as QSGW or QPscGW.

An important aspect ofG0W0 is the fact that it is a perturbative approach, which
relies on the character of the initial wave functions. It thus follows that band gaps,
band widths and orbital positions obtained fromG0W0 calculations differ depend-
ing on the underlying method used to compute the initial ψi [162–165]. As a conse-
quence, for certain systems when LDA or GGA are used the limitations of these
methods can to some extent carry over toG0W0 leading to qualitative errors, such
as metallic instead of semiconducting behavior or disproportional band edge shifts
[162, 165].

In a practical calculation an important parameter is the number of empty bands
that are included in the evaluation of the frequency dependent dielectric function
[166]. While the band gap typically converges rather quickly with the number of
bands individual quasiparticle energies convergemuchmore slowly (see PaperVI).
It is therefore especially important to converge the quasiparticle energy spectrum
if the GW calculation is intended for correcting defect formation energies.
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5.3 Defect formation energies

In Chapter 3 the thermodynamics of point defects were described, which very
much revolve around the defect formation energy ΔG f

def. There, however, it was
not specified explicitly how this quantity is obtained and this section is therefore
devoted to the methodology of calculating defect formation energies and related
properties within the framework of DFT. There are multiple aspects that need to
be taken into account in order to avoid pitfalls that can lead to both quantitative
and qualitative errors. The following text will focus on those that have been im-
portant for the work in this thesis. A more comprehensive review of point defect
modeling that covers further aspects can be found in [167].

At zero temperature the formation free energy is given by

ΔG f
def(0) = ΔH f

def(0) = ΔE f
def + ΔE zp, (5.33)

where thePV-term has been neglected (see Section 3.4) and where ΔE f
def and ΔE

zp

are the electronic and zero-point contributions, respectively. The latter is usually
quite small and requires the vibrational frequencies, which can be obtained from,
e.g., phonon calculations, and has therefore often been neglected in studies where
temperature effects are not considered. The former can be expressed as

ΔE f
def = E tot

def − E tot
ideal − ∑

i

Δni μi + q(ϵVBM + μe), (5.34)

whereE tot
def andE

tot
ideal are the total energies of the defective and ideal system, respec-

tively. In this context, the electron chemical potential μe is conventionally given
with respect to the position at the valence band maximum (VBM) ϵVBM, and it is
thus important to distinguish between this definition of μe and the one adopted in
Chapter 3 where it refers to the absolute value of the electron chemical potential.
In a similar same manner, the chemical potential of the atomic species i is given
with respect to a reference state

μi = μi° + Δμi, (5.35)

where μi° is usually chosen as the chemical potential of the elemental reference
phase, which yields the upper limit Δμi ≤ 0. The lower bound of Δμi is set by the
formation energy of the host material and various competing phases.

An important quantity that is derived from the defect formation energy is the
charge transition level (CTL). The CTL corresponds to the electron chemical po-
tential, at which the relative stability of two defect charge states is interchanged
and is thus equivalent to the value at which formation energies of the two states
are equal: ΔE f

def (q1) = ΔE f
def (q2). From Eq. (5.34) it follows that the CTL is given
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by

ε(q1/q2) =
ΔE f

def (q1; μe = 0) − ΔE f
def (q2; μe = 0)

q2 − q1

=
E tot

def (q1) − E tot
def (q2)

q2 − q1
− ϵVBM. (5.36)

It is important to remember that this thermodynamic transition level is not the
same as the defect levels that show up in the Kohn-Sham eigenenergy spectrum.

Another quantity that follows from the formation energy is the defect segre-
gation energy. Based on Eq. (5.34) the segregation energy in Eq. (3.43) can be
expressed as

ΔE seg
def = ΔEf

def (RGB) − ΔEf
def (RBulk) = E tot

def (RGB) − E tot
def (RBulk) , (5.37)

where E tot
def (RGB) and E tot

def (RBulk) are the total energies of a defect at the grain
boundary and in the bulk, respectively. The second equality in Eq. (5.37) is valid
if the same grain boundary supercell is used as the ideal configuration for both
formation energies.

5.3.1 Finite size effects

The supercell approach with periodic boundary conditions has become the stan-
dard procedure for calculation of defect formation energies usingEq. (5.34). While
this methodology is very well suited for perfectly repeating crystal structures, it is
not always as convenient for systems with defects and can lead to significant errors
if not addressed properly. More specifically, the periodic boundary conditions im-
ply an infinite array of supercells, which, for defects, introduces interactions with
the periodic images. These interactions are not present for the isolated defect
and while defects occasionally do interact with other, in particular at large defect
concentrations, this interplay is not taking place in such a repetitive manner. Addi-
tionally, the thermodynamic framework that was derived in Chapter 3 relies on the
assumption that defects do not interact with each other and therefore, in principle,
requires formation energies of individual defects.

A natural first step to eliminate these interactions is to make the size of the
supercell as large as possible. This approach is usually not sufficient for defect
calculations based on DFT since the method is limited to systems with a relatively
small number of ions and electrons, and further treatment of these interactions is
therefore often necessary. The image interactions are most prominent in charged
systems due to long-range Coulomb interactions that decay slowly as L−1, where
L is the length of the supercell. Hence, most of the correction schemes discussed
below focus on the electrostatic interactions.
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A theoretical description of the finite size effects is most easily derived for point
defects in a cubic lattice. There are two main types of spurious interactions: elec-
trostatic and elastic. These typically scale as L−1 and L−3 and a simple correction is
to extrapolate the formation energy to an infinite system using a fitted polynomial
on the form [168, 169]

ΔE f
def(∞) = ΔE f

def(L) + aL−1 + bL−3, (5.38)

where ΔE f
def(∞), a and b are fitting parameters. A reasonable fit requires calcula-

tion of ΔE f
def(L) for several different L, which is usually not feasible for materials

with larger unit cells since cubic supercells often are multiples of the former. This
issue was addressed recently with a scheme that increases the number of tractable
data points for fitting by constructing supercells, for which the deviation from a
cubic shape (here referred to as acubicity) is small [170]. Another drawback is that
different supercell sizes only allow for certain symmetries, which can affect the de-
fect relaxation behavior and consequently the formation energy. An example of
this are the octahedral tilts in perovskites that are suppressed in supercells with an
odd repetition of unit cells (e.g., 3×3×3). If such an effect leads to large variations
in the formation energy then the fitting parameters will be sensitive to the choice
of configurations that are included in the fit.

The limitations of the extrapolation procedure call for more elaborate correc-
tion schemes. In 1985 Leslie and Gillan [171] proposed a correction to the defect
formation energy in Eq. (5.34) that corresponds to the energy of an periodic array
of point charges in a neutralizing background:

Eimage
corr (q) = Mq2

2εL , (5.39)

where M is the Madelung constant and ε is the macroscopic dielectric constant.
Since then more involved schemes have been suggested, with many of them in-
cluding the monopole-monopole correction in Eq. (5.39) as well as additional elec-
trostatic contributions, such as different model charge distributions and potential
alignment [172–178]. The need for potential alignment, which refers to the align-
ment of the electrostatic potential in the defective (far from the defect) and ideal
supercells, follows from a divergence in the total energy for charged systems [179].
The total energy of a neutral supercell within the periodic scheme is well defined
and is determined up to an arbitrary constant. For a charged supercell, however,
the total energy diverges unless the average potential is set to zero, which corre-
sponds to adding a neutralizing background charge. This leads to a shift in the
constant that in turn yields a contribution to the formation energy. This can be
corrected for by adding the correction term qΔV to Eq. (5.34), where ΔV is the
difference between the potential in the defective and ideal supercells far from the
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defect [174]. Assessment of correction schemes has shown that they all work rea-
sonably well for defects with localized charge distributions but not for partially or
fully delocalized defects [178, 180].

Point defects have been studied in all papers in this thesis and correction schemes
have therefore been an important aspect in this work. Most of the considered ma-
terials do, however, exhibit large dielectric constants and image interactions there-
fore become fairly small and formation energies are thus only slightly affected.
Both the extrapolation scheme, which for BaZrO3 is possible due to the small 5
atom cubic unit cell, and explicit electrostatic corrections have been considered in
all papers that deal with formation energies. The corrections are expected to work
well since the considered defects all have a localized charge distributions. Regard-
ing the work on grain boundaries (Papers I-IV) no corrections were employed for
the segregation energies. While these quantities are formation energy differences
and should in principle include corrections, practical calculations using Eq. (5.37)
involve only one supercell size and the errors are therefore expected to cancel.

5.3.2 Band gap problem

Formation energies calculated with local and semi-local functionals are subject to
additional errors due to the band gap problem (see Section 5.1.3). For wide band
gap materials the gap can be underestimated by several electron volts, which may
lead to significant errors in the formation energies. However, it is actually not the
size of the band gap that influence the formation energy and related properties but
the position of the band edges and defect levels. Having only access to the correct
band gap (e.g., from experiments) is therefore not sufficient, which is demonstrated
schematically in Fig. 5.2. There is also the possibility that defect levels that should
be located inside the band gap end up in the valence or conduction band, which
could alter not only the formation energies but also the electronic character of the
defects.

A straightforward approach to correct for these errors is simply to carry out
the complete defect calculation with a method that treats the band gap more accu-
rately, such as hybrid functionals. This approach quickly becomes computationally
expensive and is limited to fairly small systems and structural relaxation is often
very expensive. A common methodology is therefore to relax the defect structure
using a local or semi-local functionals and then perform a static hybrid calculation
with the relaxed structure. This procedure was considered in Papers VI and IX.

A different approach, which does not require explicit defect calculations with
more demanding methods, is to apply a band gap correction directly to the for-
mation energy in Eq. (5.34) [181, 182]. In this way, only one calculation beyond
standardDFT is necessary in order to correct errors induced by the band gap prob-
lem. A difficulty with this method lies in the fact that it is not always obvious how
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ELDA/GGA
gap

VBM

CBM

Band edges Defect levels

Figure 5.2: Schematic representation of the ambiguity that arise for the position of
band edges (left panel) and defect levels (right panel) due to the band gap problem.
Valence and conduction bands are represented by the blue and orange regions,
respectively, while the grey shaded areas indicate band edge shifts.

defect levels follow band edges when band gaps open up and this information is
not obtained from the ideal system (see Fig. 5.2). Within this context a key result of
Paper IX is that the position of the oxygen vacancy level is well described already
at the semi-local level and that the CTLs appear to be aligned (with respect to the
vacuum level) for oxides in general. In the special case of fully ionized defects this
correction scheme becomes much more simple. The conduction band and defect
levels are then empty and only the shift of the VBM is of importance [183]. In this
case the band gap correction to Eq. (5.34) is given by

Egap
corr(q) = qΔϵVBM, (5.40)

where ΔϵVBM = ϵVBM − ϵDFT
VBM is the VBM shift. This correction was employed in

Papers IV and VI with ΔϵVBM being calculated from hybrid andG0W0 calculations.

5.4 Nuclear motion

The motion of the nuclei is often approached with the assumption that quantum
mechanical effects are quite small and it is therefore reasonable to consider a clas-
sical treatment of the nuclei. Furthermore, the Hellmann-Feynman theorem [184]
yields the following simple relation between the force exerted on a nucleus I and
the total energy E of the ion-electron system

FI = − 𝜕E
𝜕RI

. (5.41)
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The forces can be used inmany different contexts where ions are allowed to change
position, such as in minimization schemes to find low energy structures or in New-
ton’s equation ofmotion to study dynamical properties. The following two sections
treat aspects of nuclear motion that have been considered in this thesis work and
where forces play a major role.

5.4.1 Vibrational motion

Atomic forces are central to the description of vibrationalmotion in solidmaterials.
This section gives a short introduction the methodology for computing the vibra-
tional spectra and is a summary of more involved descriptions found in textbooks
[185].

Since the potential energy depends on the ionic positions R it is possible to ex-
pand the energy around a set of coordinates R̃ in terms of ionic displacements dR

V(R) = V(R̃) + ∑
kiα

𝜕V(R̃)
𝜕Rkiα

dRkiα + 1
2 ∑

kiα
∑
ljβ

𝜕2V(R̃)
𝜕Rkiα𝜕Rljβ

dRkiαdRljβ + … , (5.42)

where the indices kl, ij and αβ sum over unit cells, atoms within the unit cell and
cartesian coordinates, respectively. The zero order term in this expansion is a con-
stantwhile the first-order termvanishes if the configuration represented by R̃ corre-
sponds to a minimum of the potential energy surface, and the second-order term is
thus the first one of importance. The terms in the series become significantly more
complex as the order increases and for many practical calculations where displace-
ments are small the second-order term dominates. Considering only this term is
referred to as the harmonic approximation and is often sufficient for describing the
vibrational properties of materials. There are, however, certain properties such as
thermal expansion and thermal transport that are not captured by this approxima-
tion and require consideration of the anharmonic third- and higher-order terms.

The second-order coefficients can be expressed in matrix form as the so-called
force constant matrix

Φkiα,ljβ = 𝜕2V(R̃)
𝜕Rkiα𝜕Rljβ

= −
𝜕Fljβ
𝜕Rkiα

. (5.43)

By considering the force constant matrix together with Newton’s equations of mo-
tion and wavelike solutions it is possible to derive the eigenvalue problem

D(q)eqs = ω2
qseqs, (5.44)

where ωqs is the vibrational frequency of the mode with band index s and wave
vector q, eqs is the corresponding eigenvector, and D(q) is the dynamical matrix.
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The latter is obtained from the force constant matrix according to

Diα,jβ(q) = 1
√MiMj

∑
k

Φkiα,0jβ exp [−iq ⋅ (Rki − R0j)]. (5.45)

By solving the eigenvalue problem [Eq. (5.44)] for different q it is possible to ob-
tain the complete vibrational spectrum. With this information it is then possible
to study a variety of related properties, such the vibrational contribution to ther-
modynamic quantities (see Section 3.4).

5.4.2 Nudged elastic band method

As described in Chapter 4, when ions and polarons migrate from one site to the
next they need to overcome a migration barrier. The configuration that corre-
sponds to the top of the migration barrier is referred to as the transition state and
is a saddle point on the energy landscape. This configuration is therefore difficult
to find by standard minimization techniques whose purpose is to find local and
global minima. A method that has become popular for finding the transition state
is the nudged elastic band (NEB) method [186]. The approach here is to construct
a minimum energy migration coordinate between the initial and final states that
is represented by several intermediate configurations, or images, which are con-
nected through springs. By constructing a tangent at each image and project out
the corresponding force component, images are allowed to relax only in the per-
pendicular plane while remaining on the migration coordinate. A variant of this
method is the climbing image NEB method [187] where the highest energy is not
attached to the springs and can move freely along the migration coordinate. The
saddle point can then be obtained by maximizing the energy of this image. These
methods were used to compute adiabatic polaron migration barriers in Paper VII.
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6
Summary of the papers

6.1 Papers I-IV: Space-charge formation at grain
boundaries in BaZrO3

Aspointed out in Section 2.2, the lowproton conductivity in polycrystallineBaZrO3
is mainly due to the presence of space charges at grain boundaries, which impede
transport across these interfaces. The aim with these four papers was to study this
phenomenon and unravel the mechanisms behind space-charge formation from
a theoretical point of view, by the means of first-principles calculations and ther-
modynamic modeling. Several different questions concerning space-charge for-
mation are addressed, which range from fundamental physical aspects to more
technical details. The main themes of the papers are the following: (i) do oxy-
gen vacancies and protons segregate to the grain boundary and is this general for
all grain boundaries in the material; (ii) is the vibrational contribution important
when calculating segregation energies; (iii) why are grain boundaries more resis-
tive in BaZrO3 compared to BaCeO3.

The first question is the topic of Papers I and II, where proton and oxygen va-
cancy segregation to four different stoichiometric tilt grain boundaries is consid-
ered. Three mirror-symmetric grain boundaries are under investigation in the first
paper: (111)[1̄10], (112)[1̄10] and (210)[001], where the second boundary is shown
as an example in Fig. 6.1. The notation is such that the parenthesis represents
the miller index of the grain boundary plane while the tilt axes is given within the
square brackets. The (210)[001] orientation was also considered in Paper II, how-
ever, the atomic structure was further optimized using rigid body translations that
resulted in a non-symmetric configuration. The same methodology was employed
in both papers. Segregation energies were calculated using Eq. (5.37) and space-
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[112][110]

[111]

-

-

Figure 6.1: The atomic structure of the mirror-symmetric (112)[1̄10] tilt grain
boundary, where the grey dashed line marks the grain boundary plane. Green,
blue and red atoms represent barium, zirconium, and oxygen, respectively.

charge modeling was performed as described in Section 3.6 using a layer-by-layer
approach.

The most favorable vacancy segregation energies were found to be in the range
−0.5 eV to −1.5 eV, while the corresponding range was −0.7 eV to −1.3 eV for pro-
tons. No direct trend was observed as some grain boundaries favored proton seg-
regation while vacancies were more prone to segregate in others. Feeding these
results into the space-charge model gave for dry conditions (where only oxygen va-
cancy segregation is considered) potential barriers between 0.2V and 0.7V, which
are directly related to the strength of the segregation energies. This behavior was
altered under hydrated conditions when protons were allowed to segregate. The
space-charge potentials then became very similar and could be found within an
interval of 0.6V and 0.7V at temperatures below 800K for all grain boundaries.
These results indicate that some potential barriers change quite significantly be-
tween dry and wet conditions while others remain unchanged. Both these sce-
narios have been observed experimentally although the differences in the mea-
sured potentials were smaller. Concentration profiles show that all grain bound-
aries were hydrated at low temperatures despite the fact that different boundaries
favor different defects, which explain why the potential barriers become so simi-
lar. Protons thus appear to be the prime source to space-charge formation in wet
atmospheres for temperatures below 800K, which are typical conditions for appli-
cations that rely on proton conduction.

The second question is addressed in Paper III where first-principles phonon cal-
culations where used to calculate segregation free energies in the (112)[1̄10] grain
boundary (Fig. 6.1). At this time, several acceptor dopants (Sc, Y, In, Gd) were
also considered along with protons and oxygen vacancies. For protons, the vibra-
tional contribution is very small and the segregation free energy is fairly constant
at temperatures where protons remain in the material. For the vacancy, the ad-
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dition of the phonon contribution leads to a positive segregation entropy, which
further stabilizes the defect when temperature is increased. While this shifts the
onset for hydration/dehydration of the GB core it does not change the conclusions
of Papers I and II. For the dopants, on the other hand, the vibrational contribution
is found to play a significant role. Segregation energies at zero Kelvin are found
to correlate with the ionic radius, where the small (large) dopants display posi-
tive (negative) segregation energies. A similar trend is found for the segregation
entropies. At high temperatures where dopants become mobile this leads to seg-
regation free energies that are close to zero for all species. Dopant segregation is
thus mainly driven by the attraction to the positively charged grain boundary and
should be similar for all dopant species, which has also been observed experimen-
tally. Hence, neglecting the vibrational contribution leads to the wrong conclusion
that dopant segregation depends on the ionic radius. Furthermore, using these seg-
regation free energies and allowing for dopants to segregate leads to a reduction in
the space-charge potential by about 0.2 V, which is in agreement with experiments
where samples were annealed at high temperatures.

The third and final question is treated in Paper IV, where formation and segre-
gation protons and oxygen vacancies were studied for several different BaZrO3
and BaCeO3 grain boundaries. For a fair comparison of the two materials the
grain boundaries need to be structurally similar. To this end the (111)[1̄10] and
(112)[1̄10] grain boundaries from Papers I and III were considered for BaZrO3 and
analogous grain boundaries were then constructed for BaCeO3. Furthermore, the
hydration thermodynamics of the bulk is much more favorable in orthorhombic
BaCeO3 and this aspect was also taken into consideration. The DFT calculations
imply that the energetics of oxygen vacancy formation and segregation are similar
in the twomaterials. For protons, however, the materials behave differently where
the segregation energy is found to be twice as negative in BaZrO3. This leads to
larger concentrations of protonic defects in the grain boundary cores at lower tem-
peratures in humid environments for BaZrO3. In turn, this results in space-charge
potentials that are 0.1-0.3V higher compared to those found for BaCeO3 under the
same conditions. Further analysis of proton formation energies revealed that they
are all very similar in the grain boundaries of both materials and the difference
in the segregation energies follows from that protons in the bulk region are more
stable in BaCeO3 compared to BaZrO3. The reason for this can be explained by
the local proton environments where the stronger hydrogen bonds found at grain
boundaries and in the bulk phase of BaCeO3 stabilize the proton. To conclude,
the less resistive character of grain boundaries in BaCeO3 stems from that the
bulk phase of this material is more favorable for protons compared to the BaZrO3
counterpart.
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6.2 Paper V: Chemical expansion in BaZrO3

This paper addresses chemical expansion in BaZrO3, which in this context refers
to the increase in volume that follows from the hydration of oxygen vacancies
[Eq. (2.3)]. The study is performed from a defect point of view, where the size
of protons and oxygen vacancies is used as a basis for describing the macroscopic
chemical expansion. Protons and oxygen vacancies have been considered both as
free defects and in association with several acceptor dopants (Ga, Sc, In, Y). De-
fect formation volumes have been quantified in terms of the defect induced strain
tensor, which contain information about anisotropic distortions and thus provides
a measure of both the size as well as the shape of defects. Moreover, the chemi-
cal expansion coefficient is given by the trace of the strain tensor and allows for a
direct comparison with experimental data.

Strain tensors based on DFT calculations indicate that the formation of both
protons and vacancies lead to anisotropic distortions and a net contraction of the
lattice. The effect is smaller for the proton, which actually expands the lattice
slightly along the Zr-O-Zr direction, and the net effect upon hydration is a volume
expansion. The effects of dopant association are quite small and all correspond-
ing expansion coefficients due to hydration are found within the range 0.4-0.6 per
proton. While the calculated results appear to be slightly lower than what is found
experimentally, an accurate quantitative assessment is not possible as there are
major uncertainties in the experimental data. This is due to the actual proton con-
centration often differ from the nominal one and measurements of the former are
usually either missing or not sufficiently accurate. Nevertheless, the qualitative
agreement suggests that chemical expansion due to hydration follows from the
size difference between protons and oxygen vacancies.

6.3 Papers VI and VII: Hole conductivity in BaZrO3

While it is well established that acceptor-doped BaZrO3 display hole conductivity
at high temperatures in oxidizing environments, questions still remain concerning
the origin of this behavior. Control over conductivity under different conditions
is key in practical applications, which require an understanding of the different
mechanisms at play. In these two papers we address two factors that determine the
hole conductivity: the oxidation reaction [Eq. (2.5)] and hole polarons. UsingDFT
with LDA andGGAs is not sufficient here and an important aspect of these papers
is to treat the shortcomings of local and semi-local functionals systematically.

Oxidation of oxygen vacancies is the main topic of Paper VI. This reaction de-
scribes the formation of holes and is therefore affected by the band gap problem
(see Section 5.1.3). The issue is evident in the expression for the oxidation en-
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thalpy, which depends on the position of the valence band maximum (VBM) as
ΔHox ∝ −2ϵVBM. To study how the description of the band gap affects modeling of
the reaction we consider three different methods: DFT with both PBE and PBE0
as well asG0W0. The enthalpy was calculated explicitly with the twoDFTmethods
while the VBM shift fromG0W0 was applied as a correction to the PBE result [see
Eq. (5.40)]. The latter approach is referred to as PBE+χ[G0W0]. Additionally, the
hydration of oxygen vacancies [Eq. (2.3)] was also considered within this context.
However, the band gap problem was found not to be an issue in this case and all
three methods predict consistent results for this reaction.

The calculated band gaps are 3.13 eV, 5.35 eV and 4.73 eV for PBE, PBE0 and
G0W0 respectively. Experimental gaps are found in the range 4.8-5.3 eV, which
indicates that both PBE0 and G0W0 predict reasonable gaps while PBE underes-
timate by about 40% as expected. Most of the increase in the band gaps is due
to a shift of the VBM, which for PBE0 and G0W0 are −1.42 eV and −1.10 eV with
respect to PBE. Due to the VBM dependence of ΔHox and the magnitude of these
shifts, the description of the reaction changes drastically with an improved band
gap. With PBE the reaction becomes exothermic with an enthalpy of −1.3 eV. Us-
ing PBE0 and PBE+χ[G0W0], on the other hand, lead to enthalpies of 1.5 eV and
0.9 eV, which correspond to an endothermic reaction. Further analysis using ther-
modynamic modeling showed that the qualitative difference between the methods
has a huge impact on equilibrium defect concentrations. The exothermic nature
of PBE leads to extremely large hole concentrations, which fully compensate ac-
ceptor dopants under dry conditions except at very low oxygen partial pressures.
In wet atmospheres there is still a substantial amount of holes present that com-
pensate about half of the dopant charge at low temperatures while protons com-
pensate the remaining half. With PBE0 and PBE+χ[G0W0], however, oxygen va-
cancies become majority defects in dry atmospheres and holes dominate only at
high temperatures and oxygen partial pressures. Additionally, almost complete
hydration is obtained under wet conditions and the hole concentration is orders of
magnitude lower than the proton concentration in this case. This latter scenario
is in line with literature data as almost completely hydrated samples have been
obtained experimentally under similar conditions.

While there is no experimental data available in the literature for the oxidation
enthalpy of BaZrO3 it is possible to relate this quantity to the activation energy for
hole conduction, which have been measured by several different research groups.
Such an assessment requires the hole mobility, which in turn depends on wether
holes are delocalized or form localized polaronic states (see Section 4.2). Polaron
formation also affects the oxidation enthalpy, which in this case corresponds to the
reaction in Eq. (3.32), and can thus lead to different activation energies as well. To
this end we study hole polaron formation and migration in BaZrO3.
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Modeling of polarons require certain considerations due to the self-interaction
error of LDA and GGAs that favors charge delocalization (see Section 5.1.3). To
address this problem we considered three different approaches: PBE+U, pSIC-
PBE and and the hybrid functional HSE. The U parameter for PBE+U was deter-
mined based on the concept of piecewise linearity (see Section 5.1.3), which led
to U = 6.5 eV. Similar results are obtained for all methods, which predict that po-
larons are stable and associated with a formation energy of −0.1 to −0.2 eV. The
polaron mainly localizes on a single oxygen ion (see Fig. 3.2) and further investi-
gation with an explicit yttrium acceptor show that yttrium act as a trap site with a
trapping energy of about -0.1 eV. Polaron migration barriers were also calculated
and found to be about 0.1 eV.

While polaron formation is energetically favorable, the rather small formation
energies indicate that polarons will likely thermalize at higher temperatures and
form band states. It is thus relevant to consider both band and polaron conduction
mechanisms for calculating activation energies [see Eq. (4.11) and Eq. (4.12)]. Ac-
tivation energies in the range 0.6-1.0 eV are obtained if a band hole mobility is con-
sidered together with the endothermic enthalpies of PBE0 andPBE+χ[G0W0]. For
polarons the corresponding activation energies are found to be within 0.4-0.8 eV.
Both scenarios agree well with experimental data for Y-dopedBaZrO3 (0.6-1.1 eV)
although band conduction fits slightly better. It is thus difficult to distinguish the
hole character in the real samples. However, using an exothermic enthalpy as pre-
dicted by PBE the activation energies become negative with both mobility types.
This is not sensible and the oxidation reaction must therefore be endothermic.

6.4 Paper VIII: Electronic defects in BaTiO3-xHx

In this paper we did a systematic investigation of the character of electronic carri-
ers in BaTiO3−xHx by combining first-principles calculations with inelastic neutron
scattering (INS) techniques. For the excess electron that follows from hydride sub-
stitution of oxygen two different options are considered. It can either be promoted
to conduction band and form a delocalized band state, or localize as a small po-
laron on a single titanium ion. In the latter scenario the electron localizes next to
the hydride ion forming a bound polaron (see Fig. 3.2).

The energetics of the two states were determined by computing their respective
formation energies. PBE+Uwas used capture localization, whereUwas chosen to
fulfill piecewise linearity using the same procedure as in Paper VII. Two different
supercell sizes were considered, 2×2×2 and 3×3×3, for which two slightly different
U values were obtained (3.3 eV and 3.1 eV). Polaron formation was found to be
favorable in the smaller supercell but not in the larger, which gives an indication
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to that the two charge carriers are present at different hydride concentrations. The
associated formation energies are quite small, −60 meV and 120 meV, respectively.

The character of the electron in the real samples is determined indirectly by
using INS techniques to measure the vibrational spectrum of hydrogen in the ma-
terial. This approach was justified by first-principles phonon calculations, which
show that the polaronic distortions around the hydride ion lead to significant shifts
in the vibrational frequencies of hydrogen. The INSmeasurementswere performed
at 10K using two samples with different hydrogen content. To assign the peaks
in the measured spectra we used the more demanding HSE functional to calcu-
late vibrational frequencies since hybrid functionals have been shown to predict
the vibrational properties of pure BaTiO3 more accurately than LDA and GGAs.
Furthermore, we utilized the fact that hydrogen motion is decoupled from lattice
vibrations and compute the hydrogen frequencies using a one particle harmonic
potential method. The results indicate that excess electrons are mainly delocalized
band states in both samples, however, polarons seem to appear when the amount
of hydrogen in the material increases. To summarize, this study shows that INS to-
gether with first-principles modeling can be used to characterize electronic defects
in oxyhydrides.

6.5 Paper IX: The oxygen vacancy

The oxygen vacancy is arguably the most important defect in oxides and many
properties in these materials are associated with this defect. When formed intrin-
sically, the vacancy act as donor and can contribute with up to two electrons to the
conduction band. The tendency to donate electrons depends on the position of
the (+2/0) CTL (see Section 5.3) and a vacancy with a CTL close to (far from) the
conduction band minimum is referred to as shallow (deep). The formation of an
oxygen vacancy results in dangling bonds at the neighboring cations, which form
the defect state. Since these cations differ between oxides and can exhibit either
s-, p-, d-, or f-type character it is quite natural to assume that the behavior of the
oxygen vacancy varies accordingly.

Here, however, we showusingDFT that oxygen vacancies display the same prop-
erties in a large set of binary and ternary oxides. More specifically, the considered
materials are charge transfer oxides where the valence bands derive from oxygen
p-orbitals while the cations form the conduction bands. We find that when the ox-
ide band structures are aligned the CTLs for all materials are found within ±0.6 eV
while at the same time the corresponding band gaps vary between 3 and 10 eV.
Since the CTL appears to be universal this indicates that it possible to identify the
character of the vacancy (deep or shallow) directly from the band structurewithout
an explicit treatment of the defect. Moreover, deep vacancies are found to behave
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as cavities where the predominantly s-like charge density is centered around the
vacant site, regardless of surrounding cations.

Another important finding, which is ofmore technical concern, is that oxygen va-
cancies can be correctly classified as either deep or shallow based on calculations
using semi-local functionals despite the inherent band gap problem. While the
CTLs of shallow vacancies are found to follow the conduction band, those of deep
vacancies do not and the absolute position of the latter is not changed when going
from a semi-local description to a hybrid functional. At the semi-local level, how-
ever, it is not possible to classify the vacancy as deep or shallow from the position of
the CTL since the band edges are misplaced. We show that there are several other
quantities that also serve as predictors for the donor character, which are properly
described with semi-local functionals. These are the defect charge density, the re-
laxation behavior and the Kohn-Sham (KS) energy spectrum. As described above,
the charge density for deep vacancies is s-like and localized at the vacant site. This
localization leads to different relaxed structures for the two charged states, a fea-
ture which is not observed for shallow vacancies. Finally, for deep vacancies there
are localized KS levels within the band gap.
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This thesis provides several new insights to the field of solid oxides (in particular
for proton conducting ceramics), which can be divided into two categories. The
first one concerns practical problems that prohibits acceptor-doped BaZrO3 from
becoming the superior proton conductor it has potential to be. The main issue
is the resistive properties of grain boundaries in this material that have troubled
scientists for almost two decades. While the material has been improved over the
years, the origin of this phenomenon has not yet been fully understood and many
advances have been achieved based on trial and error procedure. The work here
provides more understanding of the mechanisms at play, i.e., the origin of space-
charge formation, which can help as a guide for experimentalists in fabricating new
better-performing materials. At this moment, the most important contribution is
the comparison of BaZrO3 and BaCeO3, as most considered electrolyte materials
at present are BaZrO3-BaCeO3 solid solutions. The fact that the bulk and not the
grain boundaries causes the difference between the two materials is quite unex-
pected, which provides a new starting point for further work.

The other category concerns the theoretical methodology for describing these
materials. As such, the work on hole conductivity has not primarily been done
to address a certain issue as in the case of the space-charge effects and chemical
expansion, but to introduce and develop theoretical tools for accurately describe
electronic defects in oxide ion and proton conductors, for which BaZrO3 acts as a
model system. Themotivation for these papers was not only to show how standard
DFT modeling is not sufficient in this case but also to demonstrate how the more
advanced methods such as DFT+U and hybrid functionals perform based on their
parametrization. The importance of a proper choice of methods is demonstrated
in the combined experimental and theoretical study of the oxyhydride in Paper
VIII, for which a careful systematic assessment of these techniques provided both
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qualitative and quantitative agreement between the theoretical and experimental
results. The last paper also falls into this category, as it provides a general under-
standing of oxygen vacancies in different oxides as well as how the inherent short-
comings of DFT with semi-local functionals can be circumvented when describing
certain defect states.

Although thework presented here has provided a deeper understanding of space-
charge formation, chemical expansion and defect modeling in general there is
still room for improvements. These studies have generally been performed using
rather simple systems that only provide qualitative agreement with experiments,
with the exception of Paper VIII. Further insight to these processes will require
more quantitative assessments, both from an experimental and a theoretical point
of view.

For space-charge formation there are important aspects that remain unclear and
deserve further analysis, many of which in one way or another are related to defect-
defect interactions. In a real grain boundary, the energy landscape should change
as more defects segregate and segregation energies should thus vary accordingly,
and eventually there could be situations where they become positive. While this is
to some extent already included in the space-charge model as the electrochemical
potential depend on the electrostatic potential, many effects are not accounted
for when only segregation of single defects is treated explicitly. Defect-dopant
interactions in bulk have been shown to vary with dopant species [188, 189] and it
is possible that a similar behavior is found also in grain boundaries. Moreover, the
rather high defect core concentrations that are predicted by space-chargemodeling
are bound to impose significant strain that should affect segregation energies.

Strain effects were completely ignored in Paper I but to some extent addressed
in Papers II-IV. This was done by prohibiting segregation to certain sites that were
chosen based on defect relaxation behavior. For the (112)[1̄10] grain boundary
the various treatments lead to different space-charge potentials in the hydrated
regime, which show the importance of defect-defect interactions. While it is fairly
straightforward to perform more quantitative theoretical modeling of individual
grain boundaries little is gained from such a study if the grain boundary is not
present in the real material. The atomic structure of grain boundaries in real sam-
ples is yet to be characterized and there is need for such assessments before there
is much value in performing more elaborate modeling of these structures. For
instance, the atomic structure of grain boundaries in SrTiO3 has been identified
using high-resolution transmission electron microscopy [190, 191] and the same
approach should be applicable also for BaZrO3.

For the hole conductivity, further insights also require more quantitative mea-
sures. Although the band gap is significantly improved with PBE0 and G0W0 and
both predict an endothermic oxidation there is still a difference between the two
methods. The VBM is 0.3 eV lower for PBE0 compared to PBE+χ[G0W0], which
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leads to an increase in the oxidation enthalpy of about 0.6 eV that reduces the
hole concentration by one or several orders of magnitude (see Fig. 7 in Paper VI).
The spread in the improved theoretical band gaps is as large as the experimental
band gap range, and a more accurate prediction of hole concentrations therefore
require a better assessment of the electronic structure with both theoretical and
experimental techniques. The rather good agreement of the hole conductivity ac-
tivation energies is to some extent due to the large scatter in the experimental data.
A greater understanding would require more input from the experimental side so
that materials are as similar as possible when comparing experimental and theoret-
ical data. This will require information such as how changes in the microstructure
as well as the presence of dopants and other defects affect the electronic struc-
ture. Additionally, experimental measurements of quantities such as the oxidation
enthalpy and hole mobility for pristine BaZrO3 would also be of great value for
validating the theoretical results.

The oxyhydride perovskites have only been around for several years and many
aspects of these materials still remain unknown. Practical applications for these
materials are not yet available and most relevant questions are at moment of a
more fundamental character. The most important one is undoubtedly the charac-
ter of the hydride ion diffusion. While a few studies have set out to address this
question no satisfactory explanation has still been provided for the diffusionmech-
anism. As these materials contain high concentrations of hydride ions, electrons,
and oxygen vacancies the diffusion is most likely affected by the interplay between
these species. A fundamental understanding of the defect chemistry is therefore
imperative. Other interesting questions where the defect chemistry also play a ma-
jor role are if oxyhydride phases can be found in simple perovskites beyond the
titanates, and what is the solubility limit for hydrogen in different oxyhydrides.

Finally, for the oxygen vacancies a natural next step would be to investigate if
the observed general behavior extends tomore exoticmaterials, such as lanthanide
oxides with open f-shells, layered 2D oxides and Mott insulators.
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