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Abstract

Diesel engines are known to be a major source of a highly pollutant material known as particulate matter, PM, which is a strongly threatening agent to human health. Therefore, diesel particulate filters are used to reduce PM emissions by trapping soot. Regenerating the particulate filter is necessary to keep the exhaust back pressure below a certain limit and, thereby, to maintain efficient fuel consumption. Regeneration can be run in two modes: active or passive. The former mode is performed by injecting additional fuel into the exhaust to raise the temperature above 550 °C and, thereby, burn the accumulated soot with oxygen. In contrast, passive regeneration can be performed at the exhaust temperature, i.e. 350-450 °C, which is more efficient. The key compound for passive regeneration that reacts with soot is NO\textsubscript{2}, which is more reactive than oxygen. It is formed by oxidizing NO over an oxidation catalyst.

The goal of this thesis is to develop both experimental and theoretical methodologies to study the soot-NO\textsubscript{2} reaction from a fundamental perspective. To this end, a thorough characterization study of the experimental setup was conducted with respect to heat transfer and residence time distribution, which resulted in a number of guidelines to help increase the quality of experimental measurements. Moreover, a novel sample preparation method is proposed that ensures a highly controlled carbon deposition in each and every channel of the monolithic reactors, which was found to be crucial for obtaining reliable and reproducible results. Furthermore, a deconvolution algorithm was developed to decrease the unresolved time span of transient measurements. Numerical simulations, in particular computational fluid dynamics, were extensively employed to both aid as simulation tools and to gain a deeper insight into the subject of study.

Significant promoting effects were identified for both water vapor and molecular oxygen, which indicates the importance of studying automotive soot oxidation under realistic exhaust conditions. A global kinetic model was formulated that can express the observed rate of oxidation in the presence of water vapor, oxygen, and NO\textsubscript{2} with very high accuracy over the entire 0-100% conversion interval. It thus serves as a predictive tool for optimizing both the operation of diesel engines and the design of soot traps.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASA</td>
<td>active surface area</td>
</tr>
<tr>
<td>BP</td>
<td>basal plane</td>
</tr>
<tr>
<td>CFD</td>
<td>computational fluid dynamics</td>
</tr>
<tr>
<td>cpsi</td>
<td>cells per square inch</td>
</tr>
<tr>
<td>CSTR</td>
<td>continuous stirred tank reactor</td>
</tr>
<tr>
<td>DO</td>
<td>discrete ordinates</td>
</tr>
<tr>
<td>DPF</td>
<td>diesel particulate filter</td>
</tr>
<tr>
<td>DRIFTS</td>
<td>diffuse-reflectance Fourier-transform spectroscopy</td>
</tr>
<tr>
<td>FTIR</td>
<td>Fourier-transform infra-red</td>
</tr>
<tr>
<td>HRTEM</td>
<td>high-resolution transmission electron microscope</td>
</tr>
<tr>
<td>IR</td>
<td>infra-red</td>
</tr>
<tr>
<td>MEX</td>
<td>Matlab EXecutable</td>
</tr>
<tr>
<td>MS</td>
<td>mass spectroscopy</td>
</tr>
<tr>
<td>ODE</td>
<td>ordinary differential equation</td>
</tr>
<tr>
<td>PM</td>
<td>particulate matter</td>
</tr>
<tr>
<td>RSA</td>
<td>reactive surface area</td>
</tr>
<tr>
<td>RTD</td>
<td>residence time distribution</td>
</tr>
<tr>
<td>TPD</td>
<td>temperature-programmed desorption</td>
</tr>
<tr>
<td>TSA</td>
<td>total surface area</td>
</tr>
<tr>
<td>URSA</td>
<td>unreactive surface area</td>
</tr>
</tbody>
</table>
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Introduction

1.1 Particulate matter

Diesel particulate filters (DPFs) have been developed for efficient particulate matter mitigation in the exhaust after-treatment of diesel engines. In order to maintain an acceptable exhaust back-pressure (typically 150 mbar), regeneration is necessary to burn the accumulated soot off the filter. NO\textsubscript{2} is an important component of the exhaust that is very reactive towards soot oxidation. The reactivity of NO\textsubscript{2} towards soot oxidation is higher than that of other oxidants, such as N\textsubscript{2}O, NO, and O\textsubscript{2} [1]. Furthermore, it can oxidize the carbonaceous matter in the soot cake at exhaust temperature, i.e. 350-450 °C, and, therefore, it plays a central role in the passive regeneration of DPFs. Subsequently, the fuel penalty paid for active regeneration at elevated temperatures can be alleviated, or substantially reduced, along with a reduced risk of melting the filter due to a runaway reaction. NO\textsubscript{2} is formed upstream of a DPF in the diesel oxidation catalyst by oxidizing NO. A DPF coated with platinum (Pt) is also capable of oxidizing NO to NO\textsubscript{2}.

The terms soot and particulate matter (PM) are often used interchangeably, and they both refer to the fine particles that are present in the exhaust of combustion processes. PM is known to be a severely pollutant material, and it has been proven to have carcinogenic effects [2]. PM also poses a prime health threat to people with respiratory and cardiovascular diseases [3, 4]. It is estimated that PM\textsubscript{2.5}, i.e. fine particles smaller than 2.5 \textmu m, is responsible for around 3 million annual pre-mature mortalities worldwide [5]. Diesel engines are the major contributors to PM\textsubscript{2.5}, and, consequently, DPFs play a critical role by reducing these emissions.
1. INTRODUCTION

In terms of chemical and physical properties, particulate matter is not a well-defined material. The solid fraction of PM is mainly comprised of carbonaceous matter and ash, the latter of which mainly originates from lubricating oil. There are also detectable amounts of condensed hydrocarbons, sulfuric acid, and water adsorbed on soot, which form the liquid fraction of PM [3]. Soot is formed during the course of fuel combustion in an engine. At this stage, it is mainly made up of the so-called primary particles that span a size range of a few nm up to 10-20 nm. These particles are more or less spherical and sticky. Due to agglomeration and interactions with the walls of the after-treatment system, micron-sized aggregates of PM are formed that are no longer as spherical as the primary particles. These are known as coarse-mode particles [3].

High-resolution, transmission electron microscope (HRTEM) images of PM reveal more structural details. In general, a significant degree of aggregation between primary particles has been observed at low magnification [6]. Figure 1 shows the nanostructure of a soot sample obtained from the filter of an on-road heavy-duty diesel engine. The periphery of the particles is moderately graphitic, and the interior lamellae are somewhat tortuous and randomly oriented [6].

![HRTEM image of soot from the filter of a heavy-duty diesel engine](image)

**Figure 1:** HRTEM image of soot from the filter of a heavy-duty diesel engine [6].

The carbonaceous lamellae of soot are composed of graphitic layers in which individual carbon atoms are located either on the edge plane or on the basal plane, as illustrated
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in Figure 2. Carbon sites on the edge plane exist in two different configurations, namely zigzag and armchair sites, on which different oxygen complexes are preferentially formed [7, 8, 9].

![Figure 2: Carbon sites on the edge and basal planes constituting a graphitic structure.](image)

Graphitization is both a thermally- and oxidative-induced process during which the carbonaceous lamellae undergo reorientation to form more ordered and energetically more stable configurations. By this means, the ratio of the edge to basal plane sites, and, thereby, the overall reactivity of the carbonaceous matter decreases. Graphitization through thermal processes occurs due to the desorption of volatile compounds as well as the carbonization of adsorbed hydrocarbons, which results in the formation of active sites for enhancing the growth of carbon lamellae. Elevated temperatures also provide the required energy for reorientation [10].

Oxidation preferentially removes the amorphous fraction of carbon, which leads to a more graphitic structure. As a result, porosity, and, thereby, the overall surface area increases until a critical point is reached at which the carbon structure collapses. This causes a substantial loss of the accessible surface area, which in turn decreases the observed reactivity [10].
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HRTEM images have also revealed evidence of graphitization and the consequent loss of reactivity during progressive oxidation [10]. Figure 3 shows an HRTEM image of a soot sample collected from the filter of an urban bus that had been running for a prolonged period of weeks. Several core-shell structures consisting of hollow interiors (shown by arrows) and graphitized shells were observed [10].

![Image](image.png)

**Figure 3:** Internal oxidation of soot, which forms hollow shells [10].

Some differences were observed for two other soot samples collected during 10-12 hours and at different engine loads. The soot sample that was collected during a fairly high engine load exhibited both uniform particles and hollow shells, while the one collected at a fairly low load consisted mainly of uniform particles. However, the development of the hollow structures with graphitized shells was observed in the latter sample upon partial oxidation at 450 °C to about 1/2 of the initial mass, as depicted in Figure 4.

Interestingly, Printex-U samples did not show such a transformation, and, therefore, it was concluded that the origin of the primary particles likely played a role in the evolution of the carbon nanostructure [10].
1.2 Objectives of the study

The central objective of this research was to study non-catalytic oxidation of carbonaceous matter at low to moderate temperatures pertinent to the passive regeneration of DPFs. As discussed earlier, carbon-NO$_2$ reaction would consequently be the most relevant reaction to investigate. Henceforth, carbon oxidation will refer to this particular reaction unless otherwise specified. A substantial part of this study was conducted experimentally; therefore, the characterization of the reactor setup was deemed necessary to obtain reliable measurements. The following reactions have been proposed to summarize the elementary steps comprising carbon combustion with NO$_2$ [1]:

$$2NO_2 + C \rightarrow 2NO + CO_2$$ \hspace{1cm} (1)

$$NO_2 + C \rightarrow NO + CO$$ \hspace{1cm} (2)

It was deemed necessary to elaborate more on the underlying mechanisms of these reactions, in particular to clarify whether the combustion products are formed through a single or parallel mechanism. Therefore, transient kinetic methods were employed to reveal the mechanistic information of the reaction. However, substantial signal distortion was observed in concentration measurements. Therefore, the residence time distribution...
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(RTD) in the reactor setup, and, in the gas cell of the detector, in particular, was studied in detail. Consequently, a mathematical algorithm for deconvolution was developed that decreased the unresolved time interval of transient measurements. Alternatively, it was shown that deconvolution can be used to reconstruct unknown RTDs from the results of step- or pulse-response experiments. Furthermore, compounds with non-linear IR absorption will be demonstrated as the source of a systematic error that affects the transient periods of FTIR-based concentration measurements.

The influence of water vapor and molecular oxygen as important components of diesel exhaust that exert a substantial promoting effect on the rate of carbon oxidation with NO$_2$ was investigated experimentally. Moreover, a methodology for formulating kinetic models of soot oxidation under realistic exhaust conditions was developed.

1.3 Thesis outline

The reactor setup as well as the experimental procedure used in this study will be described first, and a new method for sample preparation will be introduced. A theoretical study will follow, which starts by expressing the need for the characterization of the experimental equipment and continues with the mathematical aspects of the deconvolution algorithm. The aim is to demonstrate the importance of such fundamental aspects in connection with a successful, reliable, and physically-sound kinetic study. Next, carbon oxidation, in general, and with NO$_2$ in particular, will be discussed with an emphasis on the promoting effect of water vapor and molecular oxygen on this reaction. Surface oxygen complexes and the role of the mobility of chemisorbed oxygen will be briefly reflected on. The results of this study are given in Section 5 followed by the conclusions and outlook of the thesis for future research.
Experimental Studies

The experimental setup consisted of a flow-reactor system with monolithic substrates. The main components of the setup were mass-flow controllers, a quartz tube that confined the monolithic modules and thermocouples, pre-heaters and a heating coil, insulation material, and finally a Fourier transform infra-red (FTIR) gas analyzer. Temperature was measured using K-type thermocouples. One thermocouple was placed in an inert substrate in the upstream of the reactor to control the temperature of the gas phase. A second thermocouple was placed in the rear part of a reactor channel to monitor the reaction temperature. This thermocouple was chosen to be slightly thicker to ensure a good contact between the solid walls of the reactor and the thermocouple. Figure 5 shows a schematic layout of the setup. More information can be found in the detailed characterization study that was performed [11].

![Figure 5: Schematic layout of the reactor setup [11].](image-url)
2. EXPERIMENTAL STUDIES

2.1 Sample preparation

Monolithic modules consisting of 188 channels (400/4 cpsi) with a length of 20 mm and a diameter of 22 mm were used as the substrate for sample preparation. The samples were prepared using Printex-U as a surrogate for diesel soot with well-defined properties. The reason for this was to obtain reproducible results that could lead to establishing the test methodologies. Once this goal was fulfilled, the methods could be applied to real soot samples.

At first, the preparation method used in the earlier studies of our research group was adopted, which is the dry-shaking of a bare monolith in a plastic container with approx. 5 mL Printex-U [12]. However, due to the more stringent requirements of the studies of passive regeneration at substantially lower temperatures, two major problems with this method were diagnosed. First, as reported in the previous study, the achievable loading with this method that can result in a rather uniform carbon deposition is limited to a few milligrams. Despite being above the detection limit, the concentration of the oxidation products at such a low loading and at 350 °C was too low to obtain an appropriate signal-to-noise ratio. Second, although the preparation method was reported to produce uniform samples, at even low loadings of around 6 mg it could be seen that more carbon was deposited on the two ends of the substrate where the maximum impulsive force due to shaking was exerted (cf. Figure 1A in [12]). This issue becomes much more pronounced if more powder is used for sample preparation in order to achieve higher loadings. Additionally, if the loosely-bound carbon is not removed from the sample prior to an experiment, there will be a risk of having it blown out and carried over to other regions of the reactor setup. Due to poor control over the distribution of carbon among and within the reactor channels, there is a risk of depositing too much powder in some channels than in others. In fact this was found to lead to unphysical observations such that a lower reaction rate would be measured despite a higher temperature and/or a higher concentration of NO\textsubscript{2} as illustrated in Figure 6. Additionally, the reproducibility of the results was found to be very poor, as shown in Figure 7, for a number of replicated experiments at 400 °C with 400 ppm NO\textsubscript{2} and 5% water in the inlet.

A new method that yields more precise control over powder distribution and loading was, therefore, proposed and used in the present study. This method helps achieve a more uniform carbon deposition even at loadings of approx. 15 mg. In this method, a thin brush dipped into dry, powdered Printex-U is inserted into each and every channel from
2.1 Sample preparation

Figure 6: Unreliable results obtained using samples of poor quality.

Figure 7: Failures to obtain reproducible results due to the variable quality of the samples.
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both ends while the brush is slightly rotated at the same time. The excess of the powder was subsequently removed with a mild impact force, e.g. knocking on a lab workbench, as well as using a moderate flow of air through the monolith channels. This was done to prevent the loosely bound soot from being blown out of the reactor during the course of an experiment, in which case it would reside in the outlet region of the setup and would give rise to erroneous measurements.

The alternative method of preparing samples was found to have a tremendous effect on obtaining both physically sound and reproducible results as depicted in Figures 8 and 9. It is worth mentioning that the reproducible results shown in Figure 9 were obtained for experiments conducted at one of the most challenging conditions with respect to temperature and inlet concentration of NO$_2$, i.e. 450 °C with 300 ppm NO$_2$ in the presence of 5% water.

![Figure 8](image_url)

**Figure 8:** Improved quality and theoretical consistency of the experimental results as a consequence of the improved quality of the samples.

The monoliths were weighted three times: once before deposition; once after deposition; and once after the oxidation experiments. The difference between the first and the second measurements gives an indication of the amount of deposited carbon, which was typically close to but not precisely equal to the difference between the last two measurements. This was mainly due to channel breakage at the time of (un)mounting the samples because of the tight contact between the channel walls and the thermocouple. Typical
2.2 Experimental procedure

The two main experimental plans that were used in this study were step-response experiments and steady-state oxidation in the presence of water and oxygen. Each routine will be further described in this section. In all the experiments, a sample was heated up to 600 °C under an inert flow of argon in order to degas the surface. After the pre-treatment step, the temperature was reduced to the target point, and the experiments were commenced after a constant temperature had prevailed. The experiments were eventually terminated by oxidizing the remaining carbon at an elevated temperature of 600 °C for 1-2 hour(s) to allow the carbon balance to close. The initial mass of carbon was calculated by integrating the concentration of CO and CO$_2$ with respect to time. The result of this is fairly comparable with the result obtained by weighting the sample, as described before.

2.2.1 Step-response experiments

This experimental routine consisted of step changes to 500 ppm NO$_2$ for 2 minutes followed by a relaxation period that lasted for 3 minutes in which the gas phase composition

Figure 9: Largely reproducible results obtained through controlled carbon deposition.
was rapidly switched to inert. The main focus of this routine was on the decaying profile of the oxidation products.

2.2.2 Isothermal oxidation in the presence of water vapor and oxygen

A set of isothermal experiments was designed, and the experiments were conducted with four effects: i) concentration of NO$_2$ (300-500 ppm); ii) concentration of water (0-5 vol. %); iii) concentration of O$_2$ (0-3 vol. %); and iv) temperature (350-450 °C). The duration of each experiment was typically 3-5 hours before the temperature ramp started.
Characterization of the Experimental Setup

Oxidation of carbonaceous matter in a diesel particulate filter (DPF) or even in a laboratory reactor constitutes a multi-scale system with different processes that occur over a broad range of scales, from the reactor scale to the atomistic scale where the reactions occur. Therefore, a great deal of fundamental studies is required to gain a deeper understanding of each part of the system. This thesis reflects some of these fundamental aspects; including the characterization of the reactor setup, extending the boundaries of transient kinetic methods using numerical techniques, and acquiring kinetic information on the reaction.

3.1 Analysis of heat transfer and residence time distribution

Carbon oxidation is a heterogeneous exothermic reaction, and, therefore, obtaining reproducible and reliable kinetic data from experimental studies requires special consideration of the interplay between transport phenomena and kinetics. The established temperature profile inside a reactor is a crucial parameter in particular. Ideally, an isothermal operating condition is desirable for kinetic analysis. This was the central point of Paper II, which aimed at improving the quality of experimental measurements by means of a detailed analysis of flow, temperature, and concentration distributions throughout the reactor setup [11]. A two-dimensional, axisymmetric CFD model was developed that included radiative heat transfer as a significant mechanism of energy transport.
3. CHARACTERIZATION OF THE EXPERIMENTAL SETUP

An earlier study in our research group had found experimental evidence of the significance of radiation shielding for obtaining a more uniform temperature distribution inside a monolithic reactor [12]. Examining the role of radiative heat transfer was, therefore, of central interest in the present study, and was implemented in the CFD model of the setup using the method of discrete ordinates (DO). This model is suitable for simulating radiation through participating media, and a detailed description of the model can be found elsewhere [13].

Additionally, the error in temperature measurements resulting from thermal radiation to an unshielded thermocouple was investigated using the surface-to-surface radiation model. This model consists of the calculation of view factors and is suitable for simulating radiative heat transfer in an enclosure of surfaces.

Furthermore, the different parts of the setup were individually characterized with respect to hydrodynamic dispersion, which is of particular importance for analyzing transient experiments (cf. Section 5.2 for further details).

A solution was proposed to compensate for the loss in temporal resolution using deconvolution of transient data, and an Open Source algorithm was developed accordingly. The official repository of the software contains the algorithm and its documentation [14].

Deconvolution is an inverse problem that has ill-posed characteristics in the presence of experimental noise. A thorough description of the theoretical background of this particular problem is given in Paper III, which shows that the developed algorithm can successfully handle the noise in experimental data [15].

It was also shown that a systematic error affects transient measurements involving species with non-linear infra-red absorption arising from a non-homogeneous concentration distribution. This was touched on in Paper II, and an additional analysis is given in Paper IV. The analysis of deconvolution was also extended in Paper IV by studying the effects of mean residence time in the gas cell of an FTIR analyzer and the sampling frequency of its detector.
3.2 Ill-posedness of a deconvolution problem

The enhancement of temporal resolution consists of an ill-posed problem, which requires special considerations. According to Hadamard, a well-posed problem satisfies the following conditions [16, 17]:

1. The existence of a solution
2. The uniqueness of the solution
3. The solution is a continuous function of the initial data.

If any of these are violated, the problem is said to be ill-posed.

The second and the third conditions above are of great importance for deconvolution problems. These problems are mathematically described by the Fredholm integral equation of the first kind, for which it can be shown that the presence of arbitrarily small perturbations in the measured data results in arbitrarily large oscillations in the reconstructed solution [18]. This clearly indicates that the third condition is violated, and that the uniqueness of the solution is not guaranteed because solutions with a varying extent of stability may satisfy the forward problem.

Consequently, the solution to ill-posed, inverse problems requires an additional condition of smoothness, and this method of stabilizing the solution is known as regularization. A widely used regularization method for linear ill-posed problems has been introduced by Tikhonov, and this is the one that was implemented in our deconvolution algorithm [19].

Of central importance to Tikhonov’s regularization method is the calculation of the regularization parameter. To this end, attempts were made initially to use rather simple methods like the Hansen L-curve method [18]. However, the results in the best case were identical to those of the theoretically sound method of the discrepancy principle, which is the only method that accounts for the uncertainties that are originally present in measured data [20]. Convergence of the other, so-called error-free methods are questionable [21], therefore, the discrepancy principle was implemented in the software. This means that the accuracy of the reconstructed solution must be in accordance with that of the original data.
3.3 Non-linear IR absorption and FTIR spectroscopy in transient experiments

It was found that a non-homogeneous concentration profile pertains throughout the gas cell of an FTIR analyzer during transient periods [11]. This results in a systematic error if the species being measured exhibits a non-linear absorption-concentration relationship. That is because measuring the concentration of species with non-linear IR absorption is dependent on the concentration distribution within the gas cell and cannot be approximated by an average concentration within the cell. A detailed study of this systematic error was conducted in Paper IV using a 3-dimensional CFD model of a gas cell. The Beer-Lambert law was implemented in the model through a user-defined function [22]. The simulations consisted of carbon monoxide and nitric oxide, which are known to have non-linear IR absorption. The results clearly showed a systematic deviation in the measured concentration during a transient period, which was understood to be dependent on the concentration at the inlet. Consequently, the error was not possible to be compensated for with a simple calibration-like correlation. Therefore, a compartment model for the gas cell was proposed that includes the results of the CFD simulations in a lookup table that can be used to correct the systematic error.
Analysis of Carbon Oxidation

4.1 Surface oxygen complexes

Oxygen-containing complexes on a carbonaceous surface span a broad range of chemical structure and thermal stability [23]. Oxygenated complexes that are formed upon the interaction between NO$_2$ and carbon are of particular relevance for this study. Therefore, the results of a DRIFTS study conducted by Muckenhuber and Grothe on carbon-NO$_2$ interaction, in particular with Printex-U, are briefly reviewed here [23].

Subsequent to carbon-NO$_2$ interaction at room temperature, only one absorption band was observed at 1220 cm$^{-1}$, which was also observed at 400 °C but with much more intensity. This band is assigned to the vibration of the C-O bond in C-ONO. After the reaction at 400 °C, several other bands were observed as well, which were assigned to their corresponding functional groups as in Table 1. The absorption band at 1785 cm$^{-1}$ was attributed to the formation of carboxylic anhydrides, which are formed as a result of the oxidation of pre-existing oxygenated groups. This reaction does not occur on degassed surfaces.

Subsequently, the sample was stepwise heated to different temperatures up to 300 °C, and after each step, a spectra was recorded at room temperature. It was found that the chelated bond between NO$_2$ and carbon is less stable than the non-chelated bond because the former disappears first. More importantly, it was observed that with heat treatment to 300 °C, two new bands appeared at 1565 and 1400 cm$^{-1}$. These were concluded to be due the formation of an acidic functional group as C(=O)ONO, which is only an intermediate because no absorption band at 1730 cm$^{-1}$, i.e. the characteristic of a carboxylic
group, was observed. This intermediate decomposed as NO and C(=O)O, the latter of which may then desorb as CO₂.

The formation of an acidic complex as an intermediate was previously observed in an earlier study by Muckenhuber and Grothe in which temperature-programmed desorption-mass spectroscopy (TPD-MS) was combined with DRIFTS to investigate the thermal stability of surface oxygen complexes [24]. Consequently, the following complexes were assigned to their corresponding temperature range of decomposition as listed in Table 2. The complexes are sorted in the order of increasing stability in the table, while their acidity follows the opposite trend. For instance, carboxylic acids are the least stable groups, yet they are the most acidic ones. Figure 10 illustrates the carbon-oxygen bonds that form these functionalities.

<table>
<thead>
<tr>
<th>Abs. band, [cm⁻¹]</th>
<th>Functional group</th>
</tr>
</thead>
<tbody>
<tr>
<td>1810</td>
<td>Esters (C=O)</td>
</tr>
<tr>
<td>1785</td>
<td>Carboxylic anhydrides (C=O)</td>
</tr>
<tr>
<td>1620</td>
<td>N=O vibration in CONO; chelated bond on two neighboring carbon sites</td>
</tr>
<tr>
<td>1600</td>
<td>N=O vibration in CONO; non-chelated bond on a single carbon site</td>
</tr>
<tr>
<td>1565</td>
<td>Asymmetric stretching vibration of NO₂ bound via its nitrogen atom</td>
</tr>
<tr>
<td>1485</td>
<td>Same as the band at 1340 cm⁻¹ but for a more graphitic environment</td>
</tr>
<tr>
<td>1290-1350</td>
<td>Symmetric stretching vibration of NO₂ bound via its nitrogen atom</td>
</tr>
<tr>
<td>1220</td>
<td>C-O vibration in CONO</td>
</tr>
</tbody>
</table>

Table 1: Absorption bands and their corresponding functional groups for the reaction of Printex-U with NO₂ at 400 °C [23].

Two concurrent desorption peaks were observed at 160 °C for both NO and CO₂, therefore, those peaks are proposed to be due to the decomposition of an acidic functional group that fragments into NO and CO₂. However, in the IR spectrum of the sample reacted with NO₂ at 400 °C, no absorption band was observed at 1730 cm⁻¹, which is the characteristic of a C=O double bond. Consequently, the acidic functional group was considered
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<table>
<thead>
<tr>
<th>Functional group</th>
<th>Decomposition temperature, [°C]</th>
<th>Decomposition products</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carboxylic acid</td>
<td>100-400</td>
<td>CO₂ + OH</td>
</tr>
<tr>
<td>Lactone</td>
<td>190-650</td>
<td>CO₂</td>
</tr>
<tr>
<td>Carboxylic anhydride</td>
<td>350-627</td>
<td>CO₂ + CO</td>
</tr>
<tr>
<td>Phenol</td>
<td>600-700</td>
<td>CO + OH</td>
</tr>
<tr>
<td>Carbonyl</td>
<td>700-980</td>
<td>CO</td>
</tr>
<tr>
<td>Ether</td>
<td>700</td>
<td>CO</td>
</tr>
<tr>
<td>Quinone</td>
<td>700-980</td>
<td>CO</td>
</tr>
</tbody>
</table>

Table 2: Oxygenated functional groups on a carbonaceous surface and their thermal stability [24].

to be an intermediate that decomposes relatively fast. This intermediate is proposed to be formed in a two-step process: first NO₂ chemisorbs and leaves one oxygen atom on the carbonaceous surface at elevated temperatures. In this manner, a carbonyl group is formed (C=O), which is then oxidized by a neighboring chemisorbed NO₂ molecule. The essential conclusion drawn by Muckenhuber and Grothe was that two oxygen atoms from two different NO₂ molecules are incorporated in the acidic intermediate. It can, however, be debated whether the source of the second oxygen atom is restricted to be the neighboring chemisorbed oxygen. Alternative roots can be a second attack from an NO₂ molecule in the gas phase or a mobile oxygen atom chemisorbed on a different site [25, 26].

4.2 Promoting effect of water and oxygen

The presence of molecular oxygen considerably enhances the oxidation reaction of carbon with NO₂ [27, 28, 29]. Evidence suggests that molecular oxygen actively participates in oxygen transfer through irreversible chemisorption and the consequent formation of oxygenated surface complexes [29]. As illustrated in Figure 11, the promoting effect of water vapor (hereinafter denoted water) on NO₂-based oxidation is also significant particularly for CO₂ formation [1, 28, 29, 30].

In the presence of water, oxygen consumption from NO₂ has been observed to be greater than the total oxygen that exists in the reaction products, namely NO, CO, and CO₂ [29]. Therefore, the promoting effect of water has been proposed to be of a catalytic
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![Diagram of oxygenated functional groups on a carbonaceous surface](image)

Figure 10: Oxygenated functional groups on a carbonaceous surface [24].

type, and the additional oxygen consumed from NO₂ has been attributed to the formation of HNO₂ and HNO₃ in the gas phase [29]. However, the formation of HNO₃ is an unlikely hypothesis due to the strong propensity of this compound to thermal decomposition at temperatures relevant to carbon oxidation [31].

Messerer et al. have reported that CO₂ formation is much more strongly enhanced in the presence of water, while CO formation is only slightly influenced [27]. They have proposed that either the water-gas shift reaction (WGS) in the gas phase influences selectivity or that water enhances the decomposition of surface oxygen complexes, such as carboxylic acids (which mainly decompose into CO₂ [24]). A study of water-assisted carbon oxidation with oxygen, has found a strong correlation between selectivity and the equilibrium constant of the WGS reaction [32]. However, both of the aforementioned studies consist of the catalytic oxidation of carbon, and at the temperature interval of diesel exhaust, the WGS reaction is unlikely to be influential in non-catalytic systems.

Above 3% water in the feed gas, changes in the inlet concentration of water have been reported to have no significant effects [27]. The effect of water has been observed to be dependent on temperature being less pronounced at higher temperatures [29]. Jacquot et al. have proposed a phenomenological model for the catalytic effect of water [29]. Their kinetic model consists of constant coefficients that express the effect of water in
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Figure 11: Promoting effect of water on NO$_2$-based oxidation (with 400 ppm NO$_2$, and 1% water at the inlet and at 400 °C).

Figure 12 shows a synergistic effect that was observed when both oxygen and water were simultaneously present in the gas phase along with NO$_2$. Considering the abundance of water and oxygen in diesel exhaust, it is of great importance to take their promoting effect into consideration in studies of automotive soot oxidation. In the research conducted within this thesis, the promoting effect of water and oxygen were investigated experimentally, and a global kinetic model was developed that can be successfully fitted to the observed rate of reaction. Furthermore, experimental evidence was found that highlights the role of surface oxygen complexes in explaining the observed promoting effect of water. An evaluation of [-O-] and [-N-] balance was used to examine the characteristics of the promoting effect of water and oxygen.
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4.3 Kinetics of carbon oxidation

A crucial step in carbon oxidation is the chemisorption of oxygen on carbon, therefore, oxygen access strongly controls the observed rate of oxidation. As discussed in Section 1.1, the porous structure of carbon undergoes significant changes with progressive conversion, which, in turn, cause oxygen access to be a strong function of conversion. In this manner, the kinetic parameters of the oxidation reaction have been observed to be conversion-dependent [34]. In particular, the relationship between changes in surface area and variations of mass (or equivalently volume) with conversion determines the reaction order of carbon, which varies between two extremes of 2/3 and 1 (neglecting the initially negative reaction order of carbon. See Section 5.5.1).

For highly porous material, the surface area shrinks linearly with mass resulting in a reaction order of unity. On the other hand, the surface area of a compact particle, which shrinks from its external surface only, decreases slower than mass, which gives rise to a
reaction order of 2/3 for mono-dispersed spherical particles.

It has been suggested that a first-order model can adequately represent the observed oxidation rate of diesel soot samples [35], which relaxes the conversion dependence of reactivity and, thus, simplifies the models for filter regeneration. However, it is commonly observed that neither a 2/3 nor a first-order model can properly explain the observed rate of oxidation over the entire conversion interval [36, 37]. Experimental evidence shows that the reaction order of carbon is not constant and varies significantly with carbon conversion [38]. In fact, reaction rate profiles are typically bell-shaped and exhibit a maximum at low to medium degrees of conversion.

4.3.1 Available surface area and reactivity

The kinetics of carbon oxidation can be formulated according to the following rate expression:

\[
r = NS_a k(T) h(p_i)
\]

(3)

where \(r\) is the rate of carbon combustion in \((\text{mol g}^{-1}\text{T}^{-1})\), \(N\) is the surface concentration of active sites \((\text{mol m}^{-2})\), \(S_a\) is the specific surface area \((\text{m}^2\text{g}^{-1}\text{C})\), which is a function of conversion, \(k(T)\) represents the intrinsic rate constant of the reaction, which is a function of temperature, and \(h\) is a function that accounts for the concentration dependency of the rate [39].

Specific surface area may change appreciably during the course of combustion due to pore growth, collapse, and coalescence (see Section 1.1). Specific surface area is generally either a monotonically decreasing function of burn-off or it exhibits a maximum. Both theoretical and empirical attempts have been made to model changes in specific surface area with conversion. Examples include the random pore model of Bhatia and Perlmutter, power law models, and percolation models [40, 41, 42, 43].

The total surface area (TSA) of carbonaceous matter can be classified as either the basal plane (BP), or the active surface area (ASA). The former is inactive towards chemisorption of gas-phase species, while the latter consists of the edge planes and the defect sites where activated chemisorption predominantly occurs.

For poly-dispersed particles, any reaction order of larger than 2/3 can be obtained due to the much higher reaction rate of the smaller particles.
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The active site density in Eq. 3 is strongly dependent on the type of carbon and can vary also during the reaction. More importantly, it has been argued that the ASA is very likely to be dependent on temperature as well considering the fact that at higher temperatures more sites can participate in activated chemisorption [44]. Additionally, as discussed in Section 4.1, activated chemisorption results in the formation of oxygenated complexes of which a certain fraction remains stable at the reaction’s temperature. Therefore, it can be argued whether the ASA would be the most relevant quantity for normalizing the observed rate of oxidation. Although it has been successfully used to obtain an intrinsic rate constant for graphitized carbons, ASA has failed to correlate the reactivity of less-ordered carbonaceous matter [45, 46, 47, 48].

The fraction of the ASA on which the oxygenated complexes, at the reaction temperature, undergo decomposition to form the reaction products, i.e. CO and CO$_2$, is called the reactive surface area (RSA). The remaining of the surface complexes are only temporarily stable at the same temperature until the surrounding carbon atoms leave the carbon lattice because of the ongoing reaction. In fact, changes in the surrounding environment cause surface oxygen complexes to restructure as can be understood from Figure 10. The sites that are covered with surface complexes form the unreactive surface area, (URSA).

It is fundamentally more relevant to correlate carbon’s reactivity using the RSA. To this end, transient kinetic methods are the only means that can reveal the true reactive site density [39]. By integrating the area under the transient decay of the gasification product, i.e. CO, of three char samples, Jiang and Radovic have calculated their RSA [45]. The thus-obtained rate constants were observed to be invariant with respect to conversion. Using the same methodology, Nozaki et al. also correlated the reactivity and the number of reactive sites of five char samples [49]. They have also pointed out the presence of two different time constants in the transient decay profile.

Due to their particular relevance to studies of carbon oxidation, an overview of transient kinetic methods is briefly outlined in the next section.

4.3.2 Transient kinetic methods

In transient methods, a system at rest is stimulated using a known perturbation followed by monitoring the response of the system while it approaches equilibrium [50]. The
chief advantage of these methods lies in the fact that at steady state, all mechanistic steps proceed at the same rate, and, therefore, it is not possible to distinguish the rate-determining step(s). Consequently, different mechanisms can fit the experimental results obtained solely under stationary conditions. Therefore, transient methods must be used to propose and verify the realistic mechanisms for surface reactions and to reject the unlikely ones [51].

In the research conducted herein, step-response (SR) experiments, more specifically, the transient decay of CO and CO$_2$ during the relaxation period of each step, were used to investigate the mechanistic aspects of carbon oxidation. One of the most restricting factors in transient experiments is the response time of the detector, which directly determines how fast processes can be monitored with the available instrument [52]. In Paper II, the gas cell of an FTIR analyzer was characterized, which revealed that the most drastic loss of temporal resolution was due to the hydrodynamic dispersion inside the gas cell. In the characterized setup, approx. 94% of the variance of a residence time distribution originated from the dispersion in the gas cell [11]. Using a deconvolution algorithm to circumvent this limit is, therefore, of considerable importance in transient analyses.

The interested reader is referred to the literature for a detailed elucidation of transient methods in general [50, 51, 53, 54, 55, 56, 57, 58, 59, 60]. The study by Kobayashi and Kobayashi makes use of a qualitative interpretation of various transient response modes [55, 56]. Transient studies of carbon gasification are also of particular relevance [44, 45, 49, 61, 62, 63, 64, 65, 66].

### 4.4 A global kinetic model

The approach that was chosen in Papers I and V to develop a global kinetic model for carbon oxidation was to express the observed reaction rate as a function of Arrhenius parameters along with an extra term, a so-called reaction model, that accounts for conversion-dependencies (see Section 5.5.5) [34].

In Paper I, a multi-step kinetic model was proposed that consisted of a third-order Avrami-Erofeev model to account for the conversion dependencies. The proposed model could fit the experimental results of both the isothermal and temperature-programmed
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oxidation of Printex-U with oxygen and NO$_2$ [34].

An Avrami-Erofeev type model is a theoretical framework that explains the kinetics of phase change using both a nucleation and a growth process [67, 68]. In contrast to processes like crystallization, the formation of a new phase is typically not involved in solid-state decomposition (as in e.g. carbon oxidation). Nevertheless, an Avrami-Erofeev model has been regarded as a generalized framework for modeling both nucleation-driven systems and the more complex ones involving diffusion and interface reaction [69].

As found in HRTEM images of various carbonaceous samples, oxidation creates new edge sites on the graphitic lamellae of carbon. Subsequently, these new sites escalate providing oxygen access to the graphitic sub-layers as well [70]. Moreover, experimental studies show that the presence of water causes the surface area of diesel soot to increase faster particularly above 20% conversion [71].

Müller et al. have considered a number of processes including initial surface oxidation, the formation of small pores followed by pore enlargement, and eventually shrinkage of particles to explain the complexity of the overall oxidation reaction [72].

Nucleation-growth models have been extended by Bhatia and Perlmutter who have developed a random pore model (RPM) that accounts for changes in the porous structure of carbon with progressive conversion [40]. The RPM is a mathematical model that assumes cylindrical pores with random size distribution. Such pores grow and collapse with progressive conversion. The model can predict both sigmoid and monotonic reaction rate profiles using a structure parameter. In Paper V, a kinetic model was developed for NO$_2$-based oxidation in the presence of both water and oxygen using the RPM to account for the development of the porous structure of carbon with progressive burn-off. The reaction rate equations $r_1$ and $r_2$ were formulated as:

$$r_1 = k_1 ([NO_2] \times 100)^{\beta_1} f(X)$$  \hspace{1cm} (4)

$$r_2 = k_2 ([NO_2] \times 100)^{\beta_2} f(X)$$  \hspace{1cm} (5)

$$f(X) = (1 - X)^\sqrt{1 - \psi \ln(1 - X)}$$  \hspace{1cm} (6)

where $r_1$ and $r_2 \left( \frac{mol}{g_{C_s}} \right)$ are the rate of formation of CO and CO$_2$, respectively. In
4.5 Reactor model

the above equations, $f(X)$ is the reaction model according to the RPM, which can be considered to be equivalent to $N.S_a$ in Eq. 3, square brackets denote gas-phase concentration (mol m$^{-3}$), $\beta_j$ are the reaction orders of NO$_2$, and $k_j$ are rate constants according to the Arrhenius expression. To reduce the correlation among the parameters, the concentration of NO$_2$ was scaled by a factor 100 in Eqs. 4 and 5. In particular, to reduce the correlation between the pre-exponential factors and activation energies, rate constants were centered on a reference temperature of $T_{ref.} = 400 \, ^oC$:

$$k_j = A_j \exp \left[ -\frac{E_{a,j}}{R} \left( \frac{1}{T} - \frac{1}{T_{ref.}} \right) \right]$$

(7)

4.5 Reactor model

A reactor channel was discretized into a number of tanks-in-series in order to resolve the concentration gradients of NO$_2$ along the channel. About 50-55 tanks were estimated to account for Taylor dispersion [73], however, using more than 30 tanks was practically unnecessary as no significant changes were observed.

By using the guidelines suggested by the characterization study of the experimental setup, temperature gradients within the reactor could be minimized to less than 5 $^oC$. It was experimentally observed that temperature increase due to the reaction was negligible (less than 3 $^oC$). Consequently, the reactor operation was assumed to be isothermal, and the energy equation was not included in the reactor model. Therefore, the following material balance equations were formulated and solved for each tank:

$$V_t \frac{d([CO]_i)}{dt} = F ([CO]_{i-1} - [CO]_i) + r_1m_{C,i}$$

(8)

$$V_t \frac{d([CO_2]_i)}{dt} = F ([CO_2]_{i-1} - [CO_2]_i) + r_2m_{C,i}$$

(9)

$$\frac{dm_{C,i}}{dt} = -(r_1 + r_2)m_{C,i}MW_C$$

(10)

$$V_t \frac{d([NO_2]_i)}{dt} = F ([NO_2]_{i-1} - [NO_2]_i) - (r_1 + 2r_2)m_{C,i}$$

(11)

where $m_{C,i}$ ($gr$) is the remaining mass of carbon in tank $i$, $V_t$ ($m^3$) is the volume of each tank, $MW$ stands for molecular weight, $F$ ($m^3/s$) is the volumetric flow rate at the pertaining temperature, and square brackets denote the gas-phase concentration of species ($mol/m^3$).
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4.6 Population balance modeling for tracking conversion

A reaction order in carbon of other than unity implies that the conversion history of soot plays a major role in predicting filter loading during regeneration cycles. A population-balance model (PBM) was formulated that keeps track of the conversion history of carbon while the computational cost is easily affordable on an ordinary desktop computer (the computational time is within seconds).

The PBM assumes that the temporal change in soot mass loading inside a filter channel is balanced by the freshly-loaded soot and a continuous oxidation reaction that occurs inside the channel, according to Eq. 12 [34].

\[
\frac{dm}{dt} = \eta \dot{m} - r
\]

Here, \( m \) is the soot mass loading, \( r \) is the conversion-dependent, reaction rate equation, \( \dot{m} \) is the mass flow rate of soot entering the filter, and \( \eta \) is the filter efficiency that can be assumed to be approx. 1.

To solve the population balance equation, the following algorithm is proposed assuming that the fresh soot enters the filter in batches of equal mass. This assumption is merely for the sake of simplicity, and the algorithm can easily be extended to a more general case with random mass distribution for the soot inflow.

Starting with a clean filter at \( t_0 \), at each time-step, a batch of soot with a mass of \( m_0 \) enters the filter. The batches that were added in previous time-steps undergo shrinkage due to oxidation, the magnitude of which is determined by integrating the reaction rate equation. Therefore, the following lower-triangular matrix that holds the remaining mass of each batch at each and every time-steps can be constructed. Consequently, the soot mass loading at each time-step is the sum of all elements on the corresponding row of the matrix:
4.7 Performance gain for computational kinetic modeling

For a more general case with a randomly distributed mass of inflow particles, a lookup table can be constructed ahead of time by integrating the reaction rate equation from $t_0$ to some $t$ at which the death condition for a population, i.e. the complete burn-off for a batch of soot, is fulfilled. Therefore, at each time-step, the lookup table can be used to calculate the remaining mass of each batch that entered the filter in previous time-steps. This algorithm can easily be implemented in more sophisticated flow models, e.g. a computational fluid dynamics simulation of a filter channel. However, it should be noted that the above-mentioned analysis is restricted by an underlying assumption of constant temperature and constant concentration of NO$_2$. Under concentration and temperature gradients that are typically present in a filter, a much more complex algorithm must be developed that can account for the effect of transient concentration and temperature distributions on the rate of oxidation.

4.7 Performance gain for computational kinetic modeling

Developing computational kinetic models often involves two subroutines: i) a parameter estimation algorithm; and ii) an ODE solver. Together with a main function as an entry point that initializes the computations, these three subroutines interact as depicted in Figure 13. The hierarchy of the caller functions starts with the main function. As examples for MATLAB-based models, the specific functions that invoke another subroutine are shown in italic type. Therefore, it is clear that the subroutine that evaluates the system of ODEs is the one that is called the most thereby forming a potential bottleneck of the computations.

To gain performance, MATLAB, which is an interpreted environment, was interfaced with C using a MEX file that includes the implementation of the system of ODEs. After being compiled, a MEX file is dynamically loaded, which substantially reduces the computational time (more than 80% in this study). For more information about setting up
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Figure 13: A flow-chart describing the sequence of function invocations in the computational model.

MEX files see reference [74].

Multi-threading can also help reduce the computational time by, for instance, distributing the evaluation of the sum of squared errors for different experimental conditions among a pool of threads executing in parallel [75]. In MATLAB, this was implemented using the `spmd` function. In the present case, however, a multi-threaded implementation could not surpass the performance of a serial code (both of which invoke MEX functions). The reason was found to be due to the substantial overhead associated with the iterative creation of the pool of workers, i.e. the initialization of the `spmd` function itself.
5

Results and Discussion

This section summarizes the findings of this study including the main outcomes of Papers I-V.

5.1 Temperature profiles inside the reactor

Based on the characterization of the experimental setup, a number of guidelines were proposed to improve the quality of measurements [11]:

1. Radiation shielding to prevent heat loss to the cool walls of the outlet region by inserting an inert monolith downstream of the reactor

2. Adjusting the heating coil to create a high- and a low-heat flux region. The idea is to allow the added heat in the high-heat flux region to be evenly distributed in the radial direction. Therefore, the heat in the low-heat flux region is mainly supplied to the extent that compensates for loss

3. Inserting an inert monolith upstream of the reactor in order to obtain a better radial temperature profile. This inert monolith would simultaneously protect the thermocouples from the thermal irradiation from the quartz wall and the heating coil

4. Proper insulation, especially of the outlet part of the setup

These guidelines are illustrated in Figure 14 with the photographs taken during the startup of an experiment.
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Figure 14: Implementation of the proposed guidelines for improving the quality of experimental data. a) Placement of inert monoliths, b) proper insulation of the reactor tube, c) insulation of the outlet part, d) insulation of the pre-heating line.

Figure 15 depicts the results of CFD simulations of the reactor setup with and without the inert monoliths [11]. The inert monolith in the upstream has a higher thermal conductivity than that of the gas phase, and it also provides a larger surface area for heat transfer. Therefore, it is mainly effective to dissipate radial temperature gradients. In contrast, the inert monolith downstream acts as a radiation shield for the reactor and helps reduce axial temperature gradients to a great extent. A comparison of the middle and the bottom panels in Figure 15 shows how these axial gradients are shifted further downstream by incorporating the inert monolith in the rear.

5.2 Residence time distribution

Empty-reactor experiments show that a significantly distorted response can be detected with an FTIR analyzer. Figure 16 depicts the observed signal distortion in one such experiment with a step-change to 500 ppm NO\textsubscript{2} as the tracer at the inlet of the quartz tube. This can substantially restrict transient measurements, which require a very high temporal resolution.
5.2 Residence time distribution

Figure 15: The role of the inert monoliths in the up- and downstream of the reactor. a) A single reactor, b) an inert monolith in the upstream, c) inert monoliths confining the reactor [11].

Therefore, analyzing residence time distribution in the reactor system was a central part of the characterization study of Paper II. The observed signal distortion originates from the hydrodynamic dispersion of a concentration front throughout the setup. Considering the reactor setup as a linear, time-invariant system, the time-dependent outlet concentration obeys the following convolution integral:

\[
\int_0^t x(t)g(t-t')dt' = y(t)
\]  \hspace{1cm} (13)

where \( x \) and \( y \) denote the input and the detected signals, respectively. The function \( g(t) \) represents the residence time distribution in the setup, which can be calculated by differentiating the normalized response of the system to a step input with respect to time [76]. A schematic illustration of the concept is given as the block diagram in Figure 17.

Using the Aris-Taylor equation for hydrodynamic dispersion in the tubular parts of the setup, i.e. the quartz tube and the piping, it was found that about 6% of the overall broadening stems from the quartz tube, and the contribution of the piping is negligible.
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Figure 16: The observed distortion of a step signal in an empty-reactor experiment [11, 15].

![Figure 16](image)

Figure 17: A block diagram of the reactor setup along with the input and the distorted output signals.

![Figure 17](image)

[11, 77, 78]. Therefore, the remaining approx. 94% of the variance of the system’s RTD is due to the gas cell of the FTIR analyzer. In other words, the function $g(t)$ in Eq. 13 lumps together the intrinsic RTD of the quartz tube and that of the gas cell of the FTIR analyzer. In experiments with an ongoing chemical reaction, a monolithic reactor is normally placed quite close to the outlet of the quartz tube. Consequently, the gas cell becomes the only significant part that causes the distortion of the detected concentration of the reaction products.

Two approaches are proposed to acquire the intrinsic RTD of the gas cell. One is a transient CFD simulation of the gas cell, which has been elaborated in Papers II and IV.
This approach directly yields the RTD of the cell [11, 22]. Alternatively, for any reactor setup, deconvolution can be used to reconstruct the RTD of the region of interest from the results of pulse- or step-response experiments. To this end, the following are required: i) the detected concentration of a tracer at the outlet, i.e. \( y(t) \); ii) the residence time distribution of all the parts that are located before the region of interest, i.e. the quartz tube in this specific problem. In this manner, deconvoluting the two functions will give the transfer function of the region of interest.

The RTD of the quartz tube can be estimated as a Gaussian function according to the Aris-Taylor analysis of axial dispersion in a tube. The calculated variance for the tube was about 0.66 \( s^2 \), which is fairly comparable to the result obtained from a CFD simulation that predicted a variance of about 0.62 \( s^2 \) [11]. Figure 18 depicts the corresponding Gaussian distribution that represents the RTD of the quartz tube.

![Figure 18: The normalized residence time distribution of the quartz tube.](image)

The advantage of the former approach is that solving an ill-posed inverse problem of deconvolution and its consequent burden is avoided, but that typically comes at the price of greater computational effort. Figure 19 shows the reconstructed RTD of the gas cell using both methods. For the sake of comparison, the RTD of a well-mixed vessel with a response time of 3.08 \( s \) has been included in Figure 19. The CFD simulation was terminated slightly earlier than 30 \( s \) to make its computational time affordable.
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5.3 A systematic error in transient experiments

The notion of residence time distribution implies that a certain time interval needs to be lapsed before a homogeneous concentration profile has pertained throughout an entire vessel. In FTIR-based measurements, this would mean that the transient part of a concentration profile would coincide with the time interval it takes for a homogeneous concentration profile to fill in the gas cell. Therefore, the measurements are prone to a systematic error during this time interval if the gas-phase components have non-linear IR absorption behavior. This is due to the fact that an integrated absorbance of the IR beam is used in the detector to predict the prevailing concentration inside the gas cell. One such compound with non-linear IR absorption that is of importance for studies of carbon oxidation is carbon monoxide. Nitric oxide exhibits a similar behavior too, but at much higher concentration levels than what exists in diesel exhaust. Using CFD simulations, the study conducted in Paper IV demonstrates this systematic drift for both gases.
5.4 Transient kinetic study and the mechanism of carbon oxidation

It is noteworthy that the magnitude of the error is dependent on the inlet concentration of the cell as well as the molecular diffusivity of the species. The latter is only significant for laminar flows. As a remedy, a compartment model calibrated to the results of the CFD simulations was proposed to be developed. A compartment model can be much more easily implemented in a non-linear regression analysis. The model was subsequently developed within a master thesis project co-supervised by the author [79].

5.4 Transient kinetic study and the mechanism of carbon oxidation

A transient experiment was conducted at 350 °C by pulsing 500 ppm NO\textsubscript{2} at the inlet of the reactor system. The pulse duration time was chosen to be 2 minutes to avoid the significant changes in each step caused by carbon conversion. Each step was followed by a relaxation period of 3 minutes during which the transient decay of CO, CO\textsubscript{2}, NO, and NO\textsubscript{2} were monitored. The recorded response of those species during an arbitrarily chosen step was singled out and plotted in Figure 20.

![Figure 20: Transient concentration profiles of the products of a carbon-NO\textsubscript{2} reaction during a typical step-response experiment.](image)

Figure 20: Transient concentration profiles of the products of a carbon-NO\textsubscript{2} reaction during a typical step-response experiment.
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When the reactive gas is switched to inert, the graphs in Figure 20 show that there are at least two distinct, parallel processes with markedly different response times that are responsible for CO and CO$_2$ evolution. There is a fast process that is responsible for almost 80% of the observed rate of formation of products, and a slow process that shows a tailing profile over the relaxation period. A mechanism has been proposed to explain these two processes using a different type of oxygen adsorbed on the basal plane of carbon as epoxide [26, 80].

Due to its much higher reactivity and possibly also due to the origin of this type of oxygen, the concentration of epoxide oxygen on the basal plane is comparably lower than the more stable oxygenated complexes (cf. Table 2 in [44]). Therefore, it can be assumed that this type of complex is formed, in a reversible step, by means of oxygen hopping between the edge and basal planes. Consequently, the postulated mechanism, with minor adjustments for the interaction between NO$_2$ and carbon, reads:

\begin{align*}
C_f + NO_2 &\rightarrow NO_{(g)} + C(O) \quad (14) \\
2C(O) &\rightleftharpoons C_b(O)C(O) + C_f \quad (15) \\
C_b(O)C(O) &\rightarrow CO_{(g)} + C(O) \quad (16) \\
C(O) &\rightarrow CO_{(g)} + C_f \quad (17) \\
C_b(O)C(O) &\rightarrow CO_2 + C_f \quad (18) \\
2C(O) &\rightarrow CO_2 + C_f \quad (19)
\end{align*}

In this reaction network, a C(O) complex represents the oxygen-containing complexes on the edge plane (cf. Tables 1 and 2 and Figure 10), while C$_b$(O)C(O) denotes the off-plane bond between oxygen and carbon in the form of an epoxide, and C$_f$ represents a vacant site.

When the reactive gas is switched to inert, Eq. 14 no longer contributes to the formation of complexes. Instead, the already formed oxygenated complexes are consumed according to Eqs. 15 through 19. Therefore, the observed rate of formation of CO and CO$_2$ during the relaxation period can be explained as follows:
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\[ r_{CO} = k_{16}[C_b(O)C(O)] + k_{17}[C(O)] \quad (20) \]
\[ r_{CO_2} = k_{18}[C_b(O)C(O)] + \frac{1}{2}k_{19}[C(O)]^2 \quad (21) \]

The following ordinary differential equations (ODEs) describe the temporal changes in the concentration of vacant and oxygenated carbon sites with \( k' \) denoting the rate constant of a backward reaction:

\[ \frac{d[C(O)]}{dt} = -2(k_{15} + k_{19})[C(O)]^2 + 2k'_{15}[C_b(O)C(O)][C_f] + k_{16}[C_b(O)C(O)] - k_{17}[C(O)] \quad (22) \]
\[ \frac{d[C_b(O)C(O)]}{dt} = \frac{1}{2}k_{15}[C(O)]^2 - k'_{15}[C_b(O)C(O)][C_f] - (k_{16} + k_{18})[C_b(O)C(O)] \quad (23) \]
\[ \frac{d[C_f]}{dt} = \frac{1}{2}(k_{15} + k_{19})[C(O)]^2 + k_{17}[C(O)] + k_{18}[C_b(O)C(O)] - k'_{15}[C_b(O)C(O)] \quad (24) \]

As a preliminary analysis, the mechanism was fitted to the experimentally-measured rate of the formation of the products during the relaxation period of a transient experiment, as shown in Figure 21. The governing equations were implemented in the MATLAB environment, and its built-in function `lsqnonlin` was used for parameter estimation. The system of ODEs was numerically integrated using MATLAB’s stiff solver `ode15s`. The parameters were, in general, weakly correlated.

The possibility for oxygen to be bonded to the basal plane is subject to criticism. Nevertheless, sufficient for our analysis is that the decaying profile of the oxidation products, i.e. CO and CO\(_2\), cannot be fitted with a simple, first-order process. This will be discussed further in Section 5.5.5 in connection with the kinetic study of carbon oxidation.

5.5 Kinetic study under realistic exhaust conditions

The following sections include a kinetic study of carbon oxidation with NO\(_2\) in the presence of water and oxygen. The role of surface oxygen complexes with respect to the observed promoting effect of water will be discussed, and the global kinetic model will be
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Figure 21: Experimentally measured versus the fitted model (Eqs. 15 through 19) for the decaying profile of the oxidation products CO (top) and CO$_2$ (bottom).
examined. To keep track of the age distribution of the carbonaceous phase, a population balance model will be formulated, and last, an application of the kinetic model for design optimization will be illustrated.

The design of experiments and the relating information that will be referred to in the coming sections are summarized in Table 3.

<table>
<thead>
<tr>
<th>No.</th>
<th>[NO$<em>2$]$</em>{in}$ (ppm)</th>
<th>T [°C]</th>
<th>[H$_2$O] (%)</th>
<th>[O$_2$] (%)</th>
<th>[-O-]$<em>{in}$ (mmol grC$</em>{0,s}$ ±0.02)</th>
<th>[-O-]$<em>{out}$ (mmol grC$</em>{0,s}$ ±0.02)</th>
<th>[-N-]$<em>{in}$ (mmol grC$</em>{0,s}$ ±0.01)</th>
<th>[-N-]$<em>{out}$ (mmol grC$</em>{0,s}$ ±0.01)</th>
<th>[CO]/[CO$_2$] (−)</th>
<th>[-O-]/[-N-] (−)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>450</td>
<td>5</td>
<td>3</td>
<td>0.29</td>
<td>0.25</td>
<td>0.15</td>
<td>0.12</td>
<td>0.40</td>
<td>2.0</td>
</tr>
<tr>
<td>2</td>
<td>300</td>
<td>450</td>
<td>5</td>
<td>3</td>
<td>0.17</td>
<td>0.14</td>
<td>0.09</td>
<td>0.07</td>
<td>0.41</td>
<td>2.1</td>
</tr>
<tr>
<td>3</td>
<td>500</td>
<td>350</td>
<td>5</td>
<td>3</td>
<td>0.33</td>
<td>0.32</td>
<td>0.17</td>
<td>0.16</td>
<td>0.26</td>
<td>2.0</td>
</tr>
<tr>
<td>4</td>
<td>300</td>
<td>350</td>
<td>5</td>
<td>3</td>
<td>0.17</td>
<td>0.16</td>
<td>0.08</td>
<td>0.08</td>
<td>0.26</td>
<td>2.0</td>
</tr>
<tr>
<td>5$^*$</td>
<td>400</td>
<td>400</td>
<td>5</td>
<td>3</td>
<td>0.27</td>
<td>0.24</td>
<td>0.13</td>
<td>0.12</td>
<td>0.32</td>
<td>2.0</td>
</tr>
<tr>
<td>6</td>
<td>300</td>
<td>350</td>
<td>5</td>
<td>0</td>
<td>0.10</td>
<td>0.10</td>
<td>0.05</td>
<td>0.05</td>
<td>0.31</td>
<td>2.0</td>
</tr>
<tr>
<td>7$^*$</td>
<td>300</td>
<td>450</td>
<td>5</td>
<td>0</td>
<td>0.14</td>
<td>0.13</td>
<td>0.07</td>
<td>0.07</td>
<td>0.39</td>
<td>2.0</td>
</tr>
<tr>
<td>8</td>
<td>500</td>
<td>350</td>
<td>5</td>
<td>0</td>
<td>0.25</td>
<td>0.24</td>
<td>0.12</td>
<td>0.12</td>
<td>0.32</td>
<td>2.0</td>
</tr>
<tr>
<td>9$^*$</td>
<td>500</td>
<td>450</td>
<td>5</td>
<td>0</td>
<td>0.21</td>
<td>0.20</td>
<td>0.11</td>
<td>0.10</td>
<td>0.42</td>
<td>1.9</td>
</tr>
<tr>
<td>10</td>
<td>400</td>
<td>400</td>
<td>5</td>
<td>0</td>
<td>0.16</td>
<td>0.15</td>
<td>0.08</td>
<td>0.08</td>
<td>0.33</td>
<td>2.0</td>
</tr>
<tr>
<td>11</td>
<td>500</td>
<td>450</td>
<td>0</td>
<td>0</td>
<td>0.35</td>
<td>0.32</td>
<td>0.18</td>
<td>0.16</td>
<td>0.53</td>
<td>2.0</td>
</tr>
<tr>
<td>12</td>
<td>300</td>
<td>450</td>
<td>0</td>
<td>0</td>
<td>0.21</td>
<td>0.19</td>
<td>0.11</td>
<td>0.10</td>
<td>0.51</td>
<td>2.0</td>
</tr>
<tr>
<td>13$^*$</td>
<td>500</td>
<td>350</td>
<td>0</td>
<td>0</td>
<td>0.30</td>
<td>0.29</td>
<td>0.15</td>
<td>0.15</td>
<td>0.32</td>
<td>2.0</td>
</tr>
<tr>
<td>14</td>
<td>400</td>
<td>400</td>
<td>0</td>
<td>0</td>
<td>0.25</td>
<td>0.24</td>
<td>0.13</td>
<td>0.12</td>
<td>0.39</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 3: Design of experiments. The net inflow and outflow of oxygen and nitrogen included in columns 6-9 were calculated using averaged values around 50% burn-off (see Section 5.5.2 for more information). $^*$ Replicated experiments.

5.5.1 Reaction order of carbon

Although the concentration of NO$_2$ is subject to variations with both conversion and axial position along a reactor channel, a preliminary analysis of the reaction order of carbon can be conducted by examining the logarithm of reaction rates versus the logarithm of remaining carbon. Figures 22 through 24 show the results of such analyses under different oxidizing environments. The reaction rates in these graphs were normalized by the initial
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Figure 22: Plots of the reaction order in carbon for the C + NO\(_2\) reaction. Dashed lines show first-order decay, and the black, solid line corresponds to a shrinking core model.

mass of carbon. The noise in the data was smoothed using a Savitzky-Golay filter to enhance visual interpretation [81]. It was observed that the reaction order of carbon was initially negative, which progressively increased with conversion.

As shown in Figure 23 for the C + NO\(_2\) + H\(_2\)O reaction, the reaction order of carbon increased to around 2/3 at 45-80% burn-off and reached unity at the final stages of the reaction, i.e. above 85% conversion. On the other hand, no particular trend could be generalized for the C + NO\(_2\) reaction, as reaction orders of both 2/3 and unity were observed at various stages of conversion (Figure 22). Figure 24 shows that in the presence of both H\(_2\)O and O\(_2\) along with NO\(_2\), the reaction order in carbon is close to 2/3 over 65-90% conversion depending on temperature and inlet concentration of NO\(_2\).

5.5.2 Oxygen and nitrogen balance

The rates of inflow and outflow of [-O-] and [-N-] are listed in columns 6 through 9 of Table 3 using averaged values around 50% conversion. A window of 40 data points was chosen for averaging. The tolerances were calculated using standard deviations of the repeated experiments. In experiments 1 through 5, molecular oxygen was excluded from the calculations as there was no measured concentration available. Therefore, the rates of inflow and outflow of species were calculated according to Eqs. 25 through 28 by
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Figure 23: Plots of the reaction order in carbon for the $\text{C} + \text{NO}_2$ reaction in the presence of water. Dashed lines show first-order decay, and the black, solid line corresponds to a shrinking core model.

Figure 24: Plots of the reaction order in carbon for the $\text{C} + \text{NO}_2$ reaction in the presence of both water and oxygen. Dashed lines show first-order decay, and the black, solid lines correspond to a shrinking core model.
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considering that NO$_2$ decomposition to $NO + \frac{1}{2}O_2$ has a negligible effect in the absence of a catalyst:

$$[-N-]_{in} = \frac{F_P}{RTm_{C,0}} \langle [NO_2]_{in} \rangle$$

$$[-N-]_{out} = \left( \langle [NO_2]_{out} \rangle + \langle [NO]_{out} \rangle \right) \frac{F_P}{RTm_{C,0}}$$

$$[-O-]_{in} = 2 \times \langle [NO_2]_{in} \rangle \frac{F_P}{RTm_{C,0}}$$

$$[-O-]_{out} = \left( 2 \times \left( \langle [NO_2]_{out} \rangle + \langle [CO_2]_{out} \rangle \right) + \langle [NO]_{out} \rangle + \langle [CO]_{out} \rangle \right) \frac{F_P}{RTm_{C,0}}$$

where $P$ is pressure (1 atm), $R$ is the ideal gas constant, and square brackets denote concentration of gas-phase species in ppm.

Although slight oxidation of carbon with molecular oxygen has been reported at about 400 °C [38], the rate of such a reaction is very low, and in practice, only above 500 °C can significant oxidation rates be observed [82]. This explains the closed balance that was observed for [-O-] in experiments conducted in the presence of molecular oxygen. Only in experiment no. 1 and to a lesser extent in experiment no. 2 could slight differences between the net rates of inflow and outflow of [-O-] be observed. Nevertheless, within those tolerance limits, there is not enough evidence to confirm a previously reported conclusion regarding a noticeable uptake of oxygen from O$_2$ at 300 and 400 °C [29].

In the presence of water, Jacquot et al. have reported a larger specific rate of oxygen consumption from NO$_2$ than from the specific rate of oxygen outflow in the reaction products, i.e. NO, CO, and CO$_2$ [29]. Therefore, a catalytic role has been assumed for water, and the excess of oxygen vanished from the inlet NO$_2$ has been attributed to the gas-phase formation of HNO$_2$ and HNO$_3$. However, the formation of nitric acid in the gas phase is unlikely at the temperature ranges pertinent to carbon oxidation due to the fact that complete dissociation has been reported at $T > 200$ °C [31] (the equilibrium constant for decomposition of nitric acid is in the order of 108 at 350 °C). Furthermore, water was also observed to increase the rate of O$_2$-based oxidation, which cannot be explained by the formation of nitrous-/nitric acid.

Jeguirim et al. have found that the oxygen balance is closed in the presence of both
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5% and 10% water [30, 83], and they also considered the promoting effect of water to be of a catalytic type. Similarly, both [-O-] and [-N-] balances were observed to be closed in the study by Messerer et al. [27]. The results presented in Table 3 confirm that both [-O-] and [-N-] balances were closed in all experiments, which indicates a catalytic effect for both water and oxygen at the studied range of temperature. Moreover, the ratio of [-O-]_{out} to [-N-]_{out} was, in all experiments, very close to 2:1 (see Table 3), which indicates that the net oxygen transfer was due to NO2 conversion.

5.5.3 Selectivity

The selectivity of carbon oxidation is in favor of CO with increasing temperature. Figures 25 through 27 show a normalized logarithm of reaction rate profiles of CO and CO2 versus conversion. In these graphs, the rate of formation of CO2 has been down-scaled to that of CO using the maxima of the two curves. The number tag in each plot references the multiplier used for scaling. These graphs show that, irrespective of the presence of water and oxygen, the formation of CO and CO2 varied with conversion in a similar way except at high temperature, and in the early stages of burn-off, CO formation was proportionally higher. This indicates that selectivity is a weak function of conversion.

As noted before (cf. Figure 11), the addition of water mainly enhances the route to
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Figure 26: Selectivity as a function of conversion for the C + NO$_2$ reaction in the presence of water.

Figure 27: Selectivity as a function of conversion for the C + NO$_2$ reaction in the presence of water and oxygen.
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$\text{CO}_2$ formation [27, 29]. The calculated values for the [CO]:[CO$_2$] ratio included in Table 3 are within the reported range of 0.2-0.4 [29, 30], and in general, these numbers confirm the effect of water on selectivity. In contrast, the addition of molecular oxygen enhances the formation of both CO and CO$_2$ (cf. Figure 12). However, CO$_2$ formation was observed to be more strongly influenced at low temperatures, yet this influence is masked by the effect of temperature on selectivity at $T > 400 \, ^\circ\text{C}$ (cf. Table 3).

Some studies have found that the water-gas shift reaction can explain the influence of water on selectivity [32, 82]. Nevertheless, the investigated range of temperature in this study and the absence of a catalyst make it unfeasible that the water-gas shift reaction caused the shift in selectivity. A more likely explanation is proposed to be related to the surface oxygen complexes, which will be discussed in the next section.

5.5.4 Effect of surface oxygen complexes

In the presence of NO$_2$, the chemical structure and thermal stability of surface oxygen complexes that are formed on a carbonaceous surface have been reported in the literature [23, 24]. A study of carbon oxidation in air has also found various types of surface oxygen complexes, and that the desorption of each of those complexes is a function of surface coverage [84].

To scrutinize the interaction between water and surface oxygen complexes, an experiment was conducted in which a degassed sample was exposed to 400 ppm NO$_2$ at 100 $^\circ\text{C}$. This temperature was chosen to be low enough to prevent oxidation yet high enough to allow for chemisorption. The sample was kept under this condition for about 1 hr to ensure that surface coverage was complete, at which point the outlet concentration of NO$_2$ was observed to reach the inlet concentration. Next, the gas-phase composition was switched to Ar, 1% water was dosed, and a temperature-programmed desorption (TPD) step was carried out by ramping up the temperature to 650 $^\circ\text{C}$. For the most part of the TPD step, the detected signal of NO$_2$ was at the baseline level except initially where physically adsorbed NO$_2$ was observed to desorb for a few minutes. Upon completion of desorption, i.e. when the detected signal of CO and CO$_2$ dropped to the baseline level, water was removed and the sample was cooled to 100 $^\circ\text{C}$ under the flow of argon. The sample was again exposed to 400 ppm NO$_2$ until the surface coverage was completed as explained above. A second TPD step was carried out, this time in the absence of water,
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Figure 28: Desorption peaks obtained for CO (left column) and CO\textsubscript{2} (right column) in the presence (top panel) and in the absence of water (bottom panel).

so that the results of the two steps could be compared with one another.

Figure 28 shows the desorption peaks obtained during the two TPD steps for both CO and CO\textsubscript{2}. Desorption peaks of both CO and CO\textsubscript{2} showed a distinct increase when water was present during a TPD step, which indicates that water actually interacted with oxygenated complexes on the surface. Integrating the area under the desorption peaks, used as an indication of the total amount of complexes desorbed with time, shows a promoting factor of about 1.8 to 2. It is noteworthy that: i) in both cases, water was not present when oxygen chemisorption took place; and ii) the interaction between water and surface oxygen complexes was examined in the absence of NO\textsubscript{2} in the gas phase. Furthermore, an underlying assumption of this study was that the effect of carbon conversion is negligible between the first and the second TPD steps.

In the research conducted in this thesis, the hypothesis that is put forward is that the presence of water contributes to the formation of carboxylic acid functional groups, which are probably of an anhydride type in the absence of water. Carboxylic acid complexes decompose mainly into CO\textsubscript{2} and H\textsubscript{2}O [84], which can explain both the observed shift in selectivity and the catalytic effect (because of the retrieval of a water molecule).
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5.5.5 Global kinetic parameters

The kinetics of carbon oxidation, in particular the activation energy and the reaction order of carbon, has been observed to be conversion-dependent (see e.g. Figures 22 through 24 and [34]). The initially negative reaction order of carbon was attributed to increasing porosity and, thus, oxygen access. Therefore, parallel, competing steps are involved that comprise, on the one hand, a gradual increase in porosity and oxygen access, and on the other hand, the removal of active sites with progressive conversion [34, 69]. As discussed in Chapter 4, the random pore model of Bhatia and Perlmutter can be used to model the gradual changes in the porous structure of carbon [40]. The RPM has been regarded as a viable approach for approximating the conversion dependency of the available surface area of carbon [85]. It has been reported to be successful in representing experimental measurements, even though it has not been considered as a fundamental approach for determining the available surface area as a function of conversion [85].

The kinetic model formulated in Section 4.4 can be successfully fitted to the experimental observations with a minimal number of adjustable parameters. The model was fitted to a subset of experiments in which both water and oxygen were present along with NO$_2$. This was because of the significance of the realistic exhaust conditions to be taken into consideration. The conversion intervals of 0-1%, and 99-100% were not included in the regression analysis. The exclusion of the latter was due to the start of a temperature ramp-up to complete oxidation; nevertheless, Figure 29 shows that the predictions of the model can safely be extrapolated to 100% conversion. The very early phase of the reaction was excluded because of the artifacts that arose from the exposure of the samples to ambient air. Thus quite a different form of kinetics was identified as overshoots in the reaction rate that are restored every time the sample is exposed to air [12]. Nevertheless, such artifacts last for a short period of time, so the model is considered to predict conservative results over the 0-1% conversion interval. This means that the model can cover the entire range of conversion with a very good degree of accuracy.

Table 4 includes the values obtained for the parameters of the kinetic model and their 95% confidence intervals. A fitted structure factor of around 24 indicates that the maximum reaction rate was quickly reached in the presence of both water and oxygen as promoters. The very tight confidence intervals are due to a generally low correlation among the parameters, as shown in Table 5.
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Figure 29: Kinetic model fitted to the experimentally measured concentrations of the oxidation products. The number tag in each plot refers to the corresponding experiment as listed in Table 3.
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<table>
<thead>
<tr>
<th>(A_j \times 10^7 [s^{-1}])</th>
<th>(E [kJ/mol])</th>
<th>(\beta [-])</th>
<th>structure factor [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_1 = 1.48 \pm 0.03)</td>
<td>(E_1 = 68.2 \pm 0.1)</td>
<td>(\beta_1 = 0.56 \pm 0.00)</td>
<td>(\psi = 24.3 \pm 0.1)</td>
</tr>
<tr>
<td>(A_2 = 4.76 \pm 0.03)</td>
<td>(E_2 = 57.7 \pm 0.1)</td>
<td>(\beta_2 = 0.57 \pm 0.00)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Parameters of the kinetic model with their 95% confidence intervals. The pre-exponential values are according to Eq. 7 at a reference temperature of \(T_{ref} = 400\) °C.

A reaction order of around 0.6 for \(NO_2\) indicates that the adsorption and dissociation of \(NO_2\) on a carbon site is not the rate determining step. This is consistent with the rate of chemisorption being quite fast above 300 °C. It was shown in Section 5.4 that a first-order desorption step cannot fit the experimentally observed rate of decomposition of surface complexes. A similar observation has been made in studies of carbon gasification [62, 63, 64, 86, 87, 88]. This can very well indicate that parallel processes are involved in the formation of CO and \(CO_2\) as the oxidation products. These parallel processes can be speculated to be due to different surface species that are involved in the formation of CO and \(CO_2\), as can be understood from Figure 10 and Table 2. This hypothesis can be strengthened by the outcomes of a temperature-programmed desorption (TPD) study of surface oxygen complexes that has found evidence of the existence of different types of oxygen-containing complexes with different, possibly coverage-dependent, activation energy of desorption [84].

Activation energies that have been reported in the literature span a range of 40-90 kJ/mol [1]. Messerer et al. have proposed a Langmuir-Hinshelwood mechanism with an overall activation energy of 60 to 80 kJ/mol for the adsorption and reaction of \(NO_2\) on four types of carbonaceous matter [27]. For soot oxidation with 500 ppm \(NO_2\) in the presence of 1-5% \(H_2O\), activation energies of about 88 to 144 kJ/mol have been reported.
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[72]. The fitted activation energies of the model typically coincide with these ranges.

5.6 Design optimization and efficient filter regeneration

Reliable models for simulating soot capture and oxidation along with heat and mass transfer in a soot filter are dependent on the accurate prediction of the kinetics of soot oxidation. Therefore, accurate kinetic models play a crucial role in the optimization of both the design of particulate filters and the operation of diesel engines. The efficient regeneration of DPFs requires predicting the extent to which passive regeneration can be relied on and the required temperature and concentration of NO$_2$ in diesel exhaust to achieve a balance-point between the rate of soot oxidation and that of soot deposition [34]. Thus the frequency of active regeneration cycles can be adjusted to minimize fuel penalty and the risk of melting the filter due to an uncontrolled regeneration.

Using the algorithm proposed in Section 4.6, Eq. 12 was integrated to estimate the exhaust conditions required to maintain the engine back pressure within the required limits. For a light-duty engine, a maximum pressure-drop of approx. 100 mbar can be allowed [85]. This would correspond to an accumulated soot of about 10 g/l, neglecting ash formation in aged traps [89]. For a 2-liter filter ($\Phi = 5.66$ in., $L = 5$ in.), a total soot-mass loading of 20 g is deduced. As shown in Figure 30, for an uncoated filter to achieve that limit at as low a temperature as 300 $^\circ$C would demand an upstream diesel oxidation catalyst to produce about 900 ppm NO$_2$. 
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**Figure 30:** Results of simulating the kinetic model used to predict the temperature and NO$_2$ concentration in diesel exhaust required to reach steady-state conditions in a soot trap.
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Conclusions and Outlook

The goal of this research was primarily to develop experimental and theoretical methodologies for studying diesel soot oxidation in diesel particulate filters. An additional aim was to investigate the promoting effect of water and oxygen, which are abundant species in diesel exhaust.

To fulfill these goals, a thorough characterization study of the reactor setup was conducted with a prime focus on heat transfer and residence time distribution. Using computational fluid dynamics simulations, it was found that radiative heat transfer is an important mechanism of heat transfer at elevated temperatures, and, therefore, shielding the sample from radiation is crucial to minimize temperature gradients along the monolithic reactor. In addition to this, Paper II includes a number of guidelines that were found to be helpful for improving the quality of experimental measurements, in particular temperature distributions over the sample.

The analysis of residence time distribution in Paper II identified the contribution of various parts of the experimental setup to the overall loss of temporal resolution in transient experiments. It also showed that IR-based spectroscopy of species with non-linear IR absorption is prone to a systematic error in transient experiments if a non-uniform concentration distribution prevails in the gas cell of the detector. This was proven in Paper IV, and the error was quantified for CO and NO, i.e. two species with known non-linear IR absorption, by developing a CFD model for a gas cell. It was proposed that a compartment model for the gas cell be used to circumvent the error.

A deconvolution algorithm was developed to decrease the unresolved time interval in
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transient experiments. The algorithm uses the Tikhonov regularization method to address the ill-posed, inverse problem of deconvolution. The algorithm was described in detail in Paper III, and it was shown to be successful in handling experimental noise in the measured data. The algorithm was released as an Open Source package and has since found users at other institutions. A deconvolution algorithm is also useful to uncouple the contribution of individual, consecutive regions of a flow system with respect to residence time distribution in the overall system. This was helpful for the analysis of transient measurements relating to carbon oxidation using step-response experiments. An important achievement of that study was the evidence found for the existence of parallel mechanisms and also the possibility of having more than one surface species involved in the formation of the oxidation products, i.e. CO and CO$_2$. Likewise, in a collaborative study with the Catalysis Engineering group at Delft University of Technology, the algorithm was used to characterize residence time distribution in different parts of a multiphase, tubular reactor with structured packings.

The study of this thesis found experimental evidence of the promoting effect of water and oxygen for the C + NO$_2$ reaction. Furthermore, a synergistic effect was observed when water, oxygen, and NO$_2$ were simultaneously present in the gas phase. This signifies the importance of taking realistic exhaust conditions into consideration. Paper V includes the results of a kinetic study of carbon oxidation with NO$_2$ in the presence of water and oxygen. It was found that the reaction order of carbon is strongly dependent on the degree of conversion, while the selectivity of the reaction is a weak function of conversion. Evaluating the [-O-] and [-N-] balance showed that the net oxygen transfer with respect to the formation of the oxidation products, i.e. NO, CO, and CO$_2$, can be explained with NO$_2$ conversion. In other words, within the temperature window chosen for the present study, neither molecular oxygen nor water participates in oxygen transfer on a net basis. Subsequently, a global kinetic model was developed that was successfully fitted to the experimentally measured rate of carbon oxidation at various temperatures and inlet concentrations of NO$_2$. The model can be used for the entire conversion interval with a very good degree of accuracy.

Of central importance for the experimental study of the present research was improvement to the previous method of sample preparation that was based on shaking a monolithic substrate together with the dry powder of soot in a container. It was found that samples prepared using the previous method were susceptible to non-uniform carbon
deposition among and within the channels of the substrate. This study proposed to use a thin brush, instead, for coating the interior walls of the substrate with carbon, thereby achieving much better control over the carbon deposition in each and every channel. The results obtained with this method showed a high degree of consistency and reproducibility.

Conversion dependency of the reaction order of carbon was approximated using a random pore model. The random pore model is a mathematical model that derives a theoretical expression for the available surface area of carbon as a function of conversion. The fact that the observed reaction rate is a function of conversion implies that the age distribution of carbon in a soot filter has a significant impact on the reactivity of the soot cake towards oxidation. Therefore, in Papers I and V, a simplified population balance model was formulated to keep track of conversion in a soot filter. An algorithm was formulated for solving the population balance model that relies on the assumption of constant temperature and concentration of NO₂, which is a restrictive assumption with respect to the temperature and concentration gradients that typically exist during the regeneration of a soot trap.

Consequently, the research of this thesis can be continued by developing a CFD model for a soot filter that can resolve such temperature and concentration gradients along with the kinetics of carbon oxidation. The global kinetic model developed in this study can easily be integrated with that model. On the other hand, obtaining the kinetics of real PM is of great interest despite the fact that the reactivity of diesel soot differs appreciably depending on the origin of the soot and the driving cycles under which it is collected. Furthermore, formulating a detailed kinetic model can be useful for gaining insight into the mechanistic aspects of carbon oxidation. In particular, using surface analysis techniques, such as DRIFTS, can aid in understanding the details and shedding light on the mechanisms through which water and oxygen enhance the oxidation reaction. Such information seems to be missing in the current body of literature published on this subject.
6. CONCLUSIONS AND OUTLOOK
Nomenclature

\( A \) \hspace{1cm} \text{pre-exponential factor [unit depends on the reaction rate equation]} \\
\( C_f \) \hspace{1cm} \text{free carbon site on the edge plane} \\
\( C_b \) \hspace{1cm} \text{a carbon atom on the basal plane} \\
\( C(O) \) \hspace{1cm} \text{oxygen-complexes on the edge plane} \\
\( C_b(O)C(O) \) \hspace{1cm} \text{the proposed complex consisting of an oxygen atom bonded to a carbon atom on the basal plane which is adjacent to a an already oxygenated carbon site on the edge plane} \\
\( E \) \hspace{1cm} \text{activation energy [J/mol]} \\
\( E(t) \) \hspace{1cm} \text{residence time distribution [s\(^{-1}\)]} \\
\( f \) \hspace{1cm} \text{solid-state decomposition model} \\
\( F \) \hspace{1cm} \text{volumetric flow rate [m}^3/\text{s]} \\
\( g \) \hspace{1cm} \text{transfer function [arb. u.]} \\
\( h \) \hspace{1cm} \text{function of concentration representing concentration dependency of the reaction rate [arb. u.]} \\
\( k \) \hspace{1cm} \text{rate constant [unit depends on the reaction rate equation]} \\
\( L \) \hspace{1cm} \text{length, [m]} \\
\( \dot{m} \) \hspace{1cm} \text{mass flow rate [kg/s]} \\
\( m \) \hspace{1cm} \text{mass [kg]} \\
\( MW \) \hspace{1cm} \text{molecular weight [gr/mol]}
\( N \) active site density \([\text{mol} / \text{m}^2]\)

\( p_i \) partial pressure of species \( i \) \([\text{Pa}]\)

\( P \) pressure \([\text{Pa}]\)

\( r \) rate of carbon oxidation \([\text{mol} / \text{gr} \text{C} \times \text{s}]\)

\( R \) ideal gas constant \([\text{J} / \text{mol} \times \text{K}]\)

\( S_a \) specific surface area \([\text{m}^2 / \text{gr} \text{C}]\)

\( t \) time \([\text{s}]\)

\( T \) temperature \([\text{K}]\)

\( V \) volume \([\text{m}^3]\)

\( x \) undistorted signal \([\text{arb. u.}]\)

\( X \) conversion [-]

\( y \) measured signal \([\text{arb. u.}]\)

**Greek letters**

\( \beta \) reaction order [-]

\( \eta \) efficiency [-]

\( \Phi \) diameter \([\text{m}]\)

\( \psi \) structure factor

**Subscripts**

\( 0 \) initial

\( C \) carbon

\( i \) tank index in the tanks-in-series model

\( \text{ref.} \) reference

\( t \) related to a tank in the tanks-in-series model
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