Abstract—In the 5G system, we foresee the use of LOS-dominated mm-wave radio links to moving users being subject to slow fading resulting from the users’ random locations and orientations. We refer to this as a Random-LOS channel. MIMO processing algorithms will be used in 5G to improve performance in slow fading, similar to how they are used in Rayleigh fading. To this end, we study the probability of detection (PoD) in the Random-LOS channel when there are dual-polarized antennas on both sides of the link. We introduce two polarization deficiencies: the polarization non-orthogonality and the amplitude imbalance between the ports of a two-port antenna. The MIMO efficiency is evaluated as a function of these deficiencies. In the analysis, we consider the MRC algorithm for one bitstream, and the ZF and SVD algorithms for two bitstreams. We also present two analytical formulas for the MIMO efficiency that can be used to determine performance. We use the formulas on two ideally orthogonal dipoles, and show by means of coverage plots how much the 1- and 2-bitstream performances degrade due to the polarization deficiencies in off-boresight directions.
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I. INTRODUCTION

Polarization multiplexing is used in traditional fixed Line-Of-Sight (LOS) communication systems where the antennas on the two sides of the radio link are fixed and aligned with each other, such as terrestrial and satellite communications links [1]. The intention of polarization multiplexing is to transmit two different bitstreams over the link at the same time by using two orthogonal polarizations. Ideally, there is no need for post-processing of the received signals in order to separate the two bitstreams, because the two polarizations of both the transmitting and receiving antennas are aligned with each other already during their installation. The present paper addresses the problem when the polarizations on the two sides are not aligned in a LOS system due to, e.g., a randomness during installation, or because one side (the user side) is mobile [2].

In scattering environments it is not possible to align the polarizations on the transmitting and receiving sides during installation, due to the multipath. Therefore, the Multiple-Input Multiple-Output (MIMO) technology was introduced to solve the problems of random polarization, and at the same time the Rayleigh fading, by using an array of separate antenna elements on at least one side of the link. The elements should have orthogonal polarizations, or spacings not smaller than half-wavelength [3]. In multipath channels, it is possible to transmit more than two bitstreams if there are more than two elements on each side of the link. The present paper uses MIMO technology in LOS even though there is no multipath. Spatial multiplexing by MIMO technology was previously attempted in LOS radio links and satellite systems with given polarization, but unfortunately the antenna element separations had to be many times larger than half-wavelength in LOS [4, Sec. 3.2] and thereby became impractical. However, in the LOS environments where the polarization is completely arbitrary, the use of MIMO technology enhances the system performance. This arbitrariness appears in LOS systems when the antenna on one side of the link is subject to user randomness. The current paper’s focus is on the study of this case.

Both anechoic chambers (with absorbers on the walls) and reverberation chambers (with reflecting walls) [5], [6] can be used for Over The Air (OTA) testing of wireless devices for 3G and 4G wireless systems. The reverberation chamber emulates a Rich Isotropic Multipath (RIMP) environment [6], representing a good model for environments with a lot of multipath due to scattering, such as indoor and urban environments. The anechoic chamber, representing a pure LOS environment, is a traditional test environment for measuring the performance of antennas for fixed installations.

The 5G wireless system is expected to include communications to the users via millimeter wave links, and at millimeter wave frequencies the multipath is less pronounced and the LOS gradually takes over the dominant role. However, the user side of a 5G wireless communication link will suffer from slow fading due to the random location and orientation of the users and the way they use their terminals [7]. Therefore, MIMO antenna systems must be designed to account for such slow fading of the LOS contribution. The term Random-Line-Of-Sight (Random-LOS) has been introduced to describe this new representative OTA test scenario [8], [9], and to denote the channel model.

The RIMP and Random-LOS are opposite so-called edge environments (and of course also the corresponding channel models). It is well known that antenna efficiency and coupling are relevant antenna parameters in RIMP. A similar understanding for Random-LOS has been lacking until now. This understanding is crucial in order to develop appropriate OTA test methods and characterizations for the 5G system.
Furthermore, using polarization diversity can improve the system performance when the polarization is arbitrary in LOS [10], [11]. However, in Random-LOS not only the polarization of the incoming wave is random, but also its Angle-of-Arrival (AoA). It is known that the two ports of a dual-polarized antenna does not provide orthogonal and equal amplitude far-fields at all directions. However, there does not exist a set of parameters that fully characterize polarization MIMO in Random-LOS with focus on the antenna performance.

The current paper therefore aims to provide new insights into the requirements on polarization-MIMO antennas in the Random-LOS (random polarization and random AoA) channels. The contributions of the paper are summarized as follows:

- We propose two new figures of merit to characterize antennas and their impact on the polarization-MIMO system performance due to polarization deficiencies, i.e., the polarization non-orthogonality and amplitude imbalance between the two ports of the antenna on one side of the link. It is worthwhile to note that these deficiencies may still be present even if the ports themselves are orthogonal, i.e., uncoupled. The introduced deficiencies of general antennas in a Random-LOS environment have been much less understood and have not been investigated by others.
- We show, based on examples, how these deficiencies can easily represent the spatial or rather angular performance of the antennas. While the focus of this paper has been on hemispherical coverage, it is straightforward to expand the concept to the complete spherical coverage or to any other specific solid angle. The analysis is carried out first by applying the two introduced deficiencies.
- We also present two new analytical formulas for the polarization-MIMO efficiency that can be used to determine performance independently of the algorithm used at the receiver.
- Finally, we show, based on the MIMO efficiency characterization of various algorithms, the importance of the Random-LOS environment to analyze the performance of the antennas. We provide numerical values of the required transmit power to achieve 90% or 95% Probability of Detection (PoD), i.e., normalized throughput, of 1- or 2-bitstreams with polarization-MIMO in Random-LOS.

To this end, we will first introduce the two polarization deficiencies and illustrate how to characterize polarization randomness in terms of a degradation of the PoD for both the 1- and 2-bitstream cases, i.e., for the SIMO and MIMO cases, respectively. These degradations can be referred to as MIMO efficiencies, and we plot them versus the two polarization deficiencies. At the end, we show how to present bitstream coverage plots and PoDs for complete antenna far-field, using orthogonal dipoles on the receiving side as an example. The current study has been based on own implementations of Random-LOS MIMO in MATLAB using the commonly known MIMO algorithms MRC (Maximum Ratio Combining), ZF (Zero Forcing), and SVD (Singular Value Decomposition), and the ViRMIlab simulation tool described in [12] that has been extended with the 2-bitstream MIMO algorithms.

II. ANTENNA POLARIZATION DEFICIENCIES

Generally, the two ports of a dual-polarized antenna have orthogonal far-field functions only in one main direction. If the antenna has two symmetry planes, the far-fields of the two ports will also be orthogonal in the symmetry planes, but they may not be amplitude-balanced there. The reason is that the E- and H-plane patterns of antennas often are different. Furthermore, between the symmetry planes there can be significant cross-polar field levels (see, e.g., the BOR antenna relations in [13, Sec. 2.4.2]). These deficiencies will affect the system performance in a Random-LOS environment, but in a different way than in a fixed LOS-dominated polarization multiplexing system.

It is well known that it is possible to combine the channels on the ports of a dual-polarized antenna in such a way that the resulting polarization is aligned to any polarization of the incident wave. In a MIMO system this is automatically achieved by using the MRC algorithm [13, Sec. 3.10]. Therefore, the envelope of the combined signal will in this case be constant, i.e., independent of the orientation of the relative polarization of the antenna and the polarization of the incident wave. However, this will not happen for those AoAs where the far-fields of the two antenna ports are non-orthogonal or amplitude-unbalanced. Whereas small orthogonal antennas very often have far-fields that are orthogonal and balanced only in one specific main direction. This is in particular the case for orthogonal dipole and patch antennas.

Let us assume that the far-field functions\(^1\) of the two receiving antennas are defined as \(G_1(\theta, \phi)\) and \(G_2(\theta, \phi)\) at any direction \((\theta, \phi)\) in space. Then, we can define the amplitude imbalance as

\[
I_a(\theta, \phi) = \frac{\max \{|G_1(\theta, \phi)|, |G_2(\theta, \phi)|\}}{\min \{|G_1(\theta, \phi)|, |G_2(\theta, \phi)|\}},
\]

which is the ratio of the amplitudes of the two far-field functions, and \(1 \leq I_a(\theta, \phi)\).

Moreover, we define the polarization non-orthogonality as

\[
I_p(\theta, \phi) = \frac{|G_1| \cdot |G_2^*|}{|G_1^*||G_2|}.
\]

The far-field functions are desired to be as close to orthogonal as possible, hence when \(G_1\) and \(G_2\) are orthogonal, we have \(I_p = 0\). \(I_p\) reaches its maximum when the two far-field function vectors are parallel, and in general, \(0 \leq I_p(\theta, \phi) \leq 1\).

### A. Example: Two orthogonal dipoles

The polarization non-orthogonality and amplitude imbalance may both be pronounced (i.e., \(I_a \gg 1\), and \(I_p\) closer to 1 rather than 0) at most AoAs, even if the antenna elements (ports) themselves are orthogonal, i.e., uncoupled. We will illustrate this by an example. We consider two co-located orthogonally polarized half-wave dipoles, located at the origin.

---

\(^1\)It should be noted that we use bold vector notation for the far-field functions \(\mathbf{G}(\theta, \phi)\), which shall not be confused with gain \(G(\theta, \phi)\). We follow the notation introduced in [13].
of the coordinate system. The dipoles are assumed to be x- and y-polarized, respectively. Knowing the far-field function of the half-wave dipole, \( I_x \) and \( I_y \) can be determined for every \( \theta \) and \( \phi \) angle. Fig. 1 shows the spatial distribution of \( I_x \) in dB and \( I_y \) in this combination, in the half-space above the xy-plane. We observe that except for the boresight direction, the orthogonal receiving antenna ports are not providing orthogonal polarizations with equal amplitude. Though two half-wave dipoles are used for this example, similar imbalances may also appear away from broadside for other orthogonal antennas. Actually, it is known that rotationally symmetric antenna structures providing pencil beams will generally have cross-polar sidelobes in the 45° planes. This is shown, e.g., [13, Sec. 4.4.3] about the so-called BOR1 antennas. Exceptions are the incremental Huygens source [13, Sec. 4.4.3], and corrugated horn antennas [13, Sec. 8.8] which both have very low (ideally zero) cross-polar level in all azimuthal planes.

III. DIGITAL THRESHOLD RECEIVER MODEL

In a communication system, Probability of Detection (PoD) is the probability of receiving a bitstream at the receiver, with no errors. In order to determine the PoD, we use the ideal digital threshold receiver model [14]. This model was originally introduced to model the throughput of digital communication systems in the RIMP environment [15]. The ideal threshold receiver model is based on the simple fact that in modern digital communication systems, the error rate (i.e., the failure to detect a bitstream) will abruptly change from 100% (all errors) to 0% (no error) in a stationary AWGN channel, due to the use of advanced error correction schemes. This means that as soon as the received signal-to-noise ratio (SNR) or the received power reaches a certain threshold level, the error rate will drop to 0%. The threshold level is determined by the receiver’s design and the wireless system specifications; and can be determined with conductive measurements if a measurement port is available at the device.

According to the ideal threshold receiver model, the PoD can be written as [14]:

\[
\text{PoD}(P/P_{th}) = \frac{\text{TPUT}(P/P_{th})}{\text{TPUT}_{\text{max}}} = 1 - \text{CDF}(P_{th}/P), \quad (3)
\]

where \( P_{th} \) is the threshold level of the receiver, \( P \) is a reference value proportional to the transmitted power, PoD is the Probability of Detection function, TPUT is the average throughput, and CDF is the Cumulative Distribution Function (CDF) of the received fading power \( P_{rec} \) normalized to the reference \( (P_{rec}/P) \). In the case when the received power does not undergo fading, the PoD is a step function, where the transition from PoD = 0 to PoD = 1 occurs at the threshold level, i.e., for \( P = P_{th} \). The power values relative to \( P_{th} \) are shown in dB, which is the dB value relative to the threshold level of the receiver itself.

In the RIMP case the received power undergoes Rayleigh fading. Hence, the CDF in (3) is described by the Rayleigh probability distribution function. The average of the Rayleigh distribution is then used as the reference power in RIMP, i.e., \( P = P_{av} \). In the Random-LOS case where we deal with polarization randomness, the maximum received power is used as the reference value, i.e., \( P = P_{\text{max}} \). The maximum received power occurs when the polarization of the receiver is aligned with that of the incident wave.

To illustrate the digital threshold receiver model and PoD for Random-LOS, let’s first consider the simple case of one transmitting and one receiving antenna, i.e., a Single-Input Single-Output (SISO) system. Both antennas are assumed to be linearly polarized, but have arbitrary polarization with respect to each other. The relative orientation of the polarization of the two antennas is given by a random angle with uniform distribution between 0 and \( 2\pi \) radians. Then, the probability distribution of the normalized received power \( P/P_{\text{max}} \) becomes that of a squared cosine function. The corresponding CDF is plotted in Fig. 2(a). This CDF plot shows that, e.g., for 5% of the states, the received power is at least 22 dB below \( P_{\text{max}} \). This means that for the remaining 95% of cases the received power is within 22 dB of the maximum received power, i.e., the polarization-aligned case. Hence, if the maximum available power is 22 dB above the threshold level of the receiver, there is 95% probability that the received power will still be above the threshold level, in the presence of polarization mismatch. When at a given fading state the received power is higher than the threshold level, the bitstream can be detected with no error. So, in our example, maximum power being 22 dB above the threshold level means that the PoD will be 95%. This is also shown when the ideal threshold receiver model as described by (3) is used to obtain the PoD. The PoD of the SISO system in Random-LOS is plotted in Fig. 2(b). This figure shows that
in order to maintain an error-free link for 95% of the time, the maximum received power needs to be at least 22 dB higher than $P_{th}$, i.e., 22 dBt.

IV. MIMO EFFICIENCY

The power required to achieve the 95% PoD level is often used as a metric for the system performance [15], [16]. This value represents the power that is required at the transmitter in order for 95% of the data packets to be detected at the receiving side for a fixed coding and modulation scheme. MIMO efficiency is defined by the $P_{\text{max}}/P_{th}$ degradation compared to an ideal antenna, in the presence of polarization deficiencies. The ideal antenna is naturally the case where $I_a$ in dB and $I_p$ are both equal to zero, i.e., orthogonal and equal-amplitude far-fields on the two ports. Hence, MIMO efficiency can be expressed as:

$$\eta_{\text{MIMO}} = \frac{\text{PoD}^{-1}(0.95)}{\text{PoD}^{-1}(0.95)},$$

(4)

where PoD$^{-1}$ is the inverse function of PoD, and PoD$_0$ represents the PoD of the ideal case with no deficiencies as defined in section I. Hereafter, we use the MIMO efficiency to investigate the effect of the polarization deficiencies on the MIMO system performance, for both 1- and 2-bitstream cases. It is clear that a higher $P_{\text{max}}/P_{th}$ value means that higher transmitted power is required to maintain the 95% PoD level, thus a poorer system performance. This will in turn show itself in decreased MIMO efficiency. The MIMO efficiency can then be calculated for any given antenna at any AoA. We can even readily extend the definition to a given range of AoAs, i.e., a given bitstream coverage, to get the MIMO efficiency as a function of AoA [17]. We use this definition later in Fig. 7 and Fig. 8 to plot the bitstream coverage for dipole antennas using different MIMO algorithms. When we evaluate the MIMO efficiency for a $2 \times 1$ MIMO system, it corresponds in reality to a SIMO efficiency. We herein use MIMO as a general term covering also the SIMO and the MISO cases.

A. 1-Bitstream Case

We will first investigate the 1-bitstream case in Random-LOS, by using the MRC algorithm to determine the CDF and PoD when the polarization is random for a given AoA. In the main broadside direction the receiving antenna ports in the example of dipole antennas (described above) have orthogonal far-field functions with equal amplitude. The MRC algorithm will always align the polarization of the receiving side with that of the transmitting side. Therefore, we use herein this polarization-aligned case as a reference, when determining the MIMO efficiency.

For the 1-bitstream case with the MRC algorithm, it is also possible to define the efficiency based on the degradation in the diversity gain at 5% level. However, it can be shown that such definition will yield the exact same efficiency values as the definition based on the PoD. Hence, to avoid repetition, we do not present efficiencies based on diversity gain; and the same MIMO efficiency is used for both the 1-bitstream and the 2-bitstream cases. It should be mentioned that the diversity gain in RIMP is often defined at the 1% CDF level [18], [19]. Instead, here we choose in Random-LOS a definition at the 5% CDF level (corresponding to the 95% PoD level) because in practical situations this can be determined much more accurately than at the 99% PoD level. In addition, 95% is often used as the reference for relative throughput performance, see, e.g., [15].

B. 2-Bitstream Case

For the 2-bitstream systems, it’s assumed that two transmitting and two receiving antennas are employed to transmit two separate bitstreams. Since the polarizations of the two ends of the link are not necessarily aligned in Random-LOS, MIMO algorithms are needed to separate the two bitstreams at the receiver. Here, we use Zero Forcing (ZF) and SingularValue Decomposition (SVD) algorithms and compare the performance of both algorithms in the presence of polarization deficiencies as defined in section I.

For the two bitstreams case, the above definition of degradations at the 95% PoD level will correspond to the MIMO efficiencies defined in [16], [20] for RIMP environments. The difference between RIMP and Random-LOS is the choice of the reference level. While the maximum i.i.d. level is used in RIMP as the reference, the orthogonal dual-polarized equal-amplitude antenna with 100% radiation efficiency is used as the reference in Random-LOS.

In 2-bitstream systems, each of the separate bitstreams has its own PoD curve. The PoDs of the two bitstreams are not necessarily equal. The MIMO efficiency of a 2-bitstream system is defined based on the worse performing bitstream, i.e., the one with lower received power. The reason for this choice is that it is the worse channel that limits the system’s performance in practice.

V. 1-BITSTREAM $2 \times 1$ DIVERSITY (SIMO) SYSTEMS

We start by studying how the MIMO efficiency of a $2 \times 1$ diversity system, i.e., a SIMO system, degrades with polarization non-orthogonality and amplitude imbalance at individual AoAs. Since the transmitting and receiving antennas are typically located in the far-field region, we can assume an incoming plane wave with random linear or circular polarization $E_i$. We choose linearly polarized receiving antennas since this is what is commonly used in practical wireless communication systems. We model them by their corresponding far-field functions, $G_1$ and $G_2$. Depending on the AoA of the incoming plane wave, $G_1$ and $G_2$ make an angle $\alpha$ with each other between 0 and $\pi$ radians. Also, the amplitudes of $G_1$ and $G_2$ are dependent on the AoA. The amplitudes and the angle $\alpha$, determine the deficiencies as defined in (1) and (2), respectively. In the case of a linearly polarized incoming wave (LP), the $E_i$ and $G_1$ vectors make a random angle $\beta$ with each other, corresponding to the random polarization of the plane wave as shown in Fig. 3.

The curves in Fig. 4(a) show the MIMO efficiency degradations due to amplitude imbalance. Here, we have assumed that the two far-field patterns are orthogonal and $I_a$ varies
between 0 and 20 dB, while the combined MRC gain of the two antennas is constant, i.e.,

\[ |G_1|^2 + |G_2|^2 = \text{constant}. \] (5)

As can be seen from Fig. 4(a), an amplitude imbalance of 10 dB between the two receiving antennas requires almost 7 dB more power in order to maintain 95% PoD, while an amplitude imbalance of 20 dB will reduce the MIMO efficiency with almost 15 dB. For circular polarization (CP), it can be observed that the MIMO efficiency is independent of the deficiency. It should be noted that if the MIMO efficiency was defined based on the diversity gain, it could be misleading if the diversity gain was measured relative to the antenna port with the best signal, because changes in one power level will also affect the other one according to (5). Therefore, it’s more informative if the diversity gain is evaluated relative to the mean of the powers at both antenna ports. By choosing this mean value as the reference, the diversity gain’s degradation at 5% due to the amplitude imbalance will be identical to that of the 95% PoD level. Since the diversity gain plots convey exactly the same information as the PoD plots, we have not included them in the current paper.

Similar curves can be evaluated for the non-orthogonality \( I_p \) as shown in Fig. 4(b). These are obtained by assuming that the two antenna far-fields have equal amplitudes at a given AoA. If \( G_1 \) and \( G_2 \) are orthogonal, the MRC can recover the received signal regardless of the polarization of the incident field [13, Sec. 3.10]. But if the far-fields are not orthogonal, the MIMO efficiency will be reduced. The MIMO efficiency vs. polarization non-orthogonality is plotted in Fig. 4(b). This figure shows that the communication link performs best when \( G_1 \) and \( G_2 \) are orthogonal \((I_p = 0)\), whereas it degrades with the increase in the polarization non-orthogonality. The worst situation is when \( G_1 \) and \( G_2 \) are parallel \((I_p = 1)\).

As shown in Fig. 4(b), if the incident wave has circular polarization, the MIMO efficiency is independent of \( I_p \). In this case, each of the two antennas will receive half of the radiated power, and the MRC combined power will add them in the optimal way regardless of \( I_p \). In the case of linear polarization, it can be observed that 3 dB more power is required to achieve 95% PoD when \( I_p = 0.5 \), compared to the case of \( I_p = 0 \), i.e., for orthogonal far-field functions. Whereas, when the two antenna far-field patterns are parallel \((I_p = 1)\), 19 dB more power is required to achieve 95% PoD level. This is much more than in RIMP environments. Again, the degradation in the diversity gain at 5% CDF is not plotted since it is identical to the MIMO efficiency defined at the 95% PoD level.

VI. 2-BITSTREAM 2 × 2 MIMO SYSTEMS

For a 2 × 2 MIMO system, the incoming signals are modeled either as two orthogonal linearly polarized plane waves with random polarization (as shown in Fig. 5), or as two circularly polarized waves \( E_{i1} \) and \( E_{i2} \) (left-hand and right-hand circular, respectively). The incoming plane waves are orthogonally polarized with respect to each other, but have an arbitrary polarization relative to the receiving antenna. In order to maintain the same transmitted power as for the diversity system, each of \( E_{i1} \) and \( E_{i2} \) contains 3 dB less power than the \( E_i \) of the 2 × 1 diversity system, as it is common in all MIMO system analysis to fix the total radiated power. The receiving antennas are again modeled by their corresponding far-field vectors \( G_1 \) and \( G_2 \). Depending on the AoA of the incoming plane wave, \( G_1 \) and \( G_2 \) make an angle \( \alpha \) between 0 and \( \pi \) radians. In the case of linear polarization, the vector directions of \( E_{i1} \) and \( G_1 \) make a random angle \( \beta \), corresponding to a random polarization of the incoming plane waves. The amplitude imbalance and polarization non-orthogonality are again defined by (1) and (2), respectively and are dependent on the AoA. In order to separate the two bitstreams contained in the two plane waves, the ZF and SVD algorithms are employed and their performance is compared. For the SVD algorithm, two different power allocation schemes are compared. These
two are the equal power allocation and the inverse power allocation [21]. With the inverse power allocation, higher power is allocated to the bitstream that has the worse eigen-channel, based on the CSI information at the transmitter side. As mentioned earlier, for the MIMO efficiency of 2-bitstream cases, we use the worse performing bitstream, because in practice the worse channel is the one which limits the system’s performance.

Assuming orthogonal receiving far-field patterns ($I_a = 0$), the effect of the amplitude imbalance on the MIMO system performance can be studied. The MIMO efficiency is plotted vs. $I_a$ in Fig. 6(a). The graph shows curves for ZF and SVD algorithms with both linear and circular polarizations on the transmitter side. In the case of SVD both equal and inverse power allocation schemes are investigated. We can observe in Fig. 6 that different algorithms and polarizations can be grouped in two distinct groups, based on their corresponding MIMO efficiency degradations due to the presence of the polarization deficiencies. One group contains the ZF algorithm with circular polarization and inverse power SVD with both linear and circular polarizations. Whereas, the second group contains ZF with linear polarization and SVD with equal power allocation, regardless of polarization. As can be seen from Fig. 6(a), the second group of systems’ MIMO efficiency decreases slightly more due to the amplitude imbalance than a 1-bitstream $2 \times 1$ system. Additionally, we observe in Fig. 6(a) that the use of circular polarization is advantageous only if the ZF algorithm is used. Still the advantage of using circular polarization at the transmitter side is much smaller in the $2 \times 2$ 2-bitstream system than the 1-bitstream system.

Fig. 6(b) shows the MIMO efficiency vs. $I_p$, when assuming no amplitude imbalance ($I_a = 0 \text{ dB}$). Again we see that the same above groups can be formed. We see that the effect of the polarization non-orthogonality on the MIMO efficiency of the second group is similar to that of the 1-bitstream system. Whereas the first group’s MIMO efficiency degrades slightly less in the presence of the non-orthogonality. Again it is observed that the advantage of using circular polarization at the transmitter side is smaller in the $2 \times 2$ system than in a 1-bitstream system. Furthermore, we observe that in the extreme case of $I_p = 1$ (i.e., parallel far-field vectors), infinite power is required to maintain the 95% PoD. This is expected, since we cannot create two bitstreams in a LOS environment without using polarization multiplexing.

It is possible to derive analytical formulas for the MIMO efficiencies in Random-LOS, in the same way as it was done in [20] for 2-bitstream in RIMP. The MIMO efficiency in Random-LOS due to non-orthogonality is very close to the orthogonality factor in the 45° plane, i.e.,

$$\eta_p = 1 - I_p^2.$$  

The MIMO efficiency in symmetry planes is proportional to the harmonic mean of the powers of the two far-field functions in the symmetry planes [20], normalized to the mean of the powers of the two far-field functions $(|G_1|^2 + |G_2|^2)/2$, i.e.,

$$\eta_a = \frac{2|G_1|^2|G_2|^2}{|G_1|^2 + |G_2|^2}, \quad \frac{2}{|G_1|^2 + |G_2|^2} = \frac{4I_a^2}{(I_a^2 + 1)^2}. \quad (7)$$

The symmetry planes correspond to the planes where the two ports have orthogonal polarizations, but they have amplitude imbalance. The aforementioned analytical efficiencies are also plotted in Fig. 6. We see that the analytical efficiencies are in very good agreement with the MIMO efficiency when the ZF algorithm is used with circular polarization or when inverse power allocation is used with the SVD algorithm regardless of polarization.

A. Example: Two orthogonal dipoles

The MIMO efficiency for given antennas can be computed and plotted over a range of directions. This will result in bitstream coverage plots which show the performance of the MIMO system over the expected coverage area of the antennas. For the bitstream coverage plots in Random-LOS, the PoD for each individual single AoA is calculated assuming a random polarization for the incident wave. Then, we determine the MIMO efficiency by comparing each AoA to the AoA where we have the best performance, i.e., the boresight in the case of the two dipoles.

The bitstream coverage for the 2-bitstream case of the two orthogonal half-wave dipoles described above, is shown in Fig. 7(a) for circularly polarized incident waves by using the ZF algorithm. Comparing this figure with Fig. 1 clearly shows the effect of polarization non-orthogonality and amplitude imbalance on the MIMO efficiency, because the MIMO efficiency...
decreases in the presence of any of these two deficiencies. Fig. 7(b), shows the product of the two analytical MIMO efficiencies described in (6) and (7) over all angles of arrival. We observe in this figure that by using these formulas the bitstream coverage can be estimated with very good accuracy for ZF with circular polarization or SVD with inverse power allocation regardless of polarization.

Investigation of the bitstream coverage of different algorithms shows that again the different algorithm fall in the same two groups as described above. The bitstream coverage of the ZF algorithm with linear and circular polarizations is plotted in Fig. 8. The coverage of SVD algorithms are not plotted separately to avoid repetition. As we can see in Fig. 8, the coverage area of ZF with circular polarization is slightly larger than that of ZF with linear polarization.

The PoD curves for random AoA and polarization for a full coverage over the whole 3D sphere are plotted in Fig. 9, i.e., the 3D Random-LOS case. We observe that in Random-LOS, for 1-bitstream systems with polarization MIMO, using a circular polarization has significant advantage over a linear polarization. For 2-bitstream systems, if the SVD algorithm is used, the choice of polarization has no effect on the system performance. Whereas if the ZF algorithm is used, again using circular polarization can improve the performance of the system. However, this improvement is not as significant as in the 1-bitstream systems. It may be noted that the ZF curve for linear polarization is not the same as the SVD curves with equal power allocation, whereas it was observed earlier that the efficiency curves are the same. This can be explained by the fact that the MIMO efficiency is calculated at the 95% PoD level where the two algorithms have almost equal performance for any AoA. But at lower levels of PoD, the two algorithms start to deviate from each other. The values in dBt (i.e., dB relative to the isotropic threshold) of different curves in Fig. 9 at 90% and 95% PoD levels are summarized in Table I for further reference. It should also be noted that the PoD curve is a normalized throughput. So, at the same PoD level, a 2-bitstream system has double the actual throughput of the 1-bitstream system.

VII. CONCLUSION

We have investigated the effects of polarization non-orthogonality and amplitude imbalance between two colocated orthogonal linearly polarized antenna ports, on the performance of 2 × 1 1-bitstream (SIMO case) and 2 × 2 2-bitstream (MIMO case) systems in Random-LOS. The former makes use of the MRC algorithm and the latter makes use of the ZF and SVD algorithms. The performance is determined in terms of MIMO efficiency, i.e., degradation of the PoDs at the 95% level. We have shown that MIMO systems in Random-LOS are not more sensitive to imbalances for two-bitstreams (MIMO) than for 1-bitstream (SIMO). There is an exception for the special case of circular polarized antennas on one side of the link and linearly polarized on the other. Then, the 1-bitstream case is not sensitive to any deficiencies, whereas the 2-bitstream case is just slightly less sensitive than the linearly-polarized transmitting case. Furthermore, we have presented two analytical formulas by which the MIMO efficiency is easily determined. It is important to be aware that orthogonally polarized antennas can have large polarization deficiencies away from boresight, even if there is no mutual coupling between the two ports. A good example is two orthogonal dipoles. This is clearly seen from the provided plots of the polarization non-orthogonality and imbalance, and the bitstream coverage plots.
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