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On Robust Optical Flow Estimation on Image Sequences with Differently Exposed Frames using Primal-Dual Optimization

Tomas Bengtsson\textsuperscript{a,}*, Tomas McKelvey\textsuperscript{a}, Konstantin Lindström\textsuperscript{b}

\textsuperscript{a} Chalmers University of Technology, Gothenburg, Sweden  
\textsuperscript{b} Volvo Cars AB, Gothenburg, Sweden

Abstract

Optical flow methods are used to estimate pixelwise motion information based on consecutive frames in image sequences. The image sequences traditionally contain frames that are similarly exposed. However, many real-world scenes contain high dynamic range content that cannot be captured well with a single exposure setting. Such scenes result in certain image regions being over- or underexposed, which can negatively impact the quality of motion estimates in those regions. Motivated by this, we propose to capture high dynamic range scenes using different exposure settings every other frame. A framework for OF estimation on such image sequences is presented, that can straightforwardly integrate techniques from the state-of-the-art in conventional OF methods. Different aspects of robustness of OF methods are discussed, including estimation of large displacements and robustness to natural illumination changes that occur between the frames, and we demonstrate experimentally how to handle such challenging flow estimation scenarios. The flow estimation is formulated as an optimization problem whose solution is obtained using an efficient primal-dual method.
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1. Introduction

Optical flow (OF) methods are used to estimate apparent motion in image sequences [1, 2, 3]. They provide dense displacement fields that contain 2-dimensional motion vectors for each pixel location of a reference image. The produced low-level flow data is in turn used for higher-level computer vision tasks such as segmentation, tracking, motion analysis or image registration [4, 5]. The literature on OF methods is focused almost exclusively on motion estimation for image sequences whose frames are taken with the same exposure settings. This is despite the fact that many real-world scenes contain high dynamic range (HDR) content that cannot be captured with a single exposure setting due to dynamic range limitations of camera sensors [7, 8]. In such a scenario, some regions of a given image will be over- or underexposed, which leads to an inability to estimate the motion of objects in those regions. For instance, lack of contrasts in the image data are reported as a bottleneck for the quality of resulting flow estimates for vehicle driver assistance applications [9]. In recent years, HDR functionality has been integrated into consumer cameras and other mobile devices. It captures the full dynamic range of the scene by taking and merging multiple images with varying exposure settings. If there is non-global motion between the images, reconstruction artifacts are typically avoided by using a HDR deghosting method [10]. Compensating for complex, local motion patterns is typically not attempted due to the difficulty of estimating the motion with sufficient accuracy [11]. However, there is recent work on estimating a HDR image based on dense OF motion data that provides promising results [12, 13].

In this paper, we propose a framework for optical flow estimation on image sequences with differently exposed frames, a setup devised particularly for HDR scenarios. Specifically, four frames are used, taken with two different exposure settings that are used every other frame. The intention is that all image regions should be properly exposed (non-saturated) for at least one of the exposure settings, such that the combined dynamic range is sufficiently high with respect to the imaged scene. The OF method is pursued mainly for its own purposes as an
enabler to motion analysis applications, and we do not aim to reconstruct the HDR image data. The flow estimation is formulated as minimizing a variational cost functional which is a sum of a data term and a set of terms that enforce regularity conditions on the flow solution [1][13]. Different data term formulations have been evaluated in our previous work [15], and the best among those candidates is adopted in this paper. OF methods, including ours, typically use pointwise data cost term correspondences and thus rely on a spatial regularity condition in order to obtain a minimization problem that has a unique solution. The spatial regularization term is formulated to penalize deviations from a piecewise smooth flow solution, based on the statistical observation that scenes are well represented by a set of objects whose respective points move in a similar manner [16]. Conventional OF methods generally estimate motion between pairs of consecutive frames using only those two frames as input data. Some methods, however, include additional frames and enforce temporal coherence of the motion vectors in the estimation process [17][18]. Whether such an approach improves the flow estimation performance depends on to what degree the image data fulfills the assumption of temporally smooth motion. Our method relies on temporal regularization since more than two input images are used.

In the context of OF estimation, there are a number of aspects related to whether or not an OF method is robust. Firstly, it has to do with using robust cost expressions for the data term and the regularization terms, as opposed to the traditional $L^2$-norm which deals poorly with data outliers [19][20]. Secondly, it has to do with the ability to handle challenging scenes that lead to natural illumination changes and large flow magnitudes when captured in an image sequence [21]. Finally, since the typical objective of OF methods is to provide information of the real motion within the scene, it is required that the input image sequence contains the relevant information, particularly in the case of HDR scenes. This aspect is not necessarily about robustness of the OF method itself, but definitely about the robustness of using OF estimates in an application.
1.1. Contribution

The performance of resulting flow estimates depends directly on the quality of the input image data [9, 15]. This is particularly the case for HDR scenarios, for which any given image contains saturated image regions due to over- or underexposure. To address the issue of saturation, the optical flow estimation problem is extended to use image sequences that contain differently exposed frames. The OF data term formulation for such a scenario is based on our previous work [15]. In this paper, we propose a complete OF method that includes handling of natural illumination changes, that occur even between images that are captured with the same exposure setting, as well as flow estimation of objects with large displacements. Deviations of the flow estimate from flow data obtained from pre-matched, sparse image features are penalized in a feature matching cost term, which mitigates the effects of local minima in the iterative minimization of the total OF cost functional. Existing OF methods for HDR scenarios do not address natural illumination changes or large flow magnitudes [12, 13]. Furthermore, our method is formulated for a more general camera model that allows any changes to the camera exposure settings to be made. The algorithm for computing the minima is based on an efficient primal-dual method [22] (see also [23, 24]), that handles non-differentiable expressions of robust penalty functions [25] without the need for approximation.

1.2. Outline of the paper

The paper is structured as follows. Our camera model is described in Section 2. The proposed method is presented in Section 3 and the primal-dual optimization used to obtain flow estimates is presented in Section 4. Experimental results are provided in Section 5 and the paper is concluded in Section 6.

2. Camera model

We assume that an image is generated by a camera according to the model

\[ \tilde{I}_f(x) = \text{CRF}(\Phi_f(R(x) + N_f(x))), \]  

(1)
where \( x = (x, y) \in \Omega \subset \mathbb{R}^2 \) are continuous image coordinates, \( R(x) \) is the (filtered) illuminance incident on the sensor for the specific lightning condition of the imaged scene at the time instance of the image \( \bar{I}_f \) and \( N_f(x) \) models sensor noise. The camera response function (CRF) clips the sensor exposure \( \Phi_f(R(x) + N_f(x)) \) outside of the operating interval of the sensor, limited by its dynamic range. The function \( \Phi_f \) models the specific exposure setting used for image \( f \).

If the brightness (illuminance) of any given point is assumed to be constant along its motion trajectory, the standard assumption on which OF methods are based, another image \( \bar{I}_{f+1} \) of the same scene can be related to the non-occluded regions of \( \bar{I}_f \) through

\[
\bar{I}_{f+1}(x + u_f(x)) = \text{CRF}(\Phi_{f+1}(R(x) + N_{f+1}(x))),
\]

where \( u_f \) denotes the optical flow of point \( x \) in \( \bar{I}_f \). The functions \( \Phi_f, \Phi_{f+1} \) can refer to arbitrary exposure settings, such as using flash illumination every other frame \[15\]. The local illumination effects that are caused by e.g. flash illumination, however, makes it difficult to mathematically formulate expressions for \( \Phi_f, \Phi_{f+1} \) that can relate the image intensities of points in an image taken with flash illumination to an image one taken without. This is discussed further at the end of the section. For the special case where the two images are taken with different exposure durations (the specific scenario that is treated e.g. in \[12, 13\]), represented by the positive scalars \( \Delta t_1, \Delta t_2 \), they are given by

\[
\bar{I}_f(x) = \text{CRF}(\Delta t_1(R(x) + N_f(x))),
\]

\[
\bar{I}_{f+1}(x + u_f(x)) = \text{CRF}(\Delta t_2(R(x) + N_{f+1}(x))).
\]

These images can be aligned photometrically by inverting the effect of the CRF in their non-saturated regions, followed by scaling with the inverse of the respective exposure durations. Then, the optical flow \( u_f \) can be estimated between \( I_f, I_{f+1} \) for points \( x \) that are non-saturated in both images. Hence forth, we use \( I_f \) to denote images that, if possible, have been aligned photometrically. Furthermore, even such cases where the differently exposed frames cannot be
aligned photometrically can be treated by the proposed optical flow method (see [15] for experimental results on such image sequences). This is a novelty of the proposed method, which is achieved by taking four frames as input to the flow estimation and mathematically relating the image intensities of two pairs of similarly exposed frames as well as using shared flow variables for the respective pairs.

3. Optical flow estimation for differently exposed input images

The OF method proposed in this section utilizes an image sequence of four consecutive grayscale input frames $I_f, f = 1, \ldots, 4$ for the objective of estimating the optical flow field at the reference frame, fixed here as $I_2$. Exposure setting I is used for $I_1, I_3$, whereas exposure setting II is used for $I_2, I_4$. Different exposure settings are used for the two respective image pairs in order to capture high dynamic range information. For example, they could be set to use long and short exposure durations, respectively. The non-saturated regions of each respective image pair are denoted by $\Omega^{\text{Exp},I} \subset \Omega$ and $\Omega^{\text{Exp},II} \subset \Omega$. Data cost terms are formulated between the respective pairs of similarly exposed frames. The data costs are parameterized by flow terms such that the flow at the reference frame coordinates is included as a variable [18]. If $\Omega^{\text{Exp},I} \cup \Omega^{\text{Exp},II} = \Omega$, the two data cost terms between the image pairs $I_1, I_3$ and $I_2, I_4$ successfully cover the whole image region. In other words, there are no points that are saturated for both exposure settings. Furthermore, an additional data cost term is included to relate any mutually non-saturated points $\Omega^{\text{Int}} = \Omega^{\text{Exp},I} \cap \Omega^{\text{Exp},II}$ in the pair $I_2, I_3$. This term is particularly beneficial due to its higher frame rate [15]. This data cost term requires that the non-saturated regions of $I_2, I_3$ are photometrically aligned (recall the discussion in Section 2).

The cost functional that should be minimized for flow estimation, aside from the mentioned data term, consists of a spatial regularization term and a temporal regularization term, denoted $E_S$ and $E_T$ respectively, as well as a feature matching term $E_M$. Furthermore, to handle natural illumination changes, two
approaches are considered. The first approach is to include illumination offset variables in the data term, along with a corresponding spatial regularization term $E_L$ [25, 22]. The second is to use a data term expression that is robust to natural illumination changes without explicitly modeling them [20]. We evaluate the second approach experimentally and provide the (minor) necessary modifications, but stick to the first approach throughout the current presentation. Thus, the task is to find the minimizer of

$$
\min_{\{u_f, l_f\}} E := E_D(\{u_f\}, \{l_f\}) + E_S(\{\nabla u_f\}) + E_L(\{\nabla l_f\}) + E_T(\{u_f\}) + E_M(\{u_f\}),
$$

where, for $f = 1, 2, 3$, $u_f = (u_f(x), v_f(x)) : \Omega \rightarrow \mathbb{R}^2$ are the flow variables and $l_f(x) : \Omega \rightarrow \mathbb{R}$ are illumination offset variables. The gradient operator applied to a vector has the meaning $\nabla u_f = ((\nabla u_f)^T, (\nabla v_f)^T)^T$. The primary interest is the estimation performance of the flow variable $u_2$, which is the (time-discrete) flow at the reference frame $I_2$. The illumination offsets are included to account for natural illumination changes between image pairs, thereby modeling deviations from the assumption that the brightness intensity of any point $x$ is constant along its motion trajectory [20, 22, 27]. Introducing the concatenated variables $w_f = (u_f, l_f)$, the respective terms of the cost functional (4) are

$$
E_D(\{w_f\}) = E_{D13}(w_1, w_2) + E_{D24}(w_2, w_3) + E_{D23}(w_2) = \\
= \alpha_D \int_{\Omega} \theta_{13} |I_3(x + u_2) - I_1(x - u_1) + \beta(l_1 + l_2)| + \\
+ \theta_{24} |I_4(x + u_2 + u_3) - I_2(x) + \beta(l_2 + l_3)| + \\
+ \theta_{23} |I_3(x + u_2) - I_2(x) + \beta l_2| \, dx,
$$

$$
E_S(\{\nabla u_f\}) = E_{S1}(\nabla u_1) + E_{S2}(\nabla u_2) + E_{S3}(\nabla u_3) = \\
= \alpha_S \sum_{f=1}^3 \int_{\Omega} \|\nabla u_f\| \, dx,
$$

$$
E_L(\{\nabla l_f\}) = E_{L1}(\nabla l_1) + E_{L2}(\nabla l_2) + E_{L3}(\nabla l_3) = 
$$
\[ \alpha_L \sum_{f=1}^{3} \int_{\Omega} \| \nabla l_f \| \, dx, \]  
\[ E_T(\{u_f\}) = E_{T1}(u_1, u_2) + E_{T2}(u_2, u_3) = \alpha_T \int_{\Omega} \| u_2 - u_1 \| + \| u_3 - u_2 \| \, dx, \]  
\[ E_M(\{u_f\}) = E_{M1}(u_1) + E_{M2}(u_2) + E_{M3}(u_3) = \alpha_M \sum_{f=1}^{3} \int_{\Omega} m_f \| u_f - u_{\text{Match}} \| \, dx, \]

where \( \| \cdot \| \) is the \( L^2 \)-norm, each term has a constant weight \( \alpha_D, \alpha_S, \alpha_L, \alpha_T, \alpha_M \geq 0 \), \( \theta_{13}(x), \theta_{24}(x), \theta_{23}(x) \geq 0 \) are spatially dependent data term weights and \( \beta \) is a constant model parameter. Importantly, \( \theta_{23}(x) \) is set to zero for image regions where either of the differently exposed \( I_2, I_3 \) is saturated to avoid false data correspondences that lead to poor flow estimates. If it is not possible to photometrically align images taken with exposure setting I and II respectively (e.g. if one image is taken with flash illumination and the other is not), \( \theta_{23}(x) \) is simply set to zero \( \forall x \) and the illumination offset \( l_2 \) is removed completely from \( E \) so that each image pair has a separate illumination-offset variable in its data term.

The overall data term \( E_D \) thus only contains correspondences between pairs of similarly exposed frames, but the method can still provide good estimates of the shared flow field \( u_2 \) [15]. Each flow component, \( u_f \), has a corresponding separate spatial regularization term, \( E_{Sf} \), that enforces the flow solution to be piecewise smooth by penalizing \( \| \nabla u_f \|_1 = \int_{\Omega} \|(u_{fx}, u_{fy}, v_{fx}, v_{fy})\| \, dx \), the robust \( L^1 \)-norm of the magnitude of the first-order derivatives of the flow vector. This smoothness term is called the Total Variation (TV) semi-norm and is designed to preserve discontinuities, flow edges in this case. In certain scenarios, e.g. the second order Total Generalized Variation (TGV2) expression is more suitable [23]. For example, it provides a more appropriate description of the flow solution for scenes that consist largely of flat surfaces. It is straightforward to replace the TV expression by the TGV2 expression in (5d) as well as in the minimization scheme. The illumination terms are penalized similarly by
their respective TV expressions in $E_L$, in order to encourage spatially piecewise smooth illumination offset estimates. The temporal regularization term $E_T$ enforces temporal coherence of the flow along the motion trajectories of the points in the reference frame, using a suitable parametrization of the flow fields $\{u_f(x)\}$ as increments relative to the reference frame positions [18] [15]. The feature matching term $E_M$ is discussed in the next section.

### 3.1. Flow information from sparse feature matches

A feature matching term (5e) is included in the total OF cost functional $E$ in [1] to penalize deviations of the estimated flow from the flow data in $u_{Match}^f$, $f = 1, 2, 3$. Its inclusion helps to mitigate the difficulty of finding the global minima of the OF cost functional in the iterative solution strategy [21] [28]. Thus, a sparse set of points in each image, represented by some feature descriptors, are matched by a (approximate) nearest neighbor (NN) search as a pre-processing step to the OF estimation and are used to derive the flow information in $u_{Match}^f$. The aim is that these matches will provide information about large displacements or complex motion patterns, particularly of small-scale objects, that are otherwise prone to be poorly estimated. Specifically, we extract HoG (histogram of oriented gradients) feature descriptors on a uniformly spaced grid, consisting of every 4th pixel location (per dimension), excluding image regions that are over- or underexposed. Then, using a fast approximate NN method [29], the descriptors of the pairs of similarly exposed images $I_1, I_3$ and $I_2, I_4$ are matched separately. Forward-backward consistency checks are performed to discard inconsistent matches. Furthermore, matches at feature locations $x$ where there is minor image structure are discarded. To achieve this, the $2 \times 2$ structure tensor is computed for each feature location based on the respective $7 \times 7$ neighborhoods. The locations where the smaller eigenvalue $eig_2(x)$ of the structure tensor satisfies $eig_2(x) > (eig_1(x) + eig_2(x))/10$ are kept and the others are discarded [30] [31]. The two best NN matches are retrieved for each kept feature location, and used to set the weights $m_f(x)$ in (3e) according to the confidence level of each respective NN match, as the
relative feature distance of the second best NN match to the best NN match of each feature descriptor, and $m_f(x) = 0$ holds for non-matched points \cite{21}. The retained matches between $I_1, I_3$, as well as those between $I_2, I_4$, are stored in $c_{13}$ and $c_{24}$ respectively, in terms of the locations of the matched points in the reference image $I_2$, their matching confidence and their displacements. Note that the second best NN matches are not used to determine the displacements themselves, only to determine their respective weights. Further implementation details are given in Section \ref{4.3}.

4. Flow estimation by primal-dual optimization

This section describes how (4) is minimized in order to obtain flow estimates. Successive local linear approximations of the data terms $E_{D13}, E_{D24}, E_{D23}$ about the current estimates (also called warping points in the OF literature), $u_i^0(x)$, are made to find the minimizer of (4) iteratively \cite{14}. The original data term expressions of (5a) are clearly non-convex in the flow variables, which in practice means that the search space contains undesired local minima. The standard approach to mitigate the effects of local minima in OF estimation methods, with or without the inclusion of pre-matched image features, is to use a coarse-to-fine minimization strategy as outlined in Section \ref{4.3}. Downsampled images are used to find rough estimates that are then refined for finer image resolution levels.

4.1. Linearized data terms

The linearized data terms (reusing the same names) are

$$E_{D13} = \alpha_D \int_\Omega \theta_{13} |I_{t13} + \nabla I_3(u_2 - u_2^0) + \nabla I_1(u_1 - u_1^0) + \beta(l_1 + l_2)| \ dx,$$

$$E_{D24} = \alpha_D \int_\Omega \theta_{24} |I_{t24} + \nabla I_4(u_2 + u_3 - u_3^0 - u_3^0) + \beta(l_2 + l_3)| \ dx,$$

$$E_{D23} = \alpha_D \int_\Omega \theta_{23} |I_{t23} + \nabla I_5(u_2 - u_2^0) + \beta|l_2| \ dx,$$

(6)
where

\[ I_{t13} = I_3(x + u_2^0) - I_1(x - u_1^0), \]
\[ I_{t24} = I_4(x + u_2^0 + u_3^0) - I_2(x), \]
\[ I_{t23} = I_3(x + u_2^0) - I_2(x), \]
\[ \nabla I_1 = \nabla (I_1(x - u_1^0)), \]
\[ \nabla I_3 = \nabla (I_3(x + u_2^0)), \]
\[ \nabla I_4 = \nabla (I_4(x + u_2^0 + u_3^0)). \]

\[ (7) \]

4.2. Sequential minimization

The minimization problem (4), which is convexified due to replacing \( E_D \) in (5a) by the linearized data terms (6), is approximated by a sequence of simpler minimization problems, following the approach by Estellers et al. [32], by updating the estimates of \( w_f \) sequentially for each \( f \). That is, fixed estimates \( w_k^f \) are taken as inputs to a given iteration \( k \). The sequential update is performed by solving

\[ w_{k+1}^f \leftarrow \min_{w_f} P(w_f) := E(w_f) + G(w_f), \]

for each \( f \) separately, where the term

\[ G(w_f) = \frac{\alpha G}{2} \int_\Omega \| w_f - w_k^f \|^2 \, dx, \]

is added to constrain the step length of each separate update. To encourage convergence to the minima of the joint problem, the sequential minimization of \( w_f, f = 1, 2, 3 \), is iterated over \( k = 0, \ldots, K - 1 \).

4.3. Pseudo-algorithm

In summary, the pseudo-algorithm for minimizing (4) is given in Table 1. The sequential minimization scheme described in Section 4.2 is incorporated into a coarse-to-fine multi-resolution strategy. The flow- and illumination variables are initiated to zero-vectors at the initial pixel resolution ratio \( (S - 1) \) of the coarse-to-fine image pyramid, where ratio < 1 is the re-sampling factor and \( S \) is the number of resolution levels. Thus, at the initial stage, significantly downsampled
input images are used to obtain flow estimates at a coarse resolution level. These are re-scaled and used as inputs as the flow estimation progresses at the next, finer resolution level up until the original pixel resolution of the images $I_f$. As flow estimates are refined, the images are warped according to the current estimates, as expressed in (7). In the numerical implementation, non-integer arguments of $I_1, I_3, I_4$ that result from subpixel precision optical flow estimates are evaluated using bicubic interpolation. At a given warping point $u_f^0$, estimates are updated $w^k_f \rightarrow w^{k+1}_f$ according to the iterative primal-dual solver presented in the next section.

<table>
<thead>
<tr>
<th>Pseudo-algorithm of proposed OF method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization: $w^0_f = 0$, $\forall f, x$</td>
</tr>
<tr>
<td>for scale = ratio $(S-1, \ldots, 0)$</td>
</tr>
<tr>
<td>for warp = 0, $\ldots$, $W-1$</td>
</tr>
<tr>
<td>compute $I_{t13}, I_{t24}, I_{t23}, \nabla I_1, \nabla I_3, \nabla I_4$ as in (7).</td>
</tr>
<tr>
<td>set $w^k_{f=0} = w^0_f$, $\forall f$</td>
</tr>
<tr>
<td>for $k = 0, \ldots, K-1$</td>
</tr>
<tr>
<td>for $f = 1, 2, 3$</td>
</tr>
<tr>
<td>$w^k_f \rightarrow w^{k+1}_f$, according to Section 4.4</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>$u^K_f \rightarrow u^0_f$, $\forall f$, new warping point.</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>

Table 1: Sequential minimization method for optical flow estimation.

The sparse pre-computed feature matches are originally expressed in $c_{13}$ and $c_{24}$ (see Section 3.1) with respect to pixel coordinates at the full pixel resolution. To be integrated into the coarse-to-fine method, their associated locations in $I_2$ and their flow magnitudes are re-sampled at the current resolution level, and
the locations are rounded to the nearest integer pixel coordinate. At a coarse resolution, the locations of multiple feature matches may be rounded to the same integer pixel coordinate. Because the spacing of the feature grid is 4 points, any level finer than a fourth of the original resolution has at most one candidate. Thus, the relative influence of the feature matches is high at coarse resolution levels and then naturally decreases as the minimization progresses to finer resolution levels. At any given resolution level, each integer location \( x \) in \( u_2^{\text{Match}} \) is set according to the match in \( c_{13} \) and \( c_{24} \) that has the highest confidence among those that are associated with the particular location \( x \). The flow data in \( u_1^{\text{Match}} \) as well as \( u_3^{\text{Match}} \) is constructed similarly, but only selecting among the feature matches in \( c_{13} \) or \( c_{24} \) respectively.

4.4. Primal-Dual update for given flow component

The update step \( w^k_j \rightarrow w^{k+1}_j \) in Table 1 is performed using an efficient first-order primal-dual method by Chambolle and Pock [22], that they demonstrate on a set of image processing tasks, including optical flow estimation. We describe the update for \( f = 2 \). The updates for \( f = 1, 3 \) are analogous but include fewer cost terms. The minimization (8) for \( f = 2 \) is

\[
w^{k+1}_2 \leftarrow \min_{w_2} P(w_2) := E_{D13}(w_1^{k+1}, w_2) + E_{D24}(w_2, w_3^k) + E_{D23}(w_2) +
+E_{S2}(\nabla u_2) + E_{L2}(\nabla l_2) + E_{T1}(u_1^{k+1}, u_2) +
+E_{T2}(u_2, u_3^k) + E_{M2}(u_2) + G(w_2). \tag{10}
\]

The minimization problem (10) is equivalent to the constrained problem

\[
\min_{w_2, w} P(w_2, w) := E_{D13}(w_1^{k+1}, w_2^{(D13)}) + E_{D24}(w_2^{(D24)}, w_3^k) + E_{D23}(w_2^{(D23)}) +
+E_{S2}(u_2^{(S2)}) + E_{L2}(l_2^{(L2)}) + E_{T1}(u_1^{k+1}, u_2^{(T1)}) +
+E_{T2}(u_2^{(T2)}, u_3^k) + E_{M2}(u_2^{(M2)}) + G(w_2), \tag{11}
\]

where the argument includes a set of auxiliary variables

\[
w \triangleq (w_2^{(D13)}, w_2^{(D24)}, w_2^{(D23)}, u_2^{(S2)}, l_2^{(L2)}, u_2^{(T1)}, u_2^{(T2)}, u_2^{(M2)})
\]
with equality constraints

\[ w^{(D13)}_2 = w^{(D24)}_2 = w^{(D23)}_2 = w_2, \quad u^{(S2)}_2 = \nabla u_2, \]
\[ l^{(L2)}_2 = \nabla l_2, \quad u^{(T1)}_2 = u^{(T2)}_2 = u^{(M2)}_2 = u_2. \]  \tag{12} \]

The constrained problem (11) can be written on the form

\[ \min_{w_2} P(w_2) := E(Kw_2) + G(w_2), \]  \tag{13} \]

where \( w = Kw_2 \) and \( K \) is a linear operator that relates each auxiliary variable to \( w_2 \) according to (12). This is the class of convex problems studied by Chambolle and Pock [22]. The term \( E(Kw_2) \) is the linearized OF cost functional with \( w_1, w_3 \) kept fixed. The problem (13) is in primal form and has a corresponding primal-dual formulation

\[ \max_{\lambda} \min_{w_2} PD(w_2, \lambda) := -E^*(\lambda) + G(w_2) + \int_{\Omega} \langle \lambda, Kw_2 \rangle \, dx, \]  \tag{14} \]

where \( E^* \) is the convex conjugate of \( E \), such that \( w_2^* \) in the saddle point \( (w_2^*, \lambda^*) \) for \( PD \) is the minimum of \( P \). The dual variables

\[ \lambda \triangleq (\lambda^{(D13)}, \lambda^{(D24)}, \lambda^{(D23)}, \lambda^{(S2)}, \lambda^{(L2)}, \lambda^{(T1)}, \lambda^{(T2)}, \lambda^{(M2)}) \]

are the Lagrange multipliers to each of the equality constraints (12) of the auxiliary primal variables [32]. The iterative algorithm to find \( w_2^* \), that is the new \( w_2^{n+1} \) in the sequential minimization summarized in Table 1 is:

\[ \lambda^{n+1} \leftarrow \min_{\lambda} \left( \sigma E^*(\lambda) + \frac{1}{2} \| \lambda - (\lambda^n + \sigma Kz^n) \|^2 \right), \]
\[ w_2^{n+1} \leftarrow \min_{w_2} \left( \tau G(w_2) + \frac{1}{2} \| w_2 - (w_2^n - \tau K^*\lambda^{n+1}) \|^2 \right), \]
\[ z^{n+1} = w_2^{n+1} + \theta(w_2^{n+1} - w_2^n), \]  \tag{15} \]

where \( \tau, \sigma > 0 \) are primal and dual step lengths, \( \theta \in [0, 1] \) controls the amount of over-relaxation in \( z = (z_u, z_v, z_l) \), and \( K^* \) is the adjoint operator of \( K \) [22].

Maximization of PD in (14) w.r.t. \( \lambda \) is substituted by minimization of \(-PD\).

Note that subscripts of \( \lambda \) and \( z \) are omitted to lighten up notation, although these variables are specific to each \( f \). The reformulation of the original problem
leads to that $E^*$ is separable in each of its variables, that is
$$E^*(\lambda) = E^*_{D_{13}}(\lambda^{(D_{13})}) + E^*_{D_{24}}(\lambda^{(D_{24})}) + E^*_{D_{23}}(\lambda^{(D_{23})}) + E^*_{S_{2}}(\lambda^{(S_{2})}) +$$
$$+ E^*_{L_{2}}(\lambda^{(L_{2})}) + E^*_{T_{1}}(\lambda^{(T_{1})}) + E^*_{T_{2}}(\lambda^{(T_{2})}) + E^*_{M_{2}}(\lambda^{(M_{2})}).$$
(16)

Thus, the dual update equation in (15) is solved separately for each dual variable in $\lambda$. Efficient closed-form solutions exist for each separate minimization problem. The update steps on the top two lines of (15) can equivalently be formulated as
$$\lambda^{n+1} = \text{prox}_{\sigma E^*}(\bar{\lambda}), \quad \bar{\lambda} = \lambda^n + \sigma Kz^n,$$
$$w_2^{n+1} = \text{prox}_{\tau G}(\bar{w_2}), \quad \bar{w_2} = w_2^n - \tau K^*\lambda^{n+1},$$
(17)

where the minimizations correspond to evaluating the proximal operators of $\sigma E^*(\lambda)$ and $\tau G(w_2)$ about the proximal points $\bar{\lambda}$ and $\bar{w_2}$. Such proximal operator notation is used in Appendix A where the update equations corresponding to each separate dual term in (16) are derived [33]. The resulting expressions are given in Table 2.

5. Experimental Results

Whether or not the proposed approach, to use differently exposed input frames, has merit depends upon if the imaged scene contains significant HDR content, as discussed at further length in 15. To exemplify, consider the image sequence in Figure 1(a). The four input images are frames from the Tennis sequence, of pixel resolution $380 \times 530$, courtesy of the computer vision group at Freiburg University [34]. The frames have been altered to simulate a HDR scenario by clipping the pixel values above $a_1 = 0.6$ in $I_1, I_3$, setting them equal to $a_1$, which corresponds to exposure setting I (Exp.I). Similarly, pixel values below $a_2 = 0.3$ are clipped for $I_2, I_4$, which is taken as exposure setting II (Exp.II). This achieves the same effect as using two different exposure durations every other frame and photometrically aligning them as discussed in Section 2. The estimated flow field based on the described sequence is given in Figure 1(b). The flow is color encoded according to the inlaid circular chart, whose flow
Update equations for (15)

Initialization: \( w_2^{(n=0)} = w_2^k \)

for \( n = 0, \ldots, N - 1 \)

\[
\begin{align*}
\lambda^{(D13),n+1}, \lambda^{(D24),n+1}, \lambda^{(D23),n+1} & \text{ updated with (25)} \\
\lambda^{(S2),n+1} &= \tilde{\lambda}^{(S2)} / \max(1, \| \tilde{\lambda}^{(S2)} \| / \alpha_S), \quad \tilde{\lambda}^{(S2)} = \lambda^{(S2),n} + \sigma \nabla (z_u^n, z_v^n) \\
\lambda^{(L2),n+1} &= \tilde{\lambda}^{(L2)} / \max(1, \| \tilde{\lambda}^{(L2)} \| / \alpha_L), \quad \tilde{\lambda}^{(L2)} = \lambda^{(L2),n} + \sigma \nabla z_l^n \\
\lambda^{(T1),n+1} &= d / \| d \| \min(\alpha_T, \| d \|), \\
\quad d &= \tilde{\lambda}^{(T1)} - \sigma u_1^{k+1}, \quad \tilde{\lambda}^{(T1)} = \lambda^{(T1),n} + \sigma (z_u^n, z_v^n) \\
\lambda^{(T2),n+1} &= d / \| d \| \min(\alpha_T, \| d \|), \\
\quad d &= \tilde{\lambda}^{(T2)} - \sigma u_3^k, \quad \tilde{\lambda}^{(T2)} = \lambda^{(T2),n} + \sigma (z_u^n, z_v^n) \\
\lambda^{(M2),n+1} &= d / \| d \| \min(\alpha_M m_2, \| d \|), \\
\quad d &= \tilde{\lambda}^{(M2)} - \sigma u_5^{\text{Match}}, \quad \tilde{\lambda}^{(M2)} = \lambda^{(M2),n} + \sigma (z_u^n, z_v^n) \\
\quad u_2^{n+1} &= \frac{1}{\tau \alpha_G + 1} \left( \tau \alpha_G u_2^n + u_2^n \right) - \tau (\lambda^{(D13),n+1} + \lambda^{(D24),n+1} + \lambda^{(D23),n+1} + \\
&+ \lambda^{(T1),n+1} + \lambda^{(T2),n+1} + \lambda^{(M2),n+1} - \text{div} \lambda^{(S2),n+1}) \right) \\
\quad l_2^{n+1} &= \frac{1}{\tau \alpha_G + 1} \left( \tau \alpha_G l_2^n + l_2^n - \tau (\lambda_i^{(D13),n+1} + \lambda_i^{(D24),n+1} + \lambda_i^{(D23),n+1} - \\
&- \text{div} \lambda^{(L2),n+1}) \right) \\
\quad z^{n+1} &= w_2^{n+1} + \theta (w_2^{n+1} - w_2^n) \\
\end{align*}
\]

end

\( w_2^N \rightarrow w_2^{k+1} \)

Table 2: The steps to solve (8) exemplified for \( f = 2 \).
magnitude at its outer radius corresponds to 24 pixels. The use of alternating exposure settings is analyzed by comparing the resulting flow estimate to the ones obtained from image sequences whose frames are all taken with a fixed exposure setting, either Exp.I or Exp.II. Certain objects are hardly visible in any of the frames for a given exposure setting, such as the tennis ball in the frames taken with Exp.I, thus estimating its motion may not be feasible. Figure 1(c), (d) show the flow estimates that result from using the input sequences with similarly exposed, with data clipped above a1 or below a2 respectively for all 4 frames. The data term weights used are αD = 3, β = 0.01, θ13 = 1, x ∈ ΩExp.I, θ24 = 1, x ∈ ΩExp.II, θ23 = 1, x ∈ ΩInt and θ13, θ24, θ23 are zero for unspecified points. The other weights are αS = 0.2, αL = 0.2, αT = 0.02, αM = 1 and αG = 1. Furthermore, Figure 1(e)-(g) show the results obtained from performing the same experiments as in (b)-(d) but with increased amount of clipped data, where a1 = 0.5 and a2 = 0.5. The motion of the tennis ball is actually captured in the flow estimate based on the Exp.I sequence for a1 = 0.6, but not anymore when a1 = 0.5. The flow estimate for Exp.II is good for a2 = 0.3 but degrades severely for a2 = 0.5. The performance of the flow estimate that is based on the image sequence with differently exposed frames degrades more gracefully as the amount of saturation increases, due to the lost information being available in the other image pair.

5.1. Image sequence with large displacements

The use of the feature matching term in order to estimate flow of objects with large displacements is discussed here. First, note that if αM = 0 and β = 0, the current method becomes similar to our previous method, although here we use sequential minimization (Section 4.2) with the flow updates obtained from a primal-dual solver (Section 4.4) that does not require differentiable cost expressions, and thus the exact TV expression can be used. We validate the sequential minimization approach by comparing to the quantitative experiments in [15]. In terms average endpoint error (AEPE), we obtain equally good results on the Sintel [33] sequences for which the regularization weight in [15] was
Figure 1: Top row: (a) The image sequence \( \{I_f\} \) with differently exposed frames, and \( a_1 = 0.6, a_2 = 0.3 \). Middle row, from left to right: (b) Flow estimate based on the images in (a). (c) Flow estimate when all \( I_f \) are taken with Exp.I. (d) Flow estimate when all \( I_f \) are taken with Exp.II. Bottom row: (e)-(g) Similar to the middle row, but with clipping thresholds \( a_1 = a_2 = 0.5 \).

optimized and slightly better results on the Middlebury \[36\] sequences. Thus, sequential minimization is applicable.

The inclusion of the feature matching term in the coarse-to-fine minimization of (4) provides the ability to estimate large displacements. However, wise selection is needed in the feature extraction and matching steps to mitigate the occurrence of false matches with high confidence weights. The flow information \( w_2^{\text{Match}} \) from the feature matches is visualized in Figure 2 at the resolution level \( 88 \times 123 \). Figure 2(a), (b) show \( w_2^{\text{Match}} \) before discarding feature locations with minor image structure, as well as the corresponding confidence weight map \( m_2 \). The confidences are plotted for the range \([0, 1]\), although the maximum is 2.42, as normalizing by the maximum leads to poorer visibility of other weights. Figure 2(c), (d) show \( w_2^{\text{Match}} \) and \( m_2 \) after discarding feature locations with...
Figure 2: From left to right: (a) The flow $w^\text{Match}_2$ at the resolution level $88 \times 123$, without the selection strategy of discarding locations with low amount of structure. (b) The matching confidences $m_2$ corresponding to (a). (c) The flow $w^\text{Match}_2$ without including feature matches in image regions that lack structure. (d) The confidences corresponding to (c).

In Figure 3, the benefit of the feature matches and a wise selection strategy is demonstrated in terms of the flow estimates on the sequence in Figure 1 (a). First, Figure 3 (a) shows the flow estimate when $\alpha_M = 0$ and (b) shows the flow estimate when including all feature matches in Figure 2 (a), that successfully captures the motion of the ball but at the cost of poor flow estimates in several regions, that result from false feature matches.

In Figure 3 (c), the influence of the false matches is reduced, for this particular example, by using a spatially varying, image-driven regularization term $\alpha_S(x) = 0.4 \exp(-3\|\nabla I_2(x)\|^0.5)$, which smooths regions that do not coincide with image edges to a higher degree. Finally, Figure 3 (d) shows the result of the proposed selection strategy, that only uses the feature matches in Figure 2 (c). Although the proposed feature extraction and matching strategy gives good performance in this example, the DeepFlow method by Weinzaepfel et al. is particularly designed to be robust in challenging scenarios, such as repetitive
5.2. Robustness to natural illumination changes

In this section, the benefit of accounting for natural illumination changes in our method is demonstrated on two image sequences from the KITTI raw data sequences (that unlike the flow annotated KITTI sequences contain more than 2 frames per sequence) [38]. Aside from using the data term presented in Section 3, we run a separate experiment using the CSAD data term introduced in [20], which is adapted for inclusion in our proposed method. The CSAD expression is an approximation of the popular Census Transform that is adjusted to fit the variational minimization of the OF cost functional, and performs equally well as the original Census expression. A HDR scenario is simulated similarly as before, with \( a_1 = 0.6 \) and \( a_2 = 0.3 \) as clipping thresholds. The image resolution used is \( 621 \times 188 \). The two sequences are shown at the top row of the respective columns in Figure 4. Image sequences from the KITTI benchmark suite [39] are known to typically include natural illumination changes between the captured frames. As a result, the estimation performance is improved when accounting for illumination changes in the OF cost functional modeling [27, 40]. Due to the nature of the KITTI data, consisting largely of flat surfaces, we exchange the spatial TV regularization in \( E_S \) by the second order Total Generalized Variation [25] that penalizes deviations from (piecewise) affine flow solutions. The mathematical TGV2 expression and the modifications that follow to the update equations in Table 2 are given in Appendix B, along with the details of implementing the CSAD data term. In the experiments of this section, \( \alpha_M = 0 \) is used except where otherwise stated. Figure 4 (b) shows initial flow estimates for the case when using the data cost in (5a) with \( \beta = 0 \). The flow is color coded similarly as in Figure 1. The maximum flow magnitudes used in the color encoding is 20 pixels for the left column and 30 pixels for the right column. In Figure 4 (c) and (d), the flow estimates obtained when using \( \beta = 0.01 \), i.e. including the illumination offset terms, are shown along with plots of \( l_2 \) estimates, for which 0 offset is represented by 0.5 on the normalized
Figure 4: For each column, from top to bottom: (a) Input images $I_1, \ldots, I_4$. (b) Flow estimates when using the data term in (5a) and $\beta = 0$, and (c) with $\beta = 0.01$. (d) Plots of $l_2$, where 0 is coded as the middle grayscale intensity. (e) Flow estimates when using the CSAD data term [20]. (f) Same as (e) but with $\alpha_M = 1$.

interval $[0, 1]$. Figure 4(e) shows the flow estimates when using the CSAD data term, and finally (f) shows the result with CSAD and $\alpha_M = 1$. Numerous flow artifacts are seen at flow- and image edges, and the road surfaces are poorly estimated for both image sequences in Figure 4(b) where no handling of illumination changes is included. The flow estimates are improved significantly when illumination variables are included in (c). The results in Figure 4(e) show similar performance when using the CSAD term. Less flow artifacts are
present compared to (c), but the motion of the road sign in the bottom left corner of the left column is not well captured in the flow estimates. Because no large displacements of small scale objects are present, the aim of the feature matching term is primarily to avoid negative impacts in such a scenario. As can be seen in Figure 4(f), no false feature matches impact the final flow estimates. Finally, flow estimates obtained for the same image sequences as in Figure 4(a) but with all 4 frames taken either with exposure setting I or II are shown in Figure 5(a) and (b) respectively. These estimates are produced using the CSAD data term. The flow estimates on the image sequence in the left column are particularly poor, regardless of whether Exp.I or Exp.II was used. As seen in Figure 4 using the sequence of alternating exposure settings clearly leads to better results in that case.

Figure 5: Flow estimates obtained using Exp.I for all 4 frames (top row) and Exp.II (bottom row) respectively.

6. Conclusions

In this paper, a framework has been proposed for OF estimation on image sequences with differently exposed frames, intended for motion analysis in HDR scenarios. Various aspects of robust OF estimation have been discussed and demonstrated. Experimental results show the benefit, with regard to flow estimation performance, of using the proposed setup to mitigate the negative impact of saturated image data. Our approach allows to re-use techniques from
the rich literature on conventional OF estimation, as they are easily integrated to tailor the proposed OF method to a given application. For instance, total generalized variation (TGV) regularization, which has shown superior performance particularly on the KITTI image sequences, can straightforwardly replace the first order TV penalty. A spatial regularizer that takes the underlying HDR image data into account, as suggested by Hafner et al., also deserves consideration [13], as well as the feature matching approach DeepFlow [37]. A database of sequences with alternating exposure settings (every other frame), based on a measurement campaign of real-world HDR scenes, is highly desired.

A. Proximal operators

In this appendix, we demonstrate how to evaluate the proximal operators of \( \sigma E^* \) and \( \tau G \), presented in (17). The proximal operator of the function \( \sigma E^*(\lambda) \), whose full expression is given in (16), is separable and can thus be evaluated sequentially for each variable contained in \( \lambda \) as shown in (16). Derivations are provided here for the proximal operators of \( \sigma E_{D24}^*(\lambda^{(D24)}) \), \( \sigma E_{S2}^*(\lambda^{(S2)}) \), \( \sigma E_{T1}^*(\lambda^{(T1)}) \), a subset of the terms in \( E^* \), as well as for that of \( \tau G(w_2) \). The proximal operators of the remaining terms in \( E^* \) are analogue to either of the presented ones and their expressions are included in Table 2.

A.1. The proximal operator of a general function

The proximal operator of a function \( \sigma F \) maps a proximal point, \( \tilde{p} \), to another point \( p^{n+1} \) according to [41]

\[
\tilde{p} \rightarrow p^{n+1} = \text{prox}_{\sigma F}(\tilde{p}) = \arg \min_p \left( \sigma F(p) + \frac{1}{2} \| p - \tilde{p} \|^2 \right). \tag{18}
\]

By the Moreau decomposition, the mapping is equivalent to

\[
\tilde{p} \rightarrow \tilde{p} - \sigma \text{prox}_{\frac{1}{\sigma} F^*}(\frac{\tilde{p}}{\sigma}), \tag{19}
\]

where \( \text{prox}_{\frac{1}{\sigma} F^*} \) is the proximal operator of \( \frac{1}{\sigma} F^* \) [41] [33].
A.2. The proximal operator of $\sigma E_{D24}^*$

The proximal operator of $\sigma E_{D24}^*$ for the proximal point $\tilde{\lambda}^{(D24)} = \lambda^{(D24)} + \sigma K_{D24} z^n$, using the Moreau decomposition as in \cite{Moreau}, gives

$$\lambda^{(D24),n+1} = \text{prox}_{\sigma E_{D24}} (\tilde{\lambda}^{(D24)}) = \tilde{\lambda}^{(D24)} - \sigma \text{prox}_{\frac{\lambda}{\sigma} E_{D24}} (\tilde{\lambda}^{(D24)}) = \tilde{\lambda}^{(D24)} - \sigma s^*, \quad (20)$$

where $s^*$ is obtained by pointwise (w.r.t. $x$) evaluation of the proximal operator of $E_{D24}/\sigma$. To obtain the final expression for $\lambda^{(D24),n+1}$ we evaluate $s^*$ further.

Taking $E_{D24}$ from (6) and introducing $a_0, a, \rho$ for shorter notation,

$$\frac{E_{D24}(s)}{\sigma} = \frac{\alpha D}{\sigma} \int_{\Omega} \theta_{D24} |a_0 + a^T s| \, dx,$$

$$a_0 = I_{t_{D24}} + (\nabla I_4)^T (u_1^k - u_2^0 - u_3^0) + \beta l_3^k,$$

$$a^T = ((\nabla I_4)^T, \beta),$$

$$\rho(s) \triangleq a_0 + a^T s,$$

we get (using (18)), for each point $x$,

$$s^* \leftarrow \min_s \left( \frac{\alpha D \theta_{D24}}{\sigma} |\rho(s)| + \frac{1}{2} \|s - \bar{s}\|^2 \right), \quad (22)$$

where $\bar{s} = \tilde{\lambda}^{(D24)}/\sigma$. The solution is given by a simple and effective thresholding scheme on the values of $\rho(\bar{s})$, which is derived by replacing $|\rho(s)|$ by a dual variable $\rho'$ and solving the inequality constrained problem

$$\min_s \frac{1}{2} \|s - \bar{s}\|^2 + \eta \rho',$$

s.t. $\rho(s) - \rho' \leq 0,$

$$-\rho(s) - \rho' \leq 0,$$

where $\eta \triangleq \alpha D \theta_{D24}/\sigma$. Its solution is obtained by checking when the KKT conditions \cite{KKT} of the dual formulation (23) hold for the three possible cases of $\rho(s^*)$ in the primal formulation: $\rho(s^*) \leq 0$, $\rho(s^*) = 0$ and $\rho(s^*) \geq 0$. These steps are shown in detail in \cite{3}, and yield

$$s^* = \bar{s} + \begin{cases} \eta a, & \rho(\bar{s}) < -\eta a^T a \\ -\eta a, & \rho(\bar{s}) > \eta a^T a \\ -a \rho(\bar{s})/(a^T a), & |\rho(\bar{s})| \leq \eta a^T a \end{cases} \quad (24)$$
Using the abbreviations in (21), this expression for $s^*$ inserted in (20) to get the corresponding thresholding steps for the update

$$\lambda^{(D24),n+1} = \begin{cases} 
-\alpha_D \theta_{24} a, & \rho(\bar{\lambda}^{(D24)}/\sigma) < -\eta a^T a \\
\alpha_D \theta_{24} a, & \rho(\bar{\lambda}^{(D24)}/\sigma) > \eta a^T a \\
\sigma \rho(\bar{\lambda}^{(D24)}/\sigma) a, & |\rho(\bar{\lambda}^{(D24)}/\sigma)| \leq \eta a^T a 
\end{cases} \quad (25)$$

Another enlightening interpretation of the solution to (22) is given in [20].

A.3. The proximal operator of $\sigma E_{T1}^*$

The Moreau decomposition (19) is used again as in (20) to derive the proximal operator of $\sigma E_{T1}^*$, which gives $\lambda^{(T1),n+1} = \bar{\lambda}^{(T1)} - \sigma s^*$, where in this case

$$s^* = \text{prox}_{\frac{1}{2}E_{T1}}(\frac{\bar{\lambda}^{(T1)}}{\sigma}) \left\langle \begin{array}{l} \min \left( \frac{\alpha_T}{\sigma} \|s - u_k^{k+1}\| + \frac{1}{2} \|s - \frac{\bar{\lambda}^{(T1)}}{\sigma}\|^2 \right) \end{array} \right., \quad (26)$$

and $\bar{\lambda}^{(T1)} = \lambda^{(T1),n} + \sigma K_{T1} z^n = \lambda^{(T1),n} + \sigma (z_u^n, z_v^n)$. Depending on the magnitude of $\alpha_T/\sigma$ relative to the distance between $u_k^{k+1}$ and $\bar{\lambda}^{(T1)}/\sigma$, either the $L^2$ expression or the $L^2$-squared will dominate in the minimization of (26), according to

$$s^* = \begin{cases} u_k^{k+1}, & \alpha_T \geq \|d\| \\
u_k^{k+1} + (d/\sigma)(1 - \alpha_T/\|d\|), & \text{otherwise} \end{cases} \quad (27)$$

introducing $d \triangleq \bar{\lambda}^{(T1)} - \sigma u_k^{k+1}$, and thus

$$\lambda^{(T1),n+1} = \begin{cases} d, & \alpha_T \geq \|d\| \\
\alpha_T d / \|d\|, & \text{otherwise} \end{cases} \quad (28)$$

A.4. The proximal operator of $\sigma E_{S2}^*$

The proximal operator of $\sigma E_{S2}^*$ is given (without using the Moreau decomposition) by

$$\lambda^{(S2),n+1} \left\langle \begin{array}{l} \min \left( \sigma E_{S2}^*(\lambda^{(S2)}) + \frac{1}{2} \|\lambda^{(S2)} - \bar{\lambda}^{(S2)}\|^2 \right) \end{array} \right.. \quad (29)$$
where \( \tilde{\lambda}^{(S2)} = \lambda^{(S2),n} + \sigma K_{S2} z^n = \lambda^{(S2),n} + \sigma \nabla (z_u^n, z_v^n) \) and

\[
\sigma E_{S2}(\lambda^{(S2)}) = \delta_P(\lambda^{(S2)}) = \begin{cases} 
0, & \lambda^{(S2)} \in P \\
\infty, & \text{otherwise} 
\end{cases}
\]  

(30)

where \( P = \{ \lambda^{(S2)} \in \mathbb{R}^4 : \| \lambda^{(S2)} \| / \alpha_S \leq 1 \} \) [12, 22]. Finally,

\[
\lambda^{(S2),n+1} = \Pi_P(\tilde{\lambda}^{(S2)}) = \frac{\tilde{\lambda}^{(S2)}}{\max(1, \| \tilde{\lambda}^{(S2)} \| / \alpha_S)},
\]

(31)

where \( \Pi_P \) denotes the projection onto the set \( P \).

A.5. The proximal operator of \( \tau G \)

It remains to show the proximal operator for \( \tau G \) (the expression for \( G \) is given in (9)),

\[
w^{n+1}_2 \leftarrow \min_{w_2} \left( \frac{\tau G}{2} \| w_2 - w_k^2 \|^2 + \frac{1}{2} \| w_2 - \bar{w}_2 \|^2 \right),
\]

(32)

where \( \bar{w}_2 = w^n_2 - \tau K^* \lambda^{n+1} \). In this case, the minimizer is given directly by differentiation, as

\[
w^{n+1}_2 = (1 + \tau \alpha_G)^{-1}(\tau \alpha_G w^k_2 + \bar{w}_2).
\]

(33)

The expression for the proximal point \( \bar{w}_2 = (\bar{u}_2, \bar{l}_2) \) is given by evaluating \( K^* \lambda^{n+1} \) in (17). Thus,

\[
\bar{u}_2 = u^n_2 - \tau (\lambda^{(D13),n+1}_{u,v} + \lambda^{(D24),n+1}_{u,v} + \lambda^{(D23),n+1}_{u,v} +
\lambda^{(T1),n+1} + \lambda^{(T2),n+1} + \lambda^{(M2),n+1} - \text{div} \lambda^{(S2),n+1})
\]

\[
\bar{l}_2 = l^n_2 - \tau (\lambda^{(D13),n+1}_{l} + \lambda^{(D24),n+1}_{l} + \lambda^{(D23),n+1}_{l} - \text{div} \lambda^{(L2),n+1}),
\]

where subscript \( u,v \) for \( \lambda^{(D13)} \in \mathbb{R}^3 \), etc., denote the two elements of the dual variable that correspond to \( (u_2, v_2) \), and \( \lambda^{(D13)}_l \) denotes the third element, i.e. the dual of \( l_2 \) in \( E_{D13} \).

B. TGV2 and CSAD update equations

If the TV expression (also known as the first order TGV) in the spatial regularization term (5b) is replaced by the second order TGV2, we get

\[
E_S = \min_{q_f} \sum_{f=1}^{3} \int_{\Omega} \alpha_S \| \nabla u_f - q_f \| + \alpha_S \| \nabla q_f \| \; dx.
\]

(35)
In the resulting update equations, $\tilde{\lambda}^{(S2)}$ in (29) is changed to $\tilde{\lambda}^{(S2),n+1}$, omitting the subscript for $q$. Equation (31) for $\lambda^{(S2),n+1}$ does not change. The following set of update equations are added for $q$, its over-relaxation expression $\lambda_q$ and its dual $\tilde{\lambda}_q$:

$$\lambda_q = \lambda_q^n + \sigma \nabla q^n,$$

$$\lambda_q^{n+1} = \frac{\tilde{\lambda}_q}{\max(1, \|\tilde{\lambda}_q\|/\alpha_{S2})},$$

$$q^{n+1} = q^n + \tau (\lambda^{(S2),n+1} + \text{div}\lambda_q^{n+1}),$$

$$q^{n+1} = 2q^{n+1} - q^n.$$

Details of how to implement e.g. the derivative operators numerically are specified in [25].

Next, the update equations are derived for the CSAD data term introduced in [20]. For each of the data terms in [5a], as exemplified for $E_{D_{24}}$ in (22), the optimum $s^*$ is given by

$$s^* \leftarrow \min_s \left( \eta|a_0 + a^Ts| + \frac{1}{2}\|s - \bar{s}\|^2 \right).$$

This can be reduced to a one dimensional problem in the direction of $a$ in [43, 21], such that $s^* = \bar{s} + \delta^* a/\|a\|$, where

$$\delta^* = \arg\min_{\delta} \left( \eta\|a\| \left( \frac{a_0 + a^T\bar{s}}{\|a\|} + \delta \right) + \frac{1}{2}\delta^2 \right).$$

This is a problem of the form

$$\arg\min_{\delta} \left( \sum_{i=1}^1 \nu_i |\delta - b_i| + \xi (\delta - f)^2 \right),$$

in [43]. Identifying $\xi = 1/2$, $f = 0$, its solution is given by

$$\delta^* = \text{median}\{b_1, c_0, c_1\},$$

where $b_1 = -(a_0 + a^T\bar{s}/\|a\|)$, $c_0 = \nu_1 = \eta\|a\|$, $c_1 = -\nu_1 = -\eta\|a\|$. Inserting into $s^* = \bar{s} + \delta^* a/\|a\|$ gives the same expression as derived in [24]. Exemplifying
for the CSAD data term corresponding to $E_{D24}$, its linearized expression is

$$
\sigma \text{ CSAD}_{24}(s,x) = \sum_{x' \in N(x)} \eta |a_0(x') + a^T s|,
$$

where

$$
a_0(x') = \begin{pmatrix} I_4(x + u_0^0(x) + u_3^0(x)) - I_2(x) - \\
- I_4(x' + u_2^0(x) + u_3^0(x)) - I_2(x') + \\
+ a^T (u_3^0(x) - u_2^0(x) - u_0^0(x))\end{pmatrix}
$$

(41)

where $N(x)$ is a $3 \times 3$ neighborhood of $x$. Notice that the illumination terms are removed, and thus $a = \nabla I_4$. Similar to (37), we get

$$
s^* \leftarrow \min_s \left( \sum_{x' \in N(x)} \eta |a_0(x') + a^T s + \frac{1}{2} \|s - \bar{s}\|^2 \right),
$$

(42)

which using the solution formula to (39) given in [43] gives

$$
\delta^* = \arg \min_\delta \left( \sum_{i=1}^1 \eta \|a\| \left| \frac{a_0(x') + a^T \bar{s}}{\|a\|} + \delta \right| + \frac{1}{2} \delta^2 \right) = \text{median}\{b_1, \ldots, b_8, c_0, \ldots, c_8\},
$$

(43)

where each $b_i = -(a_0(x') + a^T \bar{s} / \|a\|)$, and the indexes $i = 1, \ldots, 8$ correspond to the 8 neighboring points $x'$ of a given point $x$. The $c_i$ are all multiples of $\eta \|a\|$ (independent of $i$) by the factors $\{8, 6, 4, 2, 0, -2, -4, -6, -8\}$. The CSAD variants of $E_{D13}, E_{D23}$ are similar to (41) and the solution follows the same derivation, but with different $a_0$ and $a$.
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