Nanoelectromechanical Heat Engine Based on Electron-Electron Interaction
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We theoretically show that a nanoelectromechanical system can be mechanically actuated by a heat flow through it via an electron-electron interaction. In contrast to most known actuation mechanisms in similar systems, this new mechanism does not involve an electronic current nor external ac fields. Instead, the mechanism relies on deflection-dependent tunneling rates and a heat flow which is mediated by an electron-electron interaction while an electronic current through the device is prohibited by, for instance, a spin-valve effect. Therefore, the system resembles a nanoelectromechanical heat engine. We derive a criterion for the mechanical instability and estimate the amplitude of the resulting self-sustained oscillations. Estimations show that the suggested phenomenon can be studied using available experimental techniques.
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In nanoelectromechanical systems (NEMS), the motion of a mechanical object can be significantly affected by single-electron phenomena [1–6]. In particular, it has been shown that such phenomena can be utilized to achieve ground state cooling of the mechanical motion [7–9]. On the other hand, these phenomena also allow for the actuation of the mechanical motion [10]. The study of actuated motion offers possibilities to investigate the multifaceted nonlinear dynamics of NEMS [11–13].

Many mechanisms of the actuation of mechanical vibration have been suggested. The most straightforward method is to pump energy into the mechanical subsystem using an external ac field with a frequency close to that of the mechanical vibration [1,10,14–16]. However, it is also possible to achieve an actuation without resorting to direct resonance, for which there are two distinct approaches. The first one is to use an external off-resonant high-frequency field to generate sideband transitions in the system [17], a technique often used in optomechanics [18]. The second approach is to utilize a directed electron flow through the mechanical object, generated by either a bias voltage [8,19–22] or a temperature drop [9] between two electronic reservoirs. This approach relies on the fact that mechanical motion induces variations in the average charge (or spin) on the mechanical object. These variations generate an electromechanical feedback force which pumps the mechanical motion. However, if the electron flow is blocked, mechanisms relying on charge or spin current no longer work.

In this Letter, we propose a heat-flow-based actuation mechanism in a system where the charge current is blocked. The heat flow is enabled by the coupling of two thermal reservoirs via an electron-electron interaction. Furthermore, the proposed mechanism actuates vibrations despite the fact that the mechanical motion does not affect the average charge on the mechanical oscillator. This is interesting, since, naively, one would think that in this case there can be no electromechanical feedback. However, we will show that such feedback still exists and results in a conversion from thermal to mechanical energy. Therefore, the system could be seen as a nanoelectromechanical heat engine. We present the actuation mechanism by considering a prototype system which well illustrates the phenomenon and which has a structure analogous to existing devices [23].

The prototype system (Fig. 1) consists of a carbon nanotube (CNT) suspended between two electrode leads above a gate electrode. The ends of the CNT are clamped, and it is connected to the leads through high-resistance tunnel barriers. A tip electrode is positioned above the suspended part of the CNT, so that electrons can tunnel also between the tip and the CNT. The CNT is free to oscillate vertically. As the CNT is mechanically deflected toward the...
the bottleneck effect accumulates probability in the double-populated and neutral states while draining the single-populated states by the same amount. Therefore, the average charge on the QD is unchanged; the increased tunneling of spin-up electrons to the QD is compensated by the increased tunneling from it. However, the higher probability of double population still increases the capacitive force. The rate of change of the probabilities will be proportional to the probability flow $w_u$, and thus to the associated heat flow $W = Uw$, because of the exponential tunneling dependence on the deflection. The feedback mechanism leading to the electromechanical instability can therefore be understood in the following way. The CNT performs a slight deflection away from its static position toward the tip reservoir (Fig. 1). This will mainly affect the electronic dynamics by increasing the spin-up tunneling rate due to its strong exponential dependence on the deflection. The bottleneck effect will start to increase the probability of double population and thus the capacitive force toward the gate. However, the electronic response is not instantaneous. Hence, vibrations of the CNT will result in a delayed force which will stiffen and pump the mechanical motion.

The feedback force can be controlled by the temperature difference between the reservoirs. If we swap the temperatures of the two reservoirs, the probability flow in Fig. 2 is proportional to the flow of probability $w$ and energy of the electron-electron interaction $U$, $W = Uw$. Now suppose that we perturb the stationary state by slightly increasing the tunneling rate between the hot reservoir and the QD. This increases the two probability flows $w_u$. The unaffected exchange of spin-down electrons with the cold reservoir then results in bottlenecks in the cycle (Fig. 2). The bottleneck effect accumulates probability in the double-populated and neutral states while draining the single-populated states by the same amount. Therefore, the average charge on the QD is unchanged; the increased tunneling of spin-up electrons to the QD is compensated by the increased tunneling from it. However, the higher probability of double population still increases the capacitive force. The rate of change of the probabilities will be proportional to the probability flow $w$, and thus to the associated heat flow $W = Uw$, because of the exponential tunneling dependence on the deflection. The feedback mechanism leading to the electromechanical instability can therefore be understood in the following way. The CNT performs a slight deflection away from its static position toward the tip reservoir (Fig. 1). This will mainly affect the electronic dynamics by increasing the spin-up tunneling rate due to its strong exponential dependence on the deflection. The bottleneck effect will start to increase the probability of double population and thus the capacitive force toward the gate. However, the electronic response is not instantaneous. Hence, vibrations of the CNT will result in a delayed force which will stiffen and pump the mechanical motion.

The feedback force can be controlled by the temperature difference between the reservoirs. If we swap the temperatures of the two reservoirs, the probability flow in Fig. 2 is proportional to the flow of probability $w$ and energy of the electron-electron interaction $U$, $W = Uw$. Now suppose that we perturb the stationary state by slightly increasing the tunneling rate between the hot reservoir and the QD. This increases the two probability flows $w_u$. The unaffected exchange of spin-down electrons with the cold reservoir then results in bottlenecks in the cycle (Fig. 2). The bottleneck effect accumulates probability in the double-populated and neutral states while draining the single-populated states by the same amount. Therefore, the average charge on the QD is unchanged; the increased tunneling of spin-up electrons to the QD is compensated by the increased tunneling from it. However, the higher probability of double population still increases the capacitive force. The rate of change of the probabilities will be proportional to the probability flow $w$, and thus to the associated heat flow $W = Uw$, because of the exponential tunneling dependence on the deflection. The feedback mechanism leading to the electromechanical instability can therefore be understood in the following way. The CNT performs a slight deflection away from its static position toward the tip reservoir (Fig. 1). This will mainly affect the electronic dynamics by increasing the spin-up tunneling rate due to its strong exponential dependence on the deflection. The bottleneck effect will start to increase the probability of double population and thus the capacitive force toward the gate. However, the electronic response is not instantaneous. Hence, vibrations of the CNT will result in a delayed force which will stiffen and pump the mechanical motion.

The feedback force can be controlled by the temperature difference between the reservoirs. If we swap the temperatures of the two reservoirs, the probability flow in Fig. 2 is proportional to the flow of probability $w$ and energy of the electron-electron interaction $U$, $W = Uw$. Now suppose that we perturb the stationary state by slightly increasing the tunneling rate between the hot reservoir and the QD. This increases the two probability flows $w_u$. The unaffected exchange of spin-down electrons with the cold reservoir then results in bottlenecks in the cycle (Fig. 2). The bottleneck effect accumulates probability in the double-populated and neutral states while draining the single-populated states by the same amount. Therefore, the average charge on the QD is unchanged; the increased tunneling of spin-up electrons to the QD is compensated by the increased tunneling from it. However, the higher probability of double population still increases the capacitive force. The rate of change of the probabilities will be proportional to the probability flow $w$, and thus to the associated heat flow $W = Uw$, because of the exponential tunneling dependence on the deflection. The feedback mechanism leading to the electromechanical instability can therefore be understood in the following way. The CNT performs a slight deflection away from its static position toward the tip reservoir (Fig. 1). This will mainly affect the electronic dynamics by increasing the spin-up tunneling rate due to its strong exponential dependence on the deflection. The bottleneck effect will start to increase the probability of double population and thus the capacitive force toward the gate. However, the electronic response is not instantaneous. Hence, vibrations of the CNT will result in a delayed force which will stiffen and pump the mechanical motion.

The feedback force can be controlled by the temperature difference between the reservoirs. If we swap the temperatures of the two reservoirs, the probability flow in Fig. 2
would be reversed. The bottleneck effect would then instead drain the double-populated state when the CNT moves closer to the tip. The feedback force would therefore result in softening and damping of the mechanical motion. Furthermore, increasing the temperature difference increases the heat flow and thus the probability flow between the QD states. This enhances the bottleneck effect, generating a stronger feedback. Therefore, both the direction and the strength of the feedback force can be controlled by adjusting the temperatures of the reservoirs.

In order to mathematically model the system, we assume that the dynamics of the CNT is completely characterized by the amplitude of its fundamental bending mode, i.e., the CNT deflection $u(t)$; see Fig. 1. We describe the time evolution of $u(t)$ as a forced harmonic oscillation:

$$\partial_t^2 u + \frac{\omega^2}{Q} \partial_t u + \omega^2 u = \frac{1}{m_{\text{eff}}} F_{\text{el}},$$  \hspace{1cm} (1)

with mechanical frequency $\omega$, quality factor $Q$, and effective mass $m_{\text{eff}}$. The force $F_{\text{el}}$ is an average force induced by the electronic subsystem, described by the electronic density operator $\hat{\rho}$. Here, $\hat{n}_\sigma = \hat{a}_\sigma \hat{a}_\sigma^\dagger$ is the number operator for spin-$\sigma$ electrons on the QD, where $\hat{a}_\sigma$ and $\hat{a}_\sigma^\dagger$ are the corresponding fermionic annihilation and creation operators, respectively, and, hence, $|\sigma\rangle = \hat{a}_\sigma^\dagger |0\rangle$ and $|2\rangle = \hat{a}_\uparrow \hat{a}_\downarrow^\dagger |0\rangle$. We linearize the electronic energies in the mechanical deflection $u$, motivated by it being small compared to the distance to the gate. The dynamics of the electronic subsystem obeys the quantum Liouville equation

$$i\hbar \partial_t \hat{\rho}_{\text{el}} = [\hat{H}_{\text{QD}} + \hat{H}_R + \hat{H}_T, \hat{\rho}] = \partial_t \hat{\rho} = \hat{\rho},$$

$$\hat{H}_{\text{QD}} = E_\uparrow^\dagger (u) \hat{n}_\uparrow + E_\downarrow^\dagger (u) \hat{n}_\downarrow + U(u) \hat{n}_\uparrow \hat{n}_\downarrow,$$

$$\hat{H}_R = \sum_{k,s=\uparrow,\downarrow} \epsilon_{k,s} \hat{c}_{k,s}^\dagger \hat{c}_{k,s},$$

$$\hat{H}_T = \sum_k \left( T_{\uparrow}(u) \hat{c}_{k,\uparrow}^\dagger \hat{d}_{\uparrow}^\dagger + T_{\downarrow}(u) \hat{c}_{k,\downarrow}^\dagger \hat{d}_{\downarrow} + \text{H.c.} \right).$$  \hspace{1cm} (2)

The Hamiltonian $\hat{H}_{\text{QD}}$ represents the QD, $\hat{H}_R$ the spin-polarized reservoirs (e.g., $\hat{c}_{k,s}$ is an annihilation operator), and $\hat{H}_T$ electron tunneling on and off the QD, characterized by the transition integrals $T_{\sigma}$ between states in the QD and in the reservoirs. The tunneling coupling $T_{\sigma}(u)$ varies exponentially with the mechanical deflection $u(t)$ [19,20].

The capacitive backaction force depends on the probability of double occupation $P_2 = \text{Tr}\{\hat{\rho} \hat{n}_\uparrow \hat{n}_\downarrow\}$ and the electronic occupation probabilities $n_\sigma = \text{Tr}\{\hat{\rho}_\sigma\} = P_\sigma + P_2$. To calculate these, we use standard techniques [25–27] to reduce the quantum Liouville equation (3) to rate equations for these probabilities:

$$\dot{n}_\uparrow = -\Gamma\sigma e^{-(u-u^\text{eq})/\lambda} (n_{\uparrow} - f_{\uparrow} + \Delta f_{\uparrow} n_{\downarrow}),$$

$$\dot{n}_\downarrow = -\Gamma\sigma (n_{\downarrow} - f_{\downarrow} + \Delta f_{\downarrow} n_{\uparrow}),$$

$$\dot{P}_2 = -\Gamma(u) P_2 + \Gamma\sigma e^{-(u-u^\text{eq})/\lambda} f_{\uparrow} f_{\downarrow} n_{\uparrow} + \Gamma\sigma f_{\downarrow} n_{\downarrow},$$  \hspace{1cm} (4)

valid at high temperatures $k_B T > h \omega, \hbar \Gamma \sigma$, $\hbar \Gamma \sigma$ (see Supplemental Material [28]). Here, the tunneling rates $\Gamma\sigma = \Gamma_\sigma \exp[-(u-u^\text{eq})/\lambda], \Gamma(u) = \Gamma \exp[-(u-u^\text{eq})/\lambda] + \Gamma\sigma$, where $\lambda$ is an effective tunneling length. The rates are in agreement with Fermi’s golden rule and are for convenience defined at the static mechanical displacement $u^\text{eq}$ which should be found self-consistently (see Supplemental Material [28]). For brevity, we introduced $f_{\sigma} = f_F [E_\sigma^\dagger (u)/(k_B T)]$, where $f_F$ is the Fermi distribution function and $\Delta f_{\sigma} = f_{\uparrow} - f_{\downarrow}$. Without an electron-electron interaction, $\Delta f_{\sigma} = 0$ and the spin populations decouple. Each occupation probability $n_\sigma$ then simply decays towards equilibrium with its corresponding reservoir. A nonzero electron-electron interaction couples the two spin populations.

The mechanical deflection affects the electronic dynamics by changing (i) the tunneling rate between the QD and the tip and (ii) the energies of the QD states. The latter of these effects is capable of generating feedback [5]. However, the first effect is much stronger due to a higher sensitivity to the deflection. Indeed, the tunneling rate is sensitive to deflections on the order of the tunneling length $\lambda$, while the Fermi factors $f_{\sigma}$ change on the length scale $k_B T_e C^2/|f_{\sigma}^0 (1 - f_{\sigma}^0)^2 \partial_{u^2} C | \approx k_B T_e 2 \pi e_0 L D/e^2$, which, for realistic parameters, is much larger ($e_0$ is the vacuum permittivity, $L$ is the length of the CNT, and $D$ is the distance to the gate; capacitance modeled as a wire above a plane). Therefore, we will ignore the slight dependence on $u$ in the Fermi factors $f_{\sigma}^0$. In this approximation, the time-dependent parts of the general solutions for $n_{\uparrow}(t)$ and $n_{\downarrow}(t)$ are transient, and the solutions for long times are simply the static solutions $n_\sigma(t) = n_\sigma^0$.

One can immediately see that the two single-electron terms in the capacitive force of Eq. (2) do not change in time and, thus, cannot lead to a mechanical instability. In contrast, however, the probability of double occupation, $P_2$, will change in time. It enters into the force (2) via the electron-electron interaction term and leads to a dynamical backaction force that can cause a mechanical instability. The fact that $n_{\uparrow}$ and $n_{\downarrow}$ do not change in time means that the average QD charge $-e(n_{\uparrow} + n_{\downarrow})$ is constant. That there can still be a time-dependent capacitive force may seem surprising at first. However, the average of the square of the charge, $e^2[n_{\uparrow} + n_{\downarrow} + 2P_2(t)]$, does change in time. Hence, there is a dynamical feedback in the system generated by charge variations on the CNT, although these variations do not affect the average charge at any given time.

To investigate the stability of the mechanical subsystem, one could at this point linearize Eqs. (4) and (1) near their stationary solutions and derive a condition for mechanical
actuation. However, with the aim to study nonlinear effects, we will instead proceed by deriving a closed equation for the CNT deflection (see Supplemental Material [28]). For dimensionless deflection $x(t) \equiv u(t)/\lambda$, time $\tau \equiv \omega t$, and total tunneling rate $\Gamma(t) \equiv \Gamma(u)/\omega$, the closed equation for the mechanical motion is

$$\partial^2_t x + \frac{1}{Q} \partial_t x + x = \mathcal{F}_s + \epsilon \mathcal{F}(\tau)\{x\},$$

where $\mathcal{F}_s$ is the static component of the capacitive force, $\mathcal{F}$ is the dynamic backaction force from the electronic subsystem,

$$\mathcal{F}(\tau)\{x\} = \int_{-\infty}^{\tau} \text{d}\tau' e^{-\int_{\tau'}^{\tau} \text{d}\tau'' \Gamma[\chi(\tau'')]} \left(e^{-x(\tau')} - 1\right),$$

which is a functional of the mechanical deflection, and $e = (-\partial_u U)W/(m_{\text{eff}}\omega^3\lambda U)$. We see that the backaction force is, as already mentioned, proportional to the static component of the heat flow (see Supplemental Material [28]):

$$W = U \frac{\Gamma \Gamma_\uparrow \Gamma_\downarrow}{\Gamma_\uparrow + \Gamma_\downarrow} \xi(T_\uparrow, T_\downarrow),$$

where

$$\xi(T_\uparrow, T_\downarrow) = \frac{1}{4\prod_{\sigma} \text{sinh} \left[ \frac{U(T_\uparrow - T_\downarrow)}{2k_B T_\sigma} \right]} \prod_{\sigma} \text{sinh} \left[ \frac{U}{2k_B T_\sigma} \right].$$

As mentioned above, the dynamic backaction force is entirely generated by the variations in the probability to be in the double-populated state, $P_\uparrow(T)$. Hence, the positions of the single-electron levels affect the force only quantitatively; see Eq. (8).

The electrostatic backaction force pumps the mechanical motion and can lead to a mechanical instability. To see when the instability occurs, we linearize Eq. (5) around the static displacement. By analyzing the Lyapunov exponents of $x(t)$, the criterion for mechanical instability is found to be

$$\frac{(-\partial_u U)}{m_{\text{eff}}} \alpha \frac{\Gamma_\uparrow \Gamma_\downarrow}{\Gamma_\uparrow + \Gamma_\downarrow} \xi(T_\uparrow, T_\downarrow) > \frac{1}{Q},$$

where $\Gamma = \Gamma_\uparrow + \Gamma_\downarrow$. The instability threshold is reached when the heat-flow-induced pumping overcomes the intrinsic mechanical damping of the CNT. The suggested actuation mechanism relies on two effects. First, the Coulomb interaction energy responsible for the heat flow depends on the mechanical deflection and thus generates a force on the mechanical motion, i.e., $-\partial_u U \neq 0$; see Eq. (9). Second, the mechanical deflection also affects the tunneling and thereby the electron dynamics, establishing a dynamical feedback. This is seen in the condition (9), since if the tunneling is insensitive to the mechanical deflection, $\lambda \rightarrow \infty$, the instability criterion cannot be met. Furthermore, the direction of the feedback force changes with that of the temperature difference; see Eq. (8). This means that the effect of the mechanism can be switched between pumping and damping by reversing the direction of the heat flow, regardless of the direction of the electrostatic force.

To estimate the experimental feasibility of the suggested actuation mechanism, we assume typical parameter values (see Table I) and rates optimal for pumping, $\Gamma_\uparrow = \Gamma_\downarrow = \omega/2$. The condition (9) then reduces to $\xi(T_\uparrow, T_\downarrow) > 10^3/Q$. This looks promising from an experimental viewpoint, since the magnitude of $\xi(T_\uparrow, T_\downarrow)$ grows with the temperature difference, asymptotically approaching 1/4 when $k_B(T_\uparrow - T_\downarrow) > U$.

When the instability criterion (9) is fulfilled, the CNT begins to vibrate with increasing amplitude. The amplitude is eventually stabilized, since the pumping efficiency decreases with the amplitude. To find the stationary amplitude, we exploit the smallness of $e$ (see Table I) and use the Krylov-Bogoliubov averaging method [31] on Eq. (5). It is then assumed that the CNT deflection has the form $x(\tau) = x_{\text{st}} + A(\tau) \cos[\tau + \phi(\tau)]$, where both the amplitude $A(\tau)$ and the phase $\phi(\tau)$ are slowly varying functions. We get an equation for the rate of change of the amplitude:

$$\partial_{\tau} A = - \frac{A}{2Q} - \frac{e}{2\pi} \int_{-\infty}^{\infty} \text{d}\tau' \sin\left(\tau'\right) \mathcal{F}(\tau')\{A \cos(\tau')\}.$$

A stable oscillation is reached when the backaction pumping is balanced by the mechanical damping. Numerical calculations of the pumping term in Eq. (10) are presented in Fig. 3 (see the figure caption for the parameters). We see that the amplitude of the oscillations stabilizes at a value on the order of $\lambda$, the tunneling length.

We estimate the heat-engine efficiency of the system at these parameters to be less than one percent for $k_B T_\uparrow > U$. If the quality factor is increased to $Q = 10^5$, we reach efficiencies of a few percent. When $k_B T_\uparrow > U \gg k_B T_\downarrow$, we find that the temperature dependence of the efficiency becomes negligible and it becomes dominated by geometrical factors.

We have proposed an electromechanical instability in a system without an exchange of electrons between the reservoirs. In the presented prototype system, the electronic current through the device was blocked by a spin-valve effect. However, spin polarization is not a requirement. Another way to prevent the charge current would be to use two spatially separated two-level QDs. Tuning between the QDs can then be suppressed while the electron-electron interaction remains significant.

**TABLE I. Typical parameter values [29,30].**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{\text{eff}}$</td>
<td>$10^{-21}$ kg</td>
</tr>
<tr>
<td>$U$</td>
<td>$e^2/C \sim 10^{-4}$ eV</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$0.1$ nm</td>
</tr>
<tr>
<td>$\omega$</td>
<td>$1$ GHz</td>
</tr>
<tr>
<td>$D$</td>
<td>$100$ nm</td>
</tr>
<tr>
<td>$v$</td>
<td>$10^{-2} \ll 1$</td>
</tr>
<tr>
<td>$L$</td>
<td>$1$ $\mu$m</td>
</tr>
</tbody>
</table>
FIG. 3. The intrinsic mechanical damping (dashed line) and heat-flow-induced pumping (solid lines), given by the first and second term, respectively, in the rhs of Eq. (10). If the pumping overcomes the damping, the system is actuated to an amplitude where the two are balanced (line intersections). We use parameters as in Table I and $\Gamma_\sigma = \omega/2$, $E^\uparrow_\sigma = -U/2$ ($\sigma = \uparrow, \downarrow$), which are the optimal values for pumping, and $Q = 3 \times 10^4$. The pumping is shown for different temperatures $T$, of the hot reservoir, while the cold reservoir is kept at $T = 0.1$ K.

The mechanical vibrations could be detected by, e.g., applying a magnetic field perpendicular to the CNT and its motion. A charge residing on the CNT would then experience a Lorentz force which alternates with the deflection. The mechanical vibrations can then be read out by measurement of the resulting alternating current between the two leads. Note that the current does not flow between the reservoirs referred to in our system, since the two leads together constitute a single reservoir.

In conclusion, we have shown that a nanoelectromechanical system can be actuated by a heat flow using a position-dependent electron-electron interaction. This actuation mechanism differs from many others in that it does not involve any charge or spin current nor any external ac fields. The amplitude of the actuated oscillations is stabilized, since the pumping efficiency decreases with the amplitude. Our estimations show that the considered phenomena can be studied using existing experimental techniques.
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