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We theoretically show that a nanoelectromechanical system can be mechanically actuated by a heat flow
through it via an electron-electron interaction. In contrast to most known actuation mechanisms in similar
systems, this new mechanism does not involve an electronic current nor external ac fields. Instead, the
mechanism relies on deflection-dependent tunneling rates and a heat flow which is mediated by an electron-
electron interaction while an electronic current through the device is prohibited by, for instance, a spin-valve
effect. Therefore, the system resembles a nanoelectromechanical heat engine. We derive a criterion for the
mechanical instability and estimate the amplitude of the resulting self-sustained oscillations. Estimations
show that the suggested phenomenon can be studied using available experimental techniques.
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In nanoelectromechanical systems (NEMS), the motion
of a mechanical object can be significantly affected by
single-electron phenomena [1–6]. In particular, it has been
shown that such phenomena can be utilized to achieve
ground state cooling of the mechanical motion [7–9]. On
the other hand, these phenomena also allow for the
actuation of the mechanical motion [10]. The study of
actuated motion offers possibilities to investigate the
multifaceted nonlinear dynamics of NEMS [11–13].
Many mechanisms of the actuation of mechanical

vibration have been suggested. The most straightforward
method is to pump energy into the mechanical subsystem
using an external ac field with a frequency close to that of
the mechanical vibration [1,10,14–16]. However, it is also
possible to achieve an actuation without resorting to direct
resonance, for which there are two distinct approaches. The
first one is to use an external off-resonant high-frequency
field to generate sideband transitions in the system [17], a
technique often used in optomechanics [18]. The second
approach is to utilize a directed electron flow through the
mechanical object, generated by either a bias voltage [8,19–
22] or a temperature drop [9] between two electronic
reservoirs. This approach relies on the fact that mechanical
motion induces variations in the average charge (or spin) on
the mechanical object. These variations generate an electro-
mechanical feedback force which pumps the mechanical
motion. However, if the electron flow is blocked, mech-
anisms relying on charge or spin current no longer work.
In this Letter, we propose a heat-flow-based actuation

mechanism in a system where the charge current is blocked.
The heat flow is enabled by the coupling of two thermal
reservoirs via an electron-electron interaction. Furthermore,
the proposed mechanism actuates vibrations despite the fact
that the mechanical motion does not affect the average
charge on the mechanical oscillator. This is interesting,
since, naively, one would think that in this case there can be

no electromechanical feedback. However, we will show
that such feedback still exists and results in a conversion
from thermal to mechanical energy. Therefore, the system
could be seen as a nanoelectromechanical heat engine. We
present the actuation mechanism by considering a proto-
type system which well illustrates the phenomenon and
which has a structure analogous to existing devices [23].
The prototype system (Fig. 1) consists of a carbon

nanotube (CNT) suspended between two electrode leads
above a gate electrode. The ends of the CNT are clamped,
and it is connected to the leads through high-resistance
tunnel barriers. A tip electrode is positioned above the
suspended part of the CNT, so that electrons can tunnel also
between the tip and the CNT. The CNT is free to oscillate
vertically. As the CNT is mechanically deflected toward the

FIG. 1. The prototype system. A CNT is suspended between
two leads, below a tip electrode and above a gate. The pair of
leads and the tip are two completely spin-polarized electron
reservoirs with temperatures T↑ and T↓ (index according to spin
polarization). Electrons can tunnel between the CNT and the
reservoirs, but an electron exchange between the two reservoirs is
prevented by spin blockade. However, electron-electron inter-
action couples the two reservoirs, allowing for a heat flow. The
tunneling between the tip and the CNT is affected by u, the
mechanical deflection of the CNT (black arrow), and u is in turn
affected by a capacitive force due to the interaction between the
charge on the CNT and the gate.
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tip, the rate of electron tunneling between them increases
exponentially. A charge on the CNT results in a capacitive
force toward the gate electrode. In order to prevent a charge
current from the tip via the CNT to the leads, we take the tip
and leads to be fully spin-polarized half-metals [24] with
spin up (↑) and spin down (↓), respectively; see Fig. 1. The
temperature of the two leads is assumed to be set toT↓, while
the temperature of the tip is T↑. Without a loss of generality,
we treat the two leads as a single spin-↓ reservoir and the tip
as a spin-↑ reservoir. We also assume that electrons do not
change spin during tunneling events. Charge transfer
between the two oppositely spin-polarized reservoirs is
then blocked, and the two spin subsystems would be
decoupled if not for the electron-electron interaction. As
wewill show, the interaction enables a heat flow between the
reservoirs when their temperatures are different: T↑ ≠ T↓.
We will model the CNT as an electronic four-state

quantum dot (QD). This is motivated by the assumption
that the CNT is short enough for the spatial quantization
energy to be larger than all considered energies. The four
QD states are the charge-neutral state j0i, the two single-
populated states corresponding to different spin, j↑i and
j↓i, and the double-populated state j2i. These states are
characterized by their energies, counted from the chemical
potential in the reservoirs (μ↑ ¼ μ↓). The neutral state
energy is, by definition, E0 ¼ 0. For the single-populated
states, Eσ

1ðuÞ ¼ Eσ
1 þ e2=CðuÞ, σ ¼ ↑;↓, where Eσ

1 is set by
the tuning of the energy levels in the QD relative to the
chemical potential and CðuÞ is the QD-gate capacitance.
The double-populated state energy is E2ðuÞ ¼ E↑

1 ðuÞþ
E↓
1 ðuÞ þ UðuÞ, where UðuÞ ¼ 2e2=CðuÞ is the electron-

electron interaction energy.
To understand the nature of the electromechanical feed-

back, let us first assume that theCNTis static and consider the
electronic dynamics. We characterize the state of the elec-
tronic system by the four probabilities of finding the QD in
each of its fourQDstates. Theseprobabilities aregoverned by
the probability flows wσ

α (σ ¼ ↑, ↓, α ¼ 1, 2) between
different QD states due to tunneling of electrons between
the QD and the reservoirs (Fig. 2). In the stationary state, the
probability flows are balanced: wσ

α ¼ w. As a consequence,
there will be a constant counterclockwise flow of probability
in Fig. 2 accompanied by a heat transfer from the hot to
the cold reservoir. The heat transfer can be visualized by the
following steps: (I) a “cold” spin-↓ electron tunnels to the
emptyQD, (II) a “hot” spin-↑ electronwith enough energy to
overcome the electron-electron interaction energy U tunnels
to the QD, (III) the spin-↓ electron then tunnels back to the
cold reservoir, carrying with it the excess energy U, and
(IV) the spin-↑ electron returns to its reservoir with lower
energy, leaving the QD empty, and a new cycle can begin.
This heat flow is entirely mediated by the electron-electron
interaction and does not involve any exchange of electrons
between the reservoirs. In the stationary regime, the heat flow

W is proportional to the flow of probability w and energy of
the electron-electron interaction U, W ¼ Uw. Now suppose
that we perturb the stationary state by slightly increasing the
tunneling rate between the hot reservoir and the QD. This
increases the two probability flows w↑

α . The unaffected
exchange of spin-↓ electrons with the cold reservoir then
results in bottlenecks in the cycle (Fig. 2). The bottleneck
effect accumulates probability in the double-populated and
neutral states while draining the single-populated states by
the same amount. Therefore, the average charge on the QD is
unchanged; the increased tunneling of spin-↑ electrons to the
QD is compensated by the increased tunneling from it.
However, the higher probability of double population still
increases the capacitive force. The rate of change of the
probabilities will be proportional to the probability flow w,
and thus to the associated heat flowW ¼ Uw, because of the
exponential tunneling dependence on the deflection. The
feedback mechanism leading to the electromechanical insta-
bility can therefore be understood in the following way. The
CNTperforms a slight deflection away from its static position
toward the tip reservoir (Fig. 1). This will mainly affect the
electronic dynamics by increasing the spin-↑ tunneling rate
due to its strong exponential dependence on the deflection.
The bottleneck effect will start to increase the probability of
double population and thus the capacitive force toward the
gate. However, the electronic response is not instantaneous.
Hence, vibrations of the CNT will result in a delayed force
which will stiffen and pump the mechanical motion.
The feedback force can be controlled by the temperature

difference between the reservoirs. If we swap the temper-
atures of the two reservoirs, the probability flow in Fig. 2

FIG. 2. Schematic energy diagram of the electronic states of the
QD and the tunneling processes (dotted arrows). The average
flows of probability between the different states are illustrated by
the solid arrows wσ

α. The average flow is counterclockwise, since
only electrons from the hot electron have enough energy to
overcome the electron-electron interaction energy and bring the
QD to the double-populated state.
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would be reversed. The bottleneck effect would then
instead drain the double-populated state when the CNT
moves closer to the tip. The feedback force would therefore
result in softening and damping of the mechanical motion.
Furthermore, increasing the temperature difference
increases the heat flow and thus the probability flow
between the QD states. This enhances the bottleneck effect,
generating a stronger feedback. Therefore, both the direc-
tion and the strength of the feedback force can be controlled
by adjusting the temperatures of the reservoirs.
In order to mathematically model the system, we assume

that the dynamics of the CNT is completely characterized
by the amplitude of its fundamental bending mode, i.e., the
CNT deflection uðtÞ; see Fig. 1. We describe the time
evolution of uðtÞ as a forced harmonic oscillation:

∂2
t uþ ω

Q
∂tuþ ω2u ¼ 1

meff
Fel; ð1Þ

Fel ¼ Trfρ̂ð−n̂↑∂uE
↑
1 − n̂↓∂uE

↓
1 − n̂↑n̂↓∂uUÞg; ð2Þ

with mechanical frequency ω, quality factor Q, and
effective mass meff . The force Fel is an average force
induced by the electronic subsystem, described by the
electronic density operator ρ̂. Here, n̂σ ¼ d̂†σd̂σ is the
number operator for spin-σ electrons on the QD, where
d̂σ and d̂

†
σ are the corresponding fermionic annihilation and

creation operators, respectively, and, hence, jσi ¼ d̂†σj0i
and j2i ¼ d̂†↑d̂

†
↓j0i. We linearize the electronic energies in

the mechanical deflection u, motivated by it being small
compared to the distance to the gate. The dynamics of the
electronic subsystem obeys the quantum Liouville equation

iℏ∂tρ̂ ¼ ½ĤQD þ ĤR þ ĤT; ρ̂�;
ĤQD ¼ E↑

1 ðuÞn̂↑ þ E↓
1 ðuÞn̂↓ þUðuÞn̂↑n̂↓;

ĤR ¼
X

k;σ¼↑;↓

εk;σ ĉ
†
k;σ ĉk;σ;

ĤT ¼
X
k

(T ↑ðuÞĉ†k;↑d̂↑ þ T ↓ĉ
†
k;↓d̂↓ þ H:c:): ð3Þ

The Hamiltonian ĤQD represents the QD, ĤR the spin-
polarized reservoirs (e.g., ĉk;σ is an annihilation operator),
and ĤT electron tunneling on and off the QD, characterized
by the transition integrals T σ between states in the QD and
in the reservoirs. The tunneling coupling T ↑ðuÞ varies
exponentially with the mechanical deflection uðtÞ [19,20].
The capacitive backaction force depends on the proba-

bility of double occupation P2 ¼ Trfρ̂n̂↑n̂↓g and the
electronic occupation probabilities nσ ¼ Trfρ̂n̂σg ¼ Pσþ
P2. To calculate these, we use standard techniques [25–27]
to reduce the quantum Liouville equation (3) to rate
equations for these probabilities:

∂tn↑ ¼ −Γ↑e−ðu−u
stÞ=λðn↑ − f↑1 þ Δf↑n↓Þ;

∂tn↓ ¼ −Γ↓ðn↓ − f↓1 þ Δf↓n↑Þ;
∂tP2 ¼ −ΓðuÞP2 þ Γ↑e−ðu−u

stÞ=λf↑2n↓ þ Γ↓f
↓
2n↑; ð4Þ

valid at high temperatures kBTσ ≫ ℏω;ℏΓ↑;ℏΓ↓ (see
Supplemental Material [28]). Here, the tunneling rates
Γ↓, Γ↑ exp½−ðu − ustÞ=λ�, ΓðuÞ ¼ Γ↑ exp½−ðu − ustÞ=λ�þ
Γ↓, where λ is an effective tunneling length. The rates are
in agreement with Fermi’s golden rule and are for conven-
ience defined at the static mechanical displacement ust which
should be found self-consistently (see SupplementalMaterial
[28]). For brevity, we introduced fσα ¼ fF½Eσ

αðuÞ=ðkBTσÞ�,
where fF is the Fermi distribution function and
Δfσ ¼ fσ1 − fσ2. Without an electron-electron interaction,
Δfσ ¼ 0 and the spin populations decouple. Each occupation
probability nσ then simply decays towards equilibrium with
its corresponding reservoir. A nonzero electron-electron
interaction couples the two spin populations.
The mechanical deflection affects the electron dynamics

by changing (i) the tunneling rate between the QD and the
tip and (ii) the energies of the QD states. The latter of
these effects is capable of generating feedback [5].
However, the first effect is much stronger due to a higher
sensitivity to the deflection. Indeed, the tunneling rate is
sensitive to deflections on the order of the tunneling length
λ, while the Fermi factors fσα change on the length scale
kBTσC2=½fσαð1 − fσαÞe2∂uC�≳ kBTσ2πϵ0LD=e2, which,
for realistic parameters, is much larger (ϵ0 is the vacuum
permittivity, L is the length of the CNT, and D is the
distance to the gate; capacitance modeled as a wire above a
plane). Therefore, we will ignore the slight dependence on
u in the Fermi factors fσα. In this approximation, the time-
dependent parts of the general solutions for n↑ðtÞ and n↓ðtÞ
are transient, and the solutions for long times are simply the
static solutions nσðtÞ ¼ nstσ .
One can immediately see that the two single-electron

terms in the capacitive force of Eq. (2) do not change in
time and, thus, cannot lead to a mechanical instability. In
contrast, however, the probability of double occupation, P2,
will change in time. It enters into the force (2) via the
electron-electron interaction term and leads to a dynamical
backaction force that can cause a mechanical instability.
The fact that n↑ and n↓ do not change in time means that
the average QD charge −eðn↑ þ n↓Þ is constant. That there
can still be a time-dependent capacitive force may seem
surprising at first. However, the average of the square of the
charge, e2½n↑ þ n↓ þ 2P2ðtÞ�, does change in time. Hence,
there is a dynamical feedback in the system generated by
charge variations on the CNT, although these variations do
not affect the average charge at any given time.
To investigate the stability of the mechanical subsystem,

one could at this point linearize Eqs. (4) and (1) near their
stationary solutions and derive a condition for mechanical
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actuation. However, with the aim to study nonlinear effects,
we will instead proceed by deriving a closed equation for
the CNT deflection (see Supplemental Material [28]). For
dimensionless deflection xðtÞ≡ uðtÞ=λ, time τ≡ tω, and
total tunneling rate ~ΓðxÞ≡ ΓðuÞ=ω, the closed equation for
the mechanical motion is

∂2
τxþ

1

Q
∂τxþ x ¼ Fst þ εFðτÞfxg; ð5Þ

where Fst is the static component of the capacitive force,
F is the dynamic backaction force from the electronic
subsystem,

FðτÞfxg ¼
Z

τ

−∞
dτ0e−

R
τ

τ0 dτ
00 ~Γ½xðτ00Þ�ðe−xðτ0Þ − 1Þ; ð6Þ

which is a functional of the mechanical deflection, and
ε ¼ ð−∂uUÞW=ðmeffω

3λUÞ. We see that the backaction
force is, as already mentioned, proportional to the static
component of the heat flow (see Supplemental Material
[28]):

W ¼ U
Γ↑Γ↓

Γ↑ þ Γ↓
ξðT↑; T↓Þ; ð7Þ

where

ξðT↑; T↓Þ ¼
1
2
sinh½UðT↑−T↓Þ

2kBT↑T↓
�

4
Q

α;σ cosh½ Eσ
α

2kBTσ
� −Q

σ sinh½ U
2kBTσ

� : ð8Þ

As mentioned above, the dynamic backaction force is
entirely generated by the variations in the probability to
be in the double-populated state, P2ðtÞ. Hence, the positions
of the single-electron levels affect the force only quantita-
tively; see Eq. (8).
The electrostatic backaction force pumps the mechanical

motion and can lead to a mechanical instability. To see when
the instability occurs, we linearize Eq. (5) around the static
displacement. By analyzing the Lyapunov exponents of
xðtÞ, the criterion for mechanical instability is found to be

ð−∂uUÞ
meff

ωλ
Γ↑Γ↓

Γðω2 þ Γ2Þ ξðT↑; T↓Þ >
1

Q
; ð9Þ

where Γ ¼ Γ↑ þ Γ↓. The instability threshold is reached
when the heat-flow-induced pumping overcomes the intrin-
sicmechanical damping of theCNT.The suggested actuation
mechanism relies on two effects. First, the Coulomb inter-
action energy responsible for the heat flow depends on the
mechanical deflection and thus generates a force on
the mechanical motion, i.e., −∂uU ≠ 0; see Eq. (9).
Second, the mechanical deflection also affects the tunneling
and thereby the electron dynamics, establishing a dynamical
feedback. This is seen in the condition (9), since if the
tunneling is insensitive to themechanical deflection, λ → ∞,
the instability criterion cannot be met. Furthermore, the

direction of the feedback force changes with that of the
temperature difference; see Eq. (8). Thismeans that the effect
of the mechanism can be switched between pumping and
damping by reversing the direction of the heat flow, regard-
less of the direction of the electrostatic force.
To estimate the experimental feasibility of the suggested

actuation mechanism, we assume typical parameter values
(see Table I) and rates optimal for pumping, Γ↑ ¼ Γ↓ ¼
ω=2. The condition (9) then reduces to ξðT↑; T↓Þ > 103=Q.
This looks promising from an experimental viewpoint,
since the magnitude of ξðT↑; T↓Þ grows with the temper-
ature difference, asymptotically approaching 1=4 when
kBjT↑ − T↓j ≫ U.
When the instability criterion (9) is fulfilled, the CNT

begins to vibrate with increasing amplitude. The amplitude
is eventually stabilized, since the pumping efficiency
decreases with the amplitude. To find the stationary ampli-
tude, we exploit the smallness of ε (see Table I) and use the
Krylov-Bogoliubov averaging method [31] on Eq. (5). It is
then assumed that the CNT deflection has the form
xðτÞ ¼ xst þ AðτÞ cos½τ þ ϕðτÞ�, where both the amplitude
AðτÞ and the phaseϕðτÞ are slowly varying functions.Weget
an equation for the rate of change of the amplitude:

∂τA ¼ −
A
2Q

−
ε

2π

Z
2π

0

dτ0 sinðτ0ÞFðτ0ÞfA cosðτ00Þg: ð10Þ

Astable oscillation is reachedwhen the backaction pumping
is balanced by the mechanical damping. Numerical calcu-
lations of the pumping term in Eq. (10) are presented in
Fig. 3 (see the figure caption for the parameters).We see that
the amplitude of the oscillations stabilizes at a value on the
order of λ, the tunneling length.
We estimate the heat-engine efficiency of the system at

these parameters to less thanone percent forkBT↑ > U. If the
quality factor is increased toQ ¼ 105, we reach efficiencies
of a few percent.When kBT↑ ≫ U ≫ kBT↓, we find that the
temperature dependenceof the efficiency becomesnegligible
and it becomes dominated by geometrical factors.
We have proposed an electromechanical instability in a

system without an exchange of electrons between the
reservoirs. In the presented prototype system, the electronic
current through the device was blocked by a spin-valve
effect. However, spin polarization is not a requirement.
Another way to prevent the charge current would be to use
two spatially separated two-level QDs. Tunneling between
the QDs can then be suppressed while the electron-electron
interaction remains significant.

TABLE I. Typical parameter values [29,30].

meff ∼ 10−21 kg U ∼ e2=C ∼ 10−4 eV
λ ∼ 0.1 nm ω ∼ 1 GHz
D ∼ 100 nm ε ∼ 10−2 ≪ 1
L ∼ 1 μm
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The mechanical vibrations could be detected by, e.g.,
applying a magnetic field perpendicular to the CNT and its
motion. A charge residing on the CNT would then
experience a Lorentz force which alternates with the
deflection. The mechanical vibrations can then be read
out by measurement of the resulting alternating current
between the two leads. Note that the current does not flow
between the reservoirs referred to in our system, since the
two leads together constitute a single reservoir.
In conclusion, we have shown that a nanoelectromechan-

ical system can be actuated by a heat flow using a position-
dependent electron-electron interaction. This actuation
mechanism differs from many others in that it does not
involve any charge or spin current nor any external ac fields.
The amplitude of the actuated oscillations is stabilized, since
the pumping efficiency decreases with the amplitude. Our
estimations show that the considered phenomena can be
studied using existing experimental techniques.
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