On the normalization of transport from ITG Modes
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We have analyzed the interplay of ITG turbulence and zonal flows as derived by the reductive perturbation method. Not surprisingly, the overall transport level depends strongly on the physics description of ITG modes. In particular, the fluid resonance turns out to play a dominant role for the excitation of zonal flows. This is the mechanism recently found to lead to the L-H transition and to the nonlinear Dimits upshift in transport code simulations. It is important that we have here taken the nonlinear temperature dynamics from the Reynolds stress as the convected diamagnetic flow. This has turned out to be the most relevant effect as found in transport simulations of the L-H transition, internal transport barriers, and Dimits shift. Published by AIP Publishing.

I. INTRODUCTION

The problem of the normalization of drift wave turbulence has been a well known problem in turbulence simulations since it was discovered that drift wave turbulence, due to its quasi-2D nature, has an inverted cascade, feeding energy into the longest wavelengths as determined by the system size. The problem arises since, when the amplitude of the longest wavelengths becomes dominant, also the correlation length gets comparable with the system size thus leading to exceedingly strong transport. Thus, in the absence of a damping mechanism for long wavelengths, the transport may not saturate at all. Zonal flows3 or the similar more circular structure convection cells in drift wave turbulence have essentially two important effects. First, they are the natural mechanism for the damping of long wavelengths. Second, they are responsible for different types of transport barriers when active at the correlation length. In fact, experience from turbulence codes indicates that absorbing boundaries are needed for both long and short wavelengths in order to have the right experimental level of transport. The diffusivity will then be of the type

\[ \chi_i = \frac{\gamma^2}{\omega_p^2 + \gamma^2}. \]

Transport coefficients of the type (1) or its simplified Markovian version \((\gamma/k_i)^2\) are the central parts of almost all transport coefficients discussed in the following.4–41 The type (1) was first obtained in Ref. 4 for the diagonal part of the thermal conductivity, with further details in Refs. 5–8 and later in Ref. 10. As it turns out, all we need to obtain the type (1) is to have a linear growth rate that is balanced by a ponderomotive force of the Reynolds stress, it is obvious that ExB convection is entirely stabilizing.

Transport coefficients discussed in Refs. 4–8 was of a reactive toroidal type, the turbulence in Refs. 9–11 was driven by collisions. Important aspects are also that the quasilinear derivations in Refs. 4 and 6–8 included also a Doppler shift due to the magnetic drift while the derivations in Refs. 5 and 10 were strongly nonlinear, the derivation in Ref. 10 confirming the validity of a quasilinear treatment here. The need for absorbing boundaries for both short and long wavelengths enters through the condition that ExB convection is entirely stabilizing.

Second, we know that transport barriers sometimes develop in tokamak plasma. Here, experience from transport codes, including the strongly nonlinear Reynolds stress, shows that zonal flows can trigger and maintain such barriers both at the edge34,36 (H-mode) and internally.35 In such cases, zonal flows have become important at the correlation length. The correlation length is determined by the mode number of largest linear growth rate as normalized by the drift frequency. This was found numerically already in Ref. 4 and was recently explained in Ref. 18. The same thing has recently been observed to be the reason for the nonlinear “Dimits” upshift,14 which is a nonlinear increase of the critical temperature gradient for transport. As recently found, it is the poloidal rotation driven by the temperature gradient that triggers both the internal transport barrier and the L-H transition.34–36 However, here it is not the temperature gradient itself but rather the temperature length-scale \(L_i = \frac{\gamma}{\omega_p} \) which is important. This means that the triggering of internal and edge barriers is somewhat different. In our present model, zonal flows are enhanced by the fluid resonance in the energy equation. This has turned out to be important in particular, for the Dimits shift.

As we have seen, zonal flows play important roles for several types of transport barriers. An important aspect is here also that zonal flows are reducing the correlation length26,27 which contributes to reducing transport. Because of this, zonal flows are also a leading candidate for providing the needed damping mechanism for waves with wavelength of the system size. Since zonal flows are driven by the ponderomotive force of the Reynolds stress, it is obvious that we need waves propagating in both poloidal directions in order to create nonlinear structures of the zonal flow type that do not vary in the poloidal direction. It was clearly demonstrated by Wakatani and Hasegawa11 that the turbulence of collisional drift waves does not saturate if we allow the...
propagation of drift waves in only one poloidal direction. It was also found that the saturation level of the turbulence increases if we disturb the symmetry between the two poloidal directions by including Landau damping. There are several different numerical codes giving different results for important phenomena. For the Dimits shift, however, we believe that a fully nonlinear kinetic model as used by Dimits and our reactive fluid model are the only models which work. It is also very interesting to note that the Hasegawa–Wakatani model with zero ion temperature gives the same transport coefficient as the diagonal part of our transport coefficient for ion temperature, also omitting the Doppler shift due to the magnetic drift.

These models have the common feature of using a reactive fluid closure. For the Hasegawa–Wakatani model this is exact and comes as a consequence of zero ion temperature. In our case, it comes as a consequence of using only moments with sources in the experiment and treating this system self consistently. Clearly, adding a dissipative wave particle resonance in a fluid treatment means that we include infinitely many moments that are not treated self consistently. The reactive closure, with finite ion temperature, then leads to the same normalization of transport as in the Hasegawa–Wakatani system. In fact, the fluid resonance in the energy equation plays a central role in most phenomena of interest here. The fact that it should be treated as exact was pointed out in Ref. 17. Here we note that it leads to the same type of diffusivity as found in Ref. 10.

### A. Formulation

We will in this work focus on transport in an advanced fluid model. This model has recently been able to reproduce the spin-up of poloidal momentum in internal transport barriers and the L–H transition in more complete versions. However, the basic trigger is, in both cases, the excitation of poloidal rotation by the Reynolds stress. The simplest case of this is the electrostatic case with Boltzmann electrons. This case is simple enough to be derived analytically. We will here recall the mechanism using the Reductive perturbation method.

We start with a description of the equations used in simulations of the Dimits shift. The energy equation is

\[
\frac{3}{2} n_j \left( \frac{\partial}{\partial t} + v_j \cdot \nabla \right) T_j + P_j \nabla \cdot v_j = -\nabla \cdot q_j \quad (2a)
\]

with closure

\[
q_j = q_{ij} = \frac{5}{2} \frac{P_j}{m_j \Omega_{ij}} (e_{ij} \times \nabla T_j). \quad (2b)
\]

Now using

\[
\nabla \cdot q_{ij} = \frac{5}{2} n v_{i,j} \cdot \nabla T_i + \frac{5}{2} n v_{i,j} \cdot \nabla T_i \quad (2c)
\]

and taking into account cancellations between convective diamagnetic effects we obtain

\[
\frac{\delta T_i}{T_i} = \frac{\omega}{\omega - 5\omega_D / 3} \left[ \frac{2 \delta n_j}{n_j} + \frac{\omega_{se}}{\omega} \left( \eta_j - \frac{2}{3} \frac{\phi}{T_i} \right) \right]. \quad (2d)
\]

Eq. (2d) is fundamental for the model in general and in particular, for the spin-up of poloidal momentum through the Reynolds stress. The presence of the temperature dependence of the Reynolds stress has recently been recognized also by other authors. Eq. (2d) contains both convective and compressional effects in combination with the fluid resonance. If we apply these equations only for ions, taking Boltzmann electrons, we will get the toroidal ITG mode. We note that in this case, using quasi-neutrality in (2d) simplifies our equations very much and we get a second degree dispersion relation if we ignore parallel ion motion.

Thus Boltzmann electrons means

\[
\frac{\delta n_e}{T_e} = \frac{\phi}{T_e} = \frac{e \phi}{T_e} \quad (3)
\]

We then get the quadratic local dispersion relation

\[
\frac{\omega_{se}}{N_i} \left[ \omega (1 - \epsilon_n) + \left( \eta_j - \frac{7}{3} + \frac{5}{3} \epsilon_n \right) \frac{\omega_D}{\omega} \right] \left[ \omega (1 + \epsilon_n) + \left( \eta_j - \frac{7}{3} + \frac{5}{3} \epsilon_n \right) \frac{\omega_D}{\omega} \right] = 1, \quad (4a)
\]

\[
N_i = \omega^2 - \frac{10}{3} \omega_D \Omega_{pi} + \frac{5}{3} \omega_D^2, \quad (4b)
\]

where \( \epsilon_n = 2L_{\omega}/R \). It is here straight forward to include parallel ion motion as

\[
v_{ij} = \frac{k_{ij} \left( e \phi + \delta T_i + T_i \frac{\delta n_j}{n} \right)}{\omega_{se}}. \quad (4c)
\]

However, this leads to considerably more complicated equations.

This system has, with electron trapping, given transport in surprisingly good agreement with experiments applying standard quasilinear fluxes. Electron trapping also gives us particle and electron temperature transport, including possibilities for pinches. However, already the simple ITG mode had first given good agreement (except for Dimits shift) with nonlinear simulations in the Cyclone simulations. These results, of course, depend on the fluid closure which was recently verified in Ref. 21. Ref. 21 also resolves an apparent contradiction between Refs. 19 and 20 and 8 and 13. In Refs. 19 and 20 three slab ITG modes are considered while in Refs. 8 and 13 toroidal ITG modes are considered. While the gross oscillations between the modes are here due to three wave interaction, periodic wave-particle interaction effects are superimposed on these. This is shown in Refs. 6 and 7. The numerator of the kinetic integral is the same for slab and toroidal modes. However, for toroidal modes, the magnetic drift frequency is added in the denominator. This changes the phase of the wave-particle oscillations so that the wave particle resonance is destabilizing linearly for slab modes while it is stabilizing linearly for toroidal modes.
II. TRANSPORT AND BOUNDARY CONDITION FOR LONG WAVELENGTHS

As mentioned above, we first applied standard quasilinear-theory to the system (2)–(4). We then obtained the saturation level by balancing linear growth and nonlinear terms (we take \( \omega = \omega_e + i\gamma \))

\[
\gamma \delta T = \mathbf{v}_E \cdot \nabla \delta T. 
\]  
(5)

This gave for inverse correlation lengths

\[
\frac{\varepsilon \phi}{T_e} = \frac{\gamma}{\omega_e} \frac{1}{k_x L_n}. 
\]  
(6a)

We now generalize the usual wave breaking limit to include a finite eigenfrequency.

With the displacement

\[
\xi = -\frac{1}{i\omega} \mathbf{v}_E = -\frac{1}{i\omega B} (e_i \times \nabla \phi),
\]

we find (cf. Ref. 6, p. 52)

\[
|\xi| = \frac{\gamma}{\omega} \frac{1}{k_x}. 
\]  
(6b)

Here \( \xi \) acts as the step length in the transport. It is reduced by the real eigenfrequency. The usual mixing length expression for transport is then generalized to (cf. Ref. 6, p. 52)

\[
\chi = \frac{\gamma^3}{\omega^2 \alpha^2 + \gamma^2}.
\]  
(7)

This result was directly confirmed numerically by nonlinear turbulence simulations\(^4\) but also later confirmed for particle transport using extensive analytic calculations and simulations.\(^10\) The common form (7) is due to having the corresponding balance at saturation (5) and extending a large eddy simulation (LES) up to the correlation length. It was also pointed out in Ref. 10 that the result is insensitive to the detailed structure of the high k spectrum. In (7) \( \omega \) is due to a rocking of the turbulent eddies which reduces transport. It was also found in Ref. 10 that the linear eigenfrequency here is a good approximation. This is a non-Markovian effect\(^2\) and (7) goes into the usual \( \gamma/k_x^2 \) result by Kadomtsev when \( \gamma^2 \gg \omega_e^2 \).

We notice that the nonlinearity is entirely stabilizing in (5). This means that we have no reflections from the boundaries in k-space. For long wavelengths, this requires zonal flows which are thus implicitly assumed in (6a).

The similarities between energy and continuity equations even lead us to derive a Hasegawa–Wakatani system for temperature dynamics as seen in Ref. 16. Of course the generation of transport barriers requires the turbulence to drive rotation. This is in our present model due to the Reynolds stress and this is a strongly nonlinear effect. Thus, the transport code is no longer quasilinear. The main trigger of transport barriers as well as of the Dimits shift is the spin-up of the poloidal rotation as described by Eq. (8)

\[
\Gamma_p = \langle \mathbf{v}_E \cdot \mathbf{v}_0 \rangle = -D_{T}\frac{1}{k_x} k_x \frac{1}{2} \phi^* \left[ \frac{\gamma}{\tau} + \frac{1}{\tau} \right] + c.c. 
\]  
(8)

We here use only the ExB motion for convection while both ExB and diamagnetic drifts are convected. This leads to the presence of the pressure perturbation in (8) and in it the temperature perturbation is given by (2d). This gives us a feedback since an increased temperature gradient (increased flux) gives us an increased temperature perturbation which in turn increases the Reynolds stress, thus reducing the flux. When the flux is reduced, the temperature gradient is also reduced and ultimately the turbulent flux is turned off. This mechanism is the same for internal and edge transport barriers. The mechanisms for internal and edge transport barriers are, however, slightly different since it is actually the temperature length scale which is important for turning off the instability. At the edge there is no problem since the barrier is formed just inside the separatrix where the temperature is kept fixed. Thus a reduction in the temperature gradient (flux) directly gives a reduction of the length scale. For an internal barrier, however, the situation is different because there, in principle, the temperature and temperature gradient can decrease at the same time, thus keeping the length scale unchanged. However, if we have small magnetic shear at the barrier, the transport is small and the temperature is kept small by the fact that the transport increases outside this point due to increased magnetic shear. Another important point here is that the temperature perturbation (2d) contains the fluid resonance. This resonance is strongest for the reactive fluid resonance and will be reduced if we add a kinetic resonance as done in gyro-Landau fluid models. This has been directly shown by the Dimits upshift which is smaller in gyro-Landau fluid models. This is also the reason why gyro-Landau fluid models give too large transport, in general, a factor between 2 and 3 to large transport in the Cyclone tests. This has to be compensated by renormalization in transport codes using such models.\(^29\)\(^30\)

This has been discussed in Progress in ITER Physics basis\(^36\) where this renormalization gave about a factor 2 increase in the fusion Q for pedestal temperature 4 KeV. We note that the mechanism used here was also the active trigger in the simulation of the L-H transition on EAST.\(^36\) There we obtained the same region for gradients on the H-mode pedestal as previously found by local, fully nonlinear turbulence simulations.\(^31\)

The fact that it is zonal flows that give the damping of long wavelengths was particularly clear from the fully nonlinear turbulence simulations in Ref. 11. There it was found that no saturation of the turbulence (and accordingly transport) occurred if only modes propagating in the electron drift direction were included. However, when also modes propagating in the ion drift direction were included there was saturation. Obviously both directions are needed for creating modes of the zonal flow type with no poloidal variation due to nonlinear beating. It was also found that the transport increased when linear Landau damping was included. Again the interpretation that this introduced an asymmetry between the poloidal directions of propagation is obvious. In Ref. 10 there was an averaging over the poloidal variation leading to

\[
E(k) = \frac{1}{2} k \int F(k) d\theta = \pi k E(k)_{\theta} \equiv \frac{1}{2} L(k),
\]  
(9a)
where
\[ F(k) = \langle k^2 | \varphi_k \rangle \]  
(9b)
and
\[ k = k e^{i \theta} \]
We introduce
\[ W(k) = A_F \int_{k_0}^{k} k^2 L(k) dk + \frac{1}{2} \left[ k^2 D_F(k) \right]^2, \]
(9c)
where \( k_0 \) is the minimum \( k \) determined by the system size and \( A_F \) is a constant of order 1.

Analytical calculations in Ref. 10 lead to
\[ \frac{d}{dk} W(k) = \frac{2}{9k} \left[ \gamma_L(k) + \sqrt{\gamma_L(k)^2 + 6W(k)} \right]^2, \]
(9d)
where \( \gamma_L \) is the linear growth rate and the boundary condition
\[ W(k_0) = \frac{1}{2} \gamma_L(k_0)^2. \]
(9e)
This analytical solution is consistent with (1) and is also in excellent agreement with numerical simulations in Ref. 10.

In the equations used in our transport code, (7) is just the kernel. Our full derivation uses the flux
\[ \Gamma_r = \langle \delta T \mathcal{N}_B \rangle = -\chi \frac{dT}{dr}, \]
where \( \delta T \) is given by (2d) including all drift frequencies. As indicated above, flow shear leads to a damping of instabilities. This has been noticed early but the formula generally used today is the Waltz rule39,40
\[ \gamma \to \gamma - \omega_{EB}, \]
(10)
where \( \omega_{EB} \) is the flow shear rate proportional to the flow shear \( \mathcal{N}_B \partial \mathcal{F}/\partial r \) in a cylindrical system. The simplest transport coefficient with Boltzmann electrons is then
\[ \chi_i = \frac{1}{\eta_i} \left( \frac{2}{3} - \frac{10}{9\pi} \right) \left( \frac{\gamma - \omega_{EB}}{\omega - \frac{5}{3} \omega_{DI}} \right)^2. \]
(11)
We notice that we recover (7) if we omit flow shear and off diagonal terms and finally ignore the Doppler shift due to the magnetic drift. The magnetic drift is due to the fact that the ions move with this drift velocity. The radial magnetic field is obtained from ion radial force balance
\[ E_r = B_0 V_{\theta} - B_{\phi} V_\theta + \frac{1}{eZ_n} \frac{\partial P_i}{\partial r}, \]
(12)
\[ \omega_{EB} = \frac{r}{\varphi} (\partial E_{\phi}/\partial r), \]
(13)
where \( V_{\phi} = -E_{\phi}/B \). In our code we simulate both poloidal and toroidal fluid fluxes which are then inserted into (12) to give the radial electric field. Then the flow shear is calculated from (13). As it turns out, it is usually the poloidal rotation which triggers particularly interesting phenomena like internal and edge transport barriers and Dimits shift. We will thus focus on the poloidal flux, given by (8) where we add neoclassical damping. The transport equation for poloidal flux in our code is then
\[ \frac{\partial U_\theta}{\partial t} + \frac{\partial}{\partial r} \Gamma_r^\phi = S_r. \]
(14)
Here the source will contain neoclassical damping.

III. ZONAL FLOWS

Eq. (8) is the equation we use for numerical calculation of the poloidal rotation. It is also possible to make the calculation analytically using a suitable ordering scheme. For simplicity, we will here show this without including electron trapping. We then use the Reductive perturbation scheme28 in the nonresonant case
\[ f = \sum_n \sum_{x} e^{i x f (x, \xi, \zeta)} e^{i [k x + k_3 x - \omega t]} + c.c \]
\[ + \sum_n e^{i n^2 f (x, \xi, \zeta)} + c.c, \]
(15)
where we used standard slab coordinates and \( x = x, \xi = \xi, \zeta = \xi \zeta \). In the present nonresonant ordering, \( \zeta \) does not enter. In (15) \( z \) is the toroidal coordinate, which is ignorable in the linear calculations and which is multiplied by its complex conjugate to obtain the nonlinearly driven zonal flow. Thus, \( z \) does not appear explicitly in the following. Here \( \varepsilon \ll 1 \) is the expansion parameter and \( \lambda \) is a convective velocity which will turn out to be the group velocity.

We have here given the nonresonant ordering, as used in Ref. 15. However, its stationary limit coincides with the resonant ordering in Ref. 17 for the zonal flow amplitude. It is used in Ref. 17 for estimating the nonlinear upshift.

Our notations are: \( \rho_i = \varepsilon_i / \Omega_i \), ion sound speed \( c_s = \sqrt{T_i / m_i} \), ion gyro-frequency \( \Omega_i = eB / m_i \), \( v_{di} \) and \( v_{de} \) are the ion and electron magnetic drift velocity, respectively. \( \eta_i \) is the ratio of the density gradient scale length and the temperature gradient scale length, i.e., \( \eta_i \equiv n_i \nabla T_i / (\nabla T_i \nabla n_i) \). Note that the perturbed electric potential \( \phi \) has been normalized, i.e., \( \phi = e \phi / T_e \). Here, we assumed Boltzmann electrons, thus keeping only the Hasegawa-Mima nonlinearity.

We will here be mainly concerned with flows. The lowest orders will here give the linear dispersion relation and the group velocity \( \lambda \).

To first order we get the linear dispersion relation (see Ref. 16 page 160 for the derivation)
\[ \omega^2 + \frac{10}{3} \omega (\omega_c - \omega_d) + \frac{5}{3} \omega_d^2 = \frac{5}{3} k_i^2 c_s^2 \left( 1 + \frac{\omega_d}{\omega} \right) \]
\[ = \omega (\omega_{sa} - \omega_d) - \left( \eta_i - \frac{7}{3} \frac{e n_i}{n_i} \right) \omega_{sa} \omega_d \]
\[ - k_i^2 \rho_i^2 \left( \omega + \frac{1}{\tau_i} (\eta_i - \frac{2}{3} \frac{e n_i}{n_i}) \omega_{sa} \omega_d \right) + \left( \frac{5}{3} \omega_d + \frac{1}{\tau_i} (\eta_i - \frac{2}{3} \frac{e n_i}{n_i}) \omega_{sa} \omega_d \right) \left( \frac{k_i^2 c_s^2}{\omega} \right) \]
(16)
Here we introduced $\omega_{xn}$ as the electron diamagnetic drift frequency with only density gradient and $\tau = T_\varphi / T_i$. In order to obtain an eigenvalue equation we now temporarily introduce polar coordinates:

$$y \rightarrow r\theta; k || \rightarrow -i \frac{\partial}{\partial R} \frac{\partial}{\partial \theta}.$$ (17)

After solving the quadratic eigenvalue solution in strong ballooning we have for the unstable branch

$$\omega = \omega_L = \frac{\omega_{xn}}{2} \left[ 1 - \frac{\varepsilon_n}{1 + \frac{10}{3\tau}} \right] - \frac{1}{\tau} \left( 1 + \eta_i + \frac{5}{3} \varepsilon_n \right) k_y^2 \rho_i^2 - i \gamma_d,$$ (18a)

$$\gamma_d = \left( 1 + \frac{5}{3\tau} \right) \frac{\varepsilon_n \rho_i}{24} \omega_{xn},$$ (18b)

where $q$ is the safety factor and $s = (r/q) \frac{dq}{dr}$ where $r$ is the local plasma radius.

By differentiating (16) we get the group velocity

$$\dot{\lambda} = \frac{\partial \omega}{\partial k_y} = \frac{\omega}{k_y} \left[ \frac{k_y^2 \rho_i^2}{\omega (1 + k_y^2 \rho_i^2)} \right] \left( \omega + \frac{5}{3\tau} \omega_{de} \right) \times \left( \omega + \frac{1 + \eta_i}{\tau} \omega_{xn} \right).$$ (19a)

We finally obtain our equation for the flow dynamics from the vorticity equation to order $\varepsilon^2$.

We introduce

$$U = (v_n - v_{de}) \left[ \dot{\lambda} \left( 1 + \frac{5}{3\tau} \right) - \frac{\varepsilon_n}{3} v_{di} \left( 1 + \frac{1}{\tau} \right) ight]$$

$$+ \left( \eta_i - \frac{2}{3} \right) v_n \left( v_{di} + \frac{2}{3} \right),$$ (19b)

where $v_n$ is the electron diamagnetic drift with only density gradient. Integration over $\zeta$ and using the linear relation (2d) finally leads to the excitation level of zonal flows.

We assume a standing wave structure in the $x$ direction with box size $L$

$$\hat{\phi}_1(x, \zeta, \tau) = \phi(\zeta, \tau) \sqrt{\frac{2}{L}} \sin(k_m x).$$ (20)

We find that the stationary state, where the $\zeta$ derivative vanishes, is the same as the nonresonant state, i.e.,

$$\hat{\phi}_1^{(2)} = F \frac{\partial}{\partial \varepsilon} |\hat{\phi}_1^{(1)}|^2$$ (21)

$$F = \frac{k_y^2 \rho_i^2 c_s (1 + \Gamma(\omega)) k_m L}{k_m \left[ \frac{\lambda}{\tau} + \frac{1}{\tau} (1 + \eta_i) v_n - \frac{U}{4 k_m \rho_i^2} v_{di} \right]} \sin(2k_m x),$$ (22)

where $\Gamma(\omega) = \frac{1}{\omega_{xx}} \left[ \frac{2}{3} \omega + (\eta_i - \frac{2}{3}) \omega_{e,,}] \right.$ and $N = \frac{\lambda}{\tau} - \frac{10}{3 \tau} v_{di}$

$$+ \frac{5}{3} v_{di}^2.$$ (23)

We here took the second harmonic part in the $x$ variation since that gives stronger flow shear. This is the nonresonant solution for the excitation of zonal flows by ITG modes. We here still have the resonance from the fluid resonance in the energy equation as contained in $\Gamma$. This resonance here comes from the diamagnetic drift in the Reynolds stress. Although the corresponding resonance in the energy equation is quadratic, the resonance from the Reynolds stress is wider and has turned out to be more important in numerical simulations.

For practical purposes we, however, use Eq. (8), which has a more general ordering and has been widely tested, for this purpose.

IV. NUMERICAL RESULT

Our main result for the excitation of zonal flows is Eq. (22). Thus we take the radial electric field, $E_r$ as

$$E_r = -\frac{\partial \phi_0^{(2)}}{\partial r}$$ (23)

and use (13) to get the flow shear. As it turns out, the present ordering is not completely identical to the ordering in the numerical solution. Thus, while the numerical solution used $k_0 \rho_i = 0.3$ (actually $(0.1)^{0.5} = 0.316$) and $k_m = k_0$, we have here used $k_m = k_0 d^{0.5}$ for the analytical solution. This may sometimes be realistic near marginal stability before the nonlinear mixing has reached full strength. Then, using the Cyclone base-case data we obtain the result in Fig. 1.

A. Gyro fluid resonance

As is seen from Fig. 1 there is a very strong resonance at marginal linear stability in the reactive model. We are now...
interested in comparing with a gyro-Landau fluid model. The main reason for this is to show that zonal flows are much weaker in gyro-Landau fluid models in order to explain the vast difference in normalization which had to be introduced artificially for gyro-Landau fluid models. Here we use the gyro fluid resonance according to Refs. 33 and 34. We have previously used these in Ref. 11. The model is

\[ \nabla \cdot \mathbf{q} = \nabla \cdot \mathbf{q}_d + \nabla \cdot \mathbf{q}_{GF}, \]  

(24a)

where

\[ \nabla \cdot \mathbf{q}_{GF} = \frac{9}{8} \left(-\sqrt{2} + i\right) \omega_{Dv} n \delta T_i. \]  

(24b)

After adding the gyro-Landau fluid resonance (24) the resonance in Fig. 1 changes significantly as shown by Fig. 2.

Our first observation is here that while the reactive nonlinear upshift, in Fig. 1(a), is close to that of Dimits (threshold near 6), the nonlinear upshift in Fig. 2(a) is close to that of the IFS-PPPL model in Ref. 12. However, the most remarkable difference here is the difference between the flow shear (wexb) in Figs. 1(a) and 2(a). The reason is that here the dissipative resonance enters in the denominator of (2d) thus detuning the resonance in the temperature perturbation which enters in the Reynolds stress (8). As was pointed out in Ref. 17, our fluid model amounts to treating the fluid resonances as exact, thus allowing us to go infinitely close to it. Thus, we expect the gyro-Landau resonance to detune it strongly. However, a consequence of treating the reactive fluid resonances as exact is that we must include it by multiplying by the denominator. This, of course, implies that also the numerator of (2d) will have to vanish at the pole. The present calculation verifies that we still have a strong singularity at the fluid resonance. The same result was, in fact, obtained in Ref. 13 but there we calculated a zonal flow from the convective nonlinearity in the energy equation. However, the resonance was the same, i.e., the pole in (2d). Thus, although the nonlinear upshifts in the reactive and gyro-Landau fluid models were in good agreement with Ref. 12 it is actually the very strong difference at marginal stability that is of main interest here. This is since the zonal flow in the reactive model is so much stronger than that in the gyro-Landau fluid model. This is the reason for the need to normalize gyro-Landau fluid models against nonlinear gyro-kinetics.29,30 We have already noticed that Landau damping gives an increased transport in the Hasegawa–Wakatani model11 since it introduces an asymmetry between waves propagating in the two possible poloidal directions. In our case we get a very strong difference in the strength of zonal flows when dissipative wave-particle resonances are introduced. The validity of our reactive closure was verified very clearly in Ref. 21. Another point is that the gyro-Landau fluid model here gives much less overall transport than it gave in the Cyclone tests. This is because the gyro-Landau fluid model here was normalized in the same way as the reactive model in Fig. 1 while, in the Cyclone work, it had its natural normalization where the weak zonal flows were not able to create an absorbing boundary for long wavelengths.

V. CONCLUSIONS

Recent simulations of internal transport barriers on JET, the L-H transition on EAST, and the Dimits nonlinear upshift in the Cyclone work have, as pointed out previously, shown the importance of including the temperature perturbation in the Reynolds stress. In fact, the fluid closure, as expressed by the reactive resonance in (1) is of utmost importance for dynamic phenomena of drift waves involving temperature dynamics in magnetized plasmas. The most easily interpreted phenomena is the Dimits nonlinear upshift. The first attempt to understand the upper boundary of this was the effect of higher order nonlinear decay of the zonal flow,31 ignoring drift terms that are of the same order as the basic generating terms. A more recent attempt was made in Ref. 33 where the formulation goes directly into drift wave action. Also here further nonlinear effects were introduced in terms of a renormalized frequency broadening. However, these authors also included the temperature dependence of the Reynolds stress and it will be interesting to see if a modified isotope effect will eventually come out of this. We here recall that the nonlinear upshift in the Cyclone simulations was very sensitive to the resolution in terms of the number of particles in the codes. The upshift area was more sensitive to this resolution than other regions in the graph. This clearly indicates that the nonlinear upshift is closely related to the wave particle resonance in the kinetic simulations. This is directly transferred to the reactive fluid resonance in our simulations as a consequence of our derivation of the fluid closure in Ref. 21.

Thus, as far as we can see, our simulation of the Dimits shift in Ref. 14 was the first including the temperature...
dynamics consistently. We have here shown that we can derive a strong excitation of the background flow potential \( \phi \) by systematic and often used ordering relations giving good agreement with both Dimits original result and our own previous simulation results. The main conclusion that the limitation of the Dimits shift is due to the detuning of the fluid resonance is confirmed. The fluid resonance in the energy equation enters through \( \Gamma \) giving enhanced excitation close to the resonance. The procedure of the calculations is to calculate the radial electric field in (12) and from there the flow shear from Eq. (13). We have then used the Waltz rule \(^{37-39} \) to obtain the stabilization of the drift waves caused by the flow shear (13). The resonance of the potential \( \phi \) at the fluid resonance is the same as obtained in transport simulations giving the L–H transition on EAST \(^{15} \) and the nonlinear Dimits upshift. \(^{12} \) It is important that we have here taken the nonlinear temperature dynamics from the Reynolds stress as the convected diamanatic flow. This has turned out to be the most relevant effect as found in transport simulations. \(^{14,35,36} \)

Thus, is summary, the fluid resonance in the energy equation is instrumental in obtaining internal and edge (H-mode) transport barriers and also the Dimits nonlinear upshift. As found in the present work, the zonal flows get so much stronger in our reactive model than in gyro-Landau fluid models that they must be the reason for the absorbing boundary condition for long wavelengths in the reactive model. This explains why gyro-Landau fluid models have to be normalized against nonlinear kinetic theory as shown in Refs. \(^{29} \) and \(^{30} \).

The good properties of the model, already in its original 2d version, are due to the fact that parallel ion motion is sub-dominant and enters only near marginal stability. For internal barriers, this means that small magnetic shear can trigger a barrier since it is stabilizing. However, for edge barriers and the Dimits shift, the flow shear comes first and takes the modes near marginal stability. Thus, here parallel ion motion is not needed for obtaining the phenomenon as such but only for precision. This means that already our first simple model in Ref. \(^{4} \) would be able to describe the Dimits shift at least qualitatively if we add the dynamics of poloidal rotation. Thus, the original model in Ref. \(^{4} \) still has an appreciable regime of validity!
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