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Abstract—In this paper, recent results on the evaluation of the Bayesian Cramér-Rao bound for jump Markov systems are presented. In particular, previous work is extended to jump Markov systems where the discrete mode variable enters into both the process and measurement equation, as well as where it enters exclusively into the measurement equation. Recursive approximations are derived with finite memory requirements as well as algorithms for checking the validity of these approximations are established. The tightness of the bound and the validity of its approximation is investigated on a couple of examples.

I. INTRODUCTION

Jump Markov systems (JMSs) are nowadays widely used to model systems in various disciplines, such as target tracking [1], [2], econometrics [3] and control [4], [5] to name only a few. Compared to the nonlinear filtering framework, estimators for JMSs have to additionally estimate the discrete state (or mode) of a Markov chain that allow a switching between different state-space models, for which various estimation algorithms have been proposed e.g. [2], [6]–[9].

The computation of performance bounds for JMSs has also evolved over the past few years. To date, various Bayesian Cramér-Rao bounds (BCRBs) for JMSs have been proposed that generally differ from each other in terms of tightness and computational complexity. The perhaps least computationally complex bound for JMSs is the enumeration BCRB (EBCRB). It is derived from a bound on the mean square error (MSE) conditioned on the entire mode sequence, and an unconditional bound cannot be related in terms of tightness to the EBCRB as explained in [12], [13]. Another bound that has been presented in [12], and is hereinafter termed BCRB. This bound cannot be related in terms of tightness to the EBCRB or M-BCRB via an inequality, as explained in [12], [13]. However, its computation is in many cases (e.g. nonlinear models or time varying models) only slightly more complex than the computation of the EBCRB. Another bound that has been proposed in the literature, is the so-called marginal BCRB (M-BCRB) [14]. It is also directly bounding the unconditional MSE but similar to the M-EBCRB evaluates a different information matrix. It has been shown that the M-BCRB is at least as tight as the BCRB, but it is much more complex to evaluate.

In this paper, we focus on the evaluation of the BCRB proposed in [12]. In particular, this bound is useful in situations when it is tighter than the EBCRB and when computational resources are not available for evaluating the M-BCRB or M-EBCRB. The main contributions are as follows. We generalize the approach presented in [12] to the important cases, where the discrete mode variable enters either exclusively into the measurement model or into both the process and measurement models, see e.g. [13], [15]–[17] and [18], [19] for application examples. For both cases we additionally derive recursions for approximately computing the BCRB. These recursions depend on a conditional independence assumption between temporal random variables within a certain time interval that has been chosen in [12] empirically. We present recursive algorithms with linear in time complexity that can be used to specify this time interval.

The rest of the paper is organized as follows. In Section II, the system model is presented together with some definitions used in the paper. Section III gives a brief background overview on the BCRB, and Section IV provides the main results for computing the BCRB. The algorithms for conditional independence assumption verification are presented in Section V, and the simulation results are summarized in Section VI. Section VII finally concludes this work.

II. SYSTEM MODEL

Consider the discrete-time JMS, that is described by the following process and measurement equation

\[
\begin{align*}
    x_k &= f_k(x_{k-1}, r_k, v_{k-1}), \\
    z_k &= h_k(x_k, r_k, w_k),
\end{align*}
\]  

(1a)  

(1b)

where \( z_k \in \mathbb{R}^{n_z} \) is the measurement vector at discrete time instant \( k \) and \( x_k \in \mathbb{R}^{n_x} \) is the state vector and \( f_k \) and \( h_k \) are arbitrary nonlinear functions. The process and measurement noise vectors \( v_{k-1} \in \mathbb{R}^{n_v} \) and \( w_k \in \mathbb{R}^{n_w} \) are assumed mutually independent white processes, with noise densities \( p_{v_k r_k}(v_{k-1}) \) and \( p_{w_k r_k}(w_k) \) that are assumed known. The mode variable \( r_k \) denotes a discrete-time Markov chain with \( s \) states and transition probability matrix \( II \) with elements \( \pi_{ij} = \Pr(r_k = j | r_{k-1} = i) \). At time instants \( k = 0 \) and \( k = 1 \), prior information about the state \( x_0 \) and mode \( r_1 \)
is available in terms of the probability density function (pdf) \( p(x_0) \) and probability mass function (pmf) \( \pi_i = \Pr\{r_i = i\} \). The initial state \( x_0 \) and mode \( r_1 \) are mutually independent and also independent of \( w_k \) and \( v_{k-1} \).

In the following, let \( x_{0:k} = [x_0^T, \ldots, x_k^T]^T \) and \( z_{1:k} = [z_1^T, \ldots, z_k^T]^T \) denote the collection of states and measured vectors up to time \( k \). Furthermore, let \( x_{0:k}(z_{1:k}) = [x_0^T(x_{1:k}), \ldots, x_k^T(z_{1:k})]^T \) denote the estimator of the state sequence, and let the sequence of mode variables at time \( k \) be given by \( r_{1:k} = (r_1, r_2, \ldots, r_k) \), where \( i = 1, \ldots, s^k \).

Whenever possible, and when there is no risk of ambiguity, the estimator’s dependency on the measurements \( z_{1:k} \) is omitted in the following. Let us further introduce the gradient operator \( \nabla_s = [\partial/\partial s_1, \ldots, \partial/\partial s_n]^T \) and Laplace operator \( \Delta_s = \nabla_s^T \nabla_s \) for any vectors \( s \) and \( t \), and let \( \mathbb{E}_p(x) \{ \cdot \} \) denote expectation with respect to the pdf (or pmf) \( p(x) \).

### III. Background on BCRB

The BCRB provides a lower bound on the MSE matrix \( \mathcal{M}(x_{0:k})(z_{1:k}) \) of any estimator \( \hat{x}_{0:k}(z_{1:k}) \). Assuming that suitable regularity conditions hold [20], the BCRB for estimating the state sequence \( x_{0:k} \) is defined as the inverse of the Bayesian information matrix (BIM) \( J_{0:k} \), bounding:

\[
\mathcal{M}(x_{0:k}) \triangleq \mathbb{E}(x_{0:k}, z_{1:k})[\{x_{0:k}(z_{1:k}) - x_{0:k}\}][x_{0:k}]^{-1},
\]

where \([A]^T\) stands for \([A][A]^T\) and where the matrix inequality \( \mathbf{A} \preceq \mathbf{B} \) means that the difference \( \mathbf{A} - \mathbf{B} \) is a positive semi-definite matrix [21]. The BIM is defined as:

\[
J_{0:k} = \mathbb{E}_p(x_{0:k}, z_{1:k}) \left\{-\Delta_{x_{0:k}} \log p(x_{0:k}, z_{1:k})\right\},
\]

with dimension given by \((n_k \times n_k)(k+1)\)

In the following, we are interested in computing the BCRB of the MSE matrix for estimating \( x_k \). Generally, this can be achieved by taking the \((n_k \times n_k)\) lower-right submatrix of \( J_{0:k}^{-1} \), which can be expressed mathematically for \( k \geq 1 \) as:

\[
\mathcal{M}(x_k) = \mathbb{E}(x_k, z_{1:k})\{x_{k}(z_{1:k}) - x_{k}\}[x_{k}]^{-1} = U \mathcal{M}(x_k) U^T \\
\geq U J_{0:k}^{-1} U^T \triangleq [J_k]^{-1},
\]

with mapping matrix:

\[
U = [0, I_{n_k}],
\]

and where \( I_{n_k} \) is the \((n_x \times n_x)\) identity matrix and \( 0 \) is a matrix of zeros of appropriate size. The matrix \( J_k \) is denoted as the filtering information matrix, whose inverse gives the BCRB for estimating \( x_k \) we seek to derive.

### IV. Computing the BCRB

#### A. Jump Markov System Models

Depending on how the mode variable \( r_k \) enters into the system equations, different JMSs will result. In total, three different system models can be identified which are summarized in Table I. When both the process and measurement model are independent of \( r_k \), we arrive at systems without Markovian switching structure and the BCRB for this case was presented in [22]. In this paper, only algorithms for computing the BCRB for Model 1 and 2 are presented. The reader interested in the BCRB for Model 3 is referred to [12].

The approach followed in this paper for computing the BCRB is to numerically evaluate the BIM \( J_{0:k} \) of the complete state trajectory \( x_{0:k} \) using Monte Carlo methods. In many cases, the expression inside the expectation of (3) is difficult to evaluate directly and it may then be easier to evaluate the equivalent expression:

\[
J_{0:k} = \mathbb{E}_p(x_{0:k}, z_{1:k}) \left\{\frac{[\nabla_{x_{0:k}} p(x_{0:k}, z_{1:k})][x_{0:k}][x_{0:k}]^{-1}}{p(x_{0:k}, z_{1:k})^2}\right\}. \tag{6}
\]

If the mode variable enters only into one of the system equations, structure inherent in the BIM can be exploited. In these cases, it is convenient to decompose the BIM as follows:

\[
J_{0:k} = J_{x_{0:k}} + J_{z_{1:k}}, \tag{7}
\]

where \( J_{x_{0:k}} \) denotes the BIM of the prior and process model:

\[
J_{x_{0:k}} = \mathbb{E}_p(x_{0:k}) \left\{\frac{[\nabla_{x_{0:k}} p(x_{0:k})][x_{0:k}]^{-1}}{p(x_{0:k})^2}\right\}, \tag{8}
\]

and \( J_{z_{1:k}} \) denotes the BIM of the data:

\[
J_{z_{1:k}} = \mathbb{E}_p(x_{0:k}, z_{1:k}) \left\{\frac{[\nabla_{z_{1:k}} p(x_{1:k}|x_{0:k})][x_{1:k}|x_{0:k}]^{-1}}{p(z_{1:k}|x_{0:k})^2}\right\}. \tag{9}
\]

In particular, different algorithms will be provided on how \( J_{0:k} \) or \( J_{x_{0:k}} \) and \( J_{z_{1:k}} \) can be evaluated for the different models presented in Table I. The results can then be used to compute the BCRB for the current state \( x_k \) according to (4). The general algorithmic structure for computing the BIM \( J_{0:k} \) for the different models is presented in Algorithm 1.

**Algorithm 1** Computation of the BIM \( J_{0:k} \) for different JMS models

1. At time \( k = 0 \), generate \( x_0(i) \) \( \sim p(x_0) \) for \( i = 1, \ldots, N \), and define \( x_0(0) = x_0(i) \).
   - For each \( i \), evaluate \( \nabla_{x_{0:0}} p(x_0(i)) = \nabla_{x_{0:0}} p(x_0(0)) \) and \( p(x_0(i)) = p(x_0(0)). \)
   - Compute the initial BIM \( J_0 = J_{x_{0:0}} \) and store the results of \( J_{x_{0:0}} \).
2. For \( k = 1, 2, \ldots, \) do:
   - If \( k = 1 \), generate \( r_1(i) \sim \Pr\{r_1\} \), otherwise generate \( r_k(i) \sim \Pr\{r_k|r_{k-1}\} \) for \( i = 1, \ldots, N \).
   - Compute the BIM \( J_{0:k} \):
     * Model 1: from (6) using Algorithm 2
     * Model 2: from (7) by determining:
       - \( J_{x_{0:k}} \) using Algorithm 3
       - \( J_{z_{1:k}} \) using Algorithm 4
     * Model 3: from (7) by determining:
       - \( J_{x_{0:k}} \), see (23)-(29) in [12]
       - \( J_{z_{1:k}} \), see (9) in [12]
If $Pr$ an accompanying technical report [23].

### C. BIM Computation for Model 2

For JMSs where $r_k$ enters exclusively into the measurement equation, structure in the BIM can be exploited by making use of (7). In fact, it is easy to verify that when the process equation satisfies

$$x_k = f_{k-1}(x_{k-1}, v_{k-1}),$$

then the BIM of the prior $J_{0;k}$ will be independent of $r_k$. More specifically, for Model 2 the state vector $x_k$ is a Markov process, i.e. $p(x_k|x_{k-1}) = p(x_k|z_{k-1})$ holds, and the BIM of the prior $J_{0;k}$ can be computed according to the following lemma.

### Table I

<table>
<thead>
<tr>
<th>JUMP MARKOV SYSTEM MODELS</th>
<th>$x_k = f_{k-1}(x_{k-1}, r_k, v_{k-1})$</th>
<th>$x_k = f_{k-1}(x_{k-1}, v_{k-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_k = h_k(x_k, r_k, w_k)$</td>
<td>Model 1</td>
<td>Model 2, see [12]</td>
</tr>
<tr>
<td>$z_k = h_k(x_k, w_k)$</td>
<td></td>
<td>[22]</td>
</tr>
</tbody>
</table>

### Algorithm 2

**Computation of BIM $J_{0;k}$ for Model 1 and $k \geq 1$**

(1) For $i = 1, \ldots, N$ do:

- Generate $x_k^{(i)} \sim p(x_k|x_{k-1}^{(i)}, r_k^{(i)})$ and set $x_k^{(i)} = [x_k^{(i)}, z_k^{(i)}]$. Generate $z_k^{(i)} \sim p(z_k|x_k^{(i)}, r_k^{(i)})$ and set $z_k^{(i)} = [z_k^{(i)}, z_k^{(i)}]$.
- If $k = 1$, then evaluate the quantities $p(x_0^{(i)}, z_1^{(i)}|r_1)$ and $\nabla_x p(x_0^{(i)}, z_1^{(i)}|r_1)$ using (11).
- If $k \neq 1$, then update the stored quantities $Pr\{r_k-1\}$, $\nabla_{x_0} p(x_0^{(i)}, z_1^{(i)}|r_{k-1})$ and $p(x_0^{(i)}, z_1^{(i)}|r_{k-1})$, using (12) and

$$Pr\{r_k\} = \sum_{r_{k-1}} Pr\{r_{k-1}\} Pr\{r_k\}.$$  

- Evaluate $p(x_k^{(i)}, z_{k-1}^{(i)})$ and $\nabla_{x_0} p(x_0^{(i)}, z_1^{(i)}|r_{k-1})$ as follows:

$$\nabla_{x_0} p(x_0^{(i)}, z_1^{(i)}|r_{k-1}) = \sum_{r_{k-1}} [\nabla_{x_0} p(x_0^{(i)}, z_1^{(i)}|r_{k-1})] Pr\{r_{k-1}\}.$$  

(2) Evaluate the BIM $J_{0;k}$ according to (10).

Proof: Due to space limitations, the proof is provided in an accompanying technical report [23].

Consequently, the BIM $J_{0;k}$ can be computed recursively which is summarized in Algorithm 2.
where $\otimes$ denotes the Kronecker product and $\delta_k(i,j)$ denotes a $(k \times k)$ dimensional matrix whose elements are all zero except at the $i$-th row and the $j$-th column which is one.

**Proof:** See technical report [23].

The expectations in (15) generally cannot be solved analytically for nonlinear models as given by (13). In this case, the expectations can be converted into a different standard form, as in (6), and then may be approximated using Monte Carlo integration, yielding

$$
D_n^{11} \approx \frac{1}{N} \sum_{i=1}^{N} \left[ \nabla_{x_{n-1}} p(x_{n-1}^{(i)} | x_n^{(i)}) \right]^T, \\
D_n^{12} \approx \frac{1}{N} \sum_{k} \left[ \nabla_{x_{n-1}} p(x_{n-1}^{(i)} | x_k^{(i)}) \right]^T \\
= |D_n^{21}|^T, \\
D_n^{22,0} \approx \frac{1}{N} \sum_{i=1}^{N} \left[ \nabla_{x_{n-1}} p(x_{n-1}^{(i)} | x_n^{(i)}) \right]^T, \\
|p(x_{n-1}^{(i)} | x_n^{(i)})|^2,
$$

where $x^{(i)}_{n-1}, i = 1, \ldots, N$ are i.i.d. vectors such that $x_{n-1}^{(i)} \sim p(x_{n-1}^{(i)})$. A method for numerically approximating $J_{x_{0:k}}$ is given in Algorithm 3.

**Algorithm 3** Computation of BIM of the prior $J_{x_{0:k}}$ for Model 2 and $k \geq 1$

1. For $i = 1, \ldots, N$ do:
   - Generate $z_{k}^{(i)} \sim p(z_{k}^{(i)})$ and set $z_{k}^{(i)} = \begin{bmatrix} z_{k-1}^{(i)} \\ z_{k}^{(i)} \end{bmatrix}$.
   - If $k = 1$, then evaluate the quantities $p(z_{1}^{(i)}, r_{1}^{(i)} | x_{0}^{(i)})$ using (18).
   - If $k \neq 1$, update the stored quantities $p(z_{k-1}^{(i)}, r_{k-1}^{(i)} | x_{k-1}^{(i)})$ and $p(z_{k}^{(i)}, r_{k}^{(i)} | x_{k}^{(i)})$ using (19).

2. Evaluate $D_n^{11}, D_n^{12}, D_n^{21}$ and $D_n^{22,0}$ according to (16) and store the results.

3. Evaluate the BIM of the prior $J_{x_{0:k}}$ according to (14).

It is easy to verify that the BIM for the prior (14) is the same as in [22]. However, we still cannot develop a recursive algorithm which is equally simple because of the correlation caused by the mode $r_k$ affecting the BIM of the data $J_{z_{1:k}}$. For nonlinear models as given by (11), $J_{z_{1:k}}$ is generally not tractable analytically. In the following, Monte Carlo integration is used to numerically approximate (9) according to:

$$
J_{z_{1:k}} \approx \frac{1}{N} \sum_{i=1}^{N} \left[ \nabla_{x_{0:k}} p(z_{1:k}^{(i)} | x_{0:k}^{(i)}) \right]^T, \\
|p(z_{1:k}^{(i)} | x_{0:k}^{(i)})|^2,
$$

where $x_{0:k}^{(i)}$, and $z_{1:k}^{(i)}$, $i = 1, \ldots, N$, are i.i.d. vectors such that $(x_{0:k}^{(i)}, z_{1:k}^{(i)}) \sim p(x_{0:k}^{(i)}, z_{1:k}^{(i)})$. We introduce the intermediate quantities $p(z_{1:k}, r_{x}^{(i)} | x_{0:k})$ and $\nabla_{x_{0:k}} p(z_{1:k}, r_{x}^{(i)} | x_{0:k})$, which can be computed recursively as stated in the following lemma.

**Lemma 3.** For JMSs as given by Model 2 in Table I, the pdf $p(z_{1:k}, r_{x}^{(i)} | x_{0:k}, r_{x}^{(i)}, x_{0:k})$ and the gradient $\nabla_{x_{0:k}} p(z_{1:k}, r_{x}^{(i)} | x_{0:k})$ can be updated recursively as follows:

If $k = 1$:

$$p(z_{1}, r_{1}^{(i)} | x_{0:1}) = p(z_{1}^{(i)}, x_{1}^{(i)}, r_{1}^{(i)}) \Pr \{ r_{1}^{(i)} \},$$

$$\nabla_{x_{0:1}} p(z_{1}, r_{1}^{(i)} | x_{0:1}) = \left[ \nabla_{x_{0:1}} p(z_{1}^{(i)}, x_{1}^{(i)}) \right] \Pr \{ r_{1}^{(i)} \}.$$  \hspace{1cm} (18a)

If $k \neq 1$:

$$p(z_{1:k}, r_{k}^{(i)} | x_{0:k}) = p(z_{k}^{(i)} | x_{k}^{(i)}, r_{k}^{(i)}),$$

$$\times \sum_{r_{k-1}} \Pr \{ r_{k}^{(i)} | r_{k-1}^{(i)} \} p(z_{1:k-1}, r_{k-1}^{(i)} | x_{0:k-1}),$$

$$\nabla_{x_{0:k}} p(z_{1:k}, r_{k}^{(i)} | x_{0:k}) = \sum_{r_{k-1}} \Pr \{ r_{k}^{(i)} | r_{k-1}^{(i)} \}$$

$$\times \left[ \nabla_{x_{0:k}} p(z_{k}^{(i)} | r_{k}^{(i)}, x_{k}^{(i)}) \right] p(z_{1:k-1}, r_{k-1}^{(i)} | x_{0:k-1})$$

$$+ p(z_{k}^{(i)} | x_{k}^{(i)}, r_{k}^{(i)}) \nabla_{x_{0:k}} p(z_{1:k-1}, r_{k-1}^{(i)} | x_{0:k-1}) \right].$$ \hspace{1cm} (19a)

**Proof:** See technical report [23].

Then, the BIM of the data $J_{z_{1:k}}$ can be computed recursively as summarized in Algorithm 4. Note, that a similar but computationally more complex algorithm has appeared in our previous work [24].

**Algorithm 4** Computation of BIM of the data $J_{z_{1:k}}$ for Model 2 and $k \geq 1$

1. For $i = 1, \ldots, N$ do:
   - Generate $z_{k}^{(i)} \sim p(z_{k}^{(i)})$ and set $z_{k}^{(i)} = \begin{bmatrix} z_{k-1}^{(i)} \\ z_{k}^{(i)} \end{bmatrix}$.
   - If $k = 1$, then evaluate the quantities $p(z_{1}^{(i)}, r_{1}^{(i)} | x_{0}^{(i)})$ using (18).
   - If $k \neq 1$, update the stored quantities $p(z_{k-1}^{(i)}, r_{k-1}^{(i)} | x_{k-1}^{(i)})$ and $p(z_{k}^{(i)}, r_{k}^{(i)} | x_{k}^{(i)})$ using (19).

2. Evaluate $p(z_{k}^{(i)} | x_{0:k}^{(i)})$ and $\nabla_{x_{0:k}} p(z_{k}^{(i)} | x_{0:k}^{(i)})$ as follows:

$$p(z_{k}^{(i)} | x_{0:k}^{(i)}) = \sum_{r_{k}} p(z_{k}^{(i)}, r_{k}^{(i)} | x_{0:k}^{(i)}),$$

$$\nabla_{x_{0:k}} p(z_{k}^{(i)} | x_{0:k}^{(i)}) = \sum_{r_{k}} \nabla_{x_{0:k}} p(z_{k}^{(i)}, r_{k}^{(i)} | x_{0:k}^{(i)}).$$ \hspace{1cm} (17)

3. Evaluate the BIM of the data $J_{z_{1:k}}$ according to (17).

**D. Recursive Computation of the BCRB**

The algorithm presented so far requires the computation of the matrix inverse $[J_{0:k}]^{-1}$, see (4). This approach eventually becomes impractical in situations when $k$ is large, due to its computational complexity which is in the order of $O((k + 1)\alpha)$. In these situations, recursive algorithms are sought after that avoid inverting $J_{0:k}$.

1) Model I: The recursive algorithm presented in [12] can be generalized to Model 1 as described in the following. For nonlinear JMSs, a recursive calculation of the filtering information matrix $J_{t}$ is generally not possible without introducing further approximations. This is due to the fact that the state vector $x_{k}$ is not a Markov process, i.e. conditionally it

\[1\] In order to obtain a Markov process, we have to augment the state vector $x_{k}$ with the discrete mode variable $r_{k}$. 

depends on the entire state sequence $x_{0:k-1}$, or equivalently

$$p(x_k, z_k|x_{0:k-1}, z_{1:k-1}) \neq p(x_k, z_k|x_{k-1} k, z_{1:k-1}).$$  \tag{20}$$

Nevertheless, it can be assumed that given the measurement sequence $z_{1:k-1}$, the dependence between $(x_k, z_k)$ and $x_{k-1} k$ decreases rather quickly, especially when conditioned on the state vector of all intermediate times, $x_{k-1} k+1 k-1$ Thus, it is reasonable to assume that there exists an integer $d$, such that

$$p(x_k, z_k|x_{0:k-1}, z_{1:k-1}) \approx p(x_k, z_k|x_{d:k-1}, z_{1:k-1}),$$  \tag{21}$$
i.e. $(x_k, z_k)$ and $x_{k-1} k$ given $z_{1:k-1}$ are approximately independent for all $k > d$, when we condition on the state vectors $x_{d:k-1} k-1$. The above assumption will result in two important properties for $J_{0:k}$ as stated in the following lemma.

Lemma 4. Suppose that given the measurements $z_{1:k-1}$, the joint vector $(x_k, z_k)$ and $x_{0:k-1}$ are conditionally independent in the sense that $p(x_k, z_k|x_{0:k-1}, z_{1:k-1}) = p(x_k, z_k|x_{d:k-1}, z_{1:k-1})$. It then follows that

$$[J_{0:k}] x_{0:k-1} d = (J_{0:k}) x_{0:k-1} d = 0$$ \tag{22a}$$

$$[J_{0:k+1}] d x_{0:k-1} d = [J_{0:k} d x_{0:k-1} d] \tag{22b}$$

for any $k$ and $k_1$ such that $k > k_1 > d$.

Proof: See technical report [23].

Here we have used the following notation

$$[J_{0:k}] x_{0:k-1} T \approx \Delta_{x_{0:k-1}} \{ \log(p(x_{0:k}, z_{1:k})) \},$$  \tag{23}$$

where $[J_{0:k}] x_{0:k-1} T \approx \Delta_{x_{0:k-1}}$ denotes the submatrix of $J_{0:k}$ that contains the rows that correspond to time $t_1$ and the columns that correspond to time $t_3$ to $t_4$. Note, that the dimension of $[J_{0:k}] x_{0:k-1} T \approx \Delta_{x_{0:k-1}}$ is $n_e (t_2-t_1+1) \times n_z (t_4-t_3+1)$, whereas that of $J_{0:k}$ is $n_e (k+1) \times n_z (k+1)$.

The above lemma basically states that the matrix $J_{0:k}$ becomes block tri-diagonal, a property required for developing a recursive algorithm for $J_k$.

Proposition 1. Suppose that the conditional independence assumption of Lemma 4 holds. Then, the $(n_x \times n_z)$ filtering information matrix $J_k$ can be computed from the following relation:

$$J_k = E_k - D_k \T H_k^{-1} D_k,$$  \tag{24}$$

with

$$E_k = [J_{0:k}] x_{0:k-1} k \times k,$$

$$D_k = [J_{0:k}] d x_{d:k-1} k \times k$$  \tag{25a}$$

(25b)

where $E_k$ and $D_k$ have size $(n_x \times n_z)$ and $(n_z d \times n_z d)$, respectively. The $(n_z d \times n_z d)$ matrix $H_k$ can be updated recursively according to the following relations

$$H_k = \begin{bmatrix} H_{22} & \tilde{H}_k \T \tilde{D}_k \T & E_k \end{bmatrix} = \begin{bmatrix} H_{12} \T \tilde{D}_k \T \tilde{H}_k \end{bmatrix} \tilde{H}_k^{-1} \begin{bmatrix} H_{11} \tilde{H}_k \tilde{D}_k \T \end{bmatrix}$$  \tag{26a}$$

with

$$\tilde{H}_k = \begin{bmatrix} \tilde{H}_{11} & \tilde{H}_{12} \T \tilde{H}_{22} \T \end{bmatrix}$$

$$= \begin{bmatrix} C_k & B_k \T \end{bmatrix}$$  \tag{26b}$$

and

$$\tilde{D}_k = \begin{bmatrix} \tilde{D}_k \T \tilde{D}_k \T \end{bmatrix}$$  \tag{26c}$$

where the different matrices are defined as follows:

$$A_k = [J_{0:k}] x_{d:k-1} x_{d:k-1} d \times d,$$

$$B_k = [J_{0:k}] x_{d:k-1} x_{d:k-1} d \times d,$$

$$C_k = [J_{0:k}] x_{d:k-1} x_{d:k-1} d \times d,$$

$$\tilde{C}_k = [J_{0:k}] x_{d:k-1} x_{d:k-1} d \times d,$$

$$\tilde{D}_k = [J_{0:k}] x_{d:k-1} x_{d:k-1} d \times d,$$

$$\tilde{E}_k = [J_{0:k}] x_{d:k-1} x_{d:k-1} d \times d,$$

and where $\tilde{D}_k$ and $\tilde{H}_{11}$ are of dimension $(n_z \times n_z)$, $\tilde{D}_k$ and $\tilde{H}_{11}$ are of dimension $(n_x (d-1) \times n_x (d-1))$ dimensional matrix.

Proof: See technical report [23].

For the computation of $J_k$, it is required to compute $[J_{0:k}] x_{d:k-1} x_{d:k-1} d \times d$ at each recursion. As this is a submatrix of $J_{0:k}$ it can be easily computed from the techniques introduced to compute the full matrix $J_{0:k}$. Thus, we only have to compute an approximation of

$$[J_{0:k}] x_{d:k-1} x_{d:k-1} d \times d \approx \begin{bmatrix} \nabla \log(p(x_{0:k}, z_{1:k})) \end{bmatrix} \tilde{D}_k^{-1} \begin{bmatrix} \nabla \log(p(x_{0:k}, z_{1:k})) \end{bmatrix} \tilde{E}_k,$$  \tag{27}$$

which compares to (10) requires to store and update the much shorter vector $\nabla \log(p(x_{0:k}, z_{1:k}))$. Further, instead of having to invert the $(n_x (k+1) \times n_z (k+1))$ matrix $J_{0:k}$, whose dimension grows at each step time, it is only required to invert matrices of constant size that do not exceed $(n_x (d+1) \times n_z (d+1))$. The method to recursively compute the ECRB for Model 1 is summarized in Algorithm 5.

2) Model 2: For Model 2, finding a recursion for $J_k$ also requires to introduce approximations. Even though the state vector $x_k$ for this model is a Markov process, i.e.

$$p(x_k|x_{k-1}) = p(x_k|x_{k-1}),$$  \tag{28}$$

holds, this property cannot be exploited in the pdf of the current measurement given all previous states and measurements, i.e.

$$p(x_k, z_k|x_{0:k-1}, z_{1:k-1}) = p(z_k|x_{k-1} k, z_{1:k-1}) p(x_k|x_{k-1} k) \neq p(z_k|x_k, z_{1:k-1}) p(x_k|x_{k-1} k),$$  \tag{29}$$
Lemma 5. and Lemma 5 contains the same conditions on the structure pally independent in the sense that J

\( J(k) \) needed for a recursive evaluation of the filtering informati on \( J(k) \) (25) and (27) and store them.

\[ \text{Algorithm 5 Recursive computation of BCRB} \]

\[ \begin{align*}
(1) & \text{ At time } k = 0 \text{ do:} \\
& \quad \text{Compute the initial filtering information matrix } J(0), \text{ see} \quad \text{Algorithm 1, and its inverse } [J_0]^{-1} \text{ which gives the} \\
& \quad \text{BCRB for estimating } x_0. \\
(2) & \text{ For } k = 1, 2, \ldots, d, \text{ do:} \\
& \quad \text{Compute the full BIM } J(0:k) \text{ using Algorithm 1.} \\
& \quad \text{Compute } U[J(0:k)]^{-1}U^\top \text{ which gives the BCRB for estimating} \\
& \quad x_k. \\
& \quad \text{If } k = d, \text{ then extract from } J(0:k) \text{ the submatrices } A_k = \\
& \quad \text{[J(0:k)]0:k-1\times0:k-1} \text{ and } B_k = [J(0:k)]0:k-1\times0:k-k \text{ and store} \\
& \quad \text{them.} \\
(3) & \text{ For } k = d + 1, d + 2, \ldots, \text{ do:} \\
& \quad \text{Compute the Bayesian information submatrix} \\
& \quad [J(0:k)]k-1\timesk-1 \text{ using Algorithm 1, but replace} \\
& \quad \nabla x_{0:k} \text{ by } \nabla x_{k-1\timesk-1}. \\
& \quad \text{Extract the matrices } C_k, \tilde{C}_k, D_k, \tilde{D}_k, E_k \text{ and } \tilde{E}_k \text{ which are defined in} (25) \text{ and (27) and store them.} \\
& \quad \text{Evaluate } H_k \text{ from (26b).} \\
& \quad \text{Evaluate } H_k \text{ from (26a) and store the result.} \\
& \quad \text{Evaluate } J_k \text{ from (24), and compute the inverse } [J_k]^{-1} \text{ which gives the} \\
& \quad \text{BCRB for estimating } x_k. \\
\end{align*} \]

However, we can assume that given \( z_{1:k-1} \), the dependence between \( z_k \) and \( x_{k-1} \) decreases rather quickly, especially when conditioned on \( x_{k-1:k-1} \). Thus, we can assume that there exists an integer \( d \), such that

\[ p(z_k|x_{0:k}, z_{1:k-1}) \approx p(z_k|x_{k-d:k}, z_{1:k-1}), \quad (30) \]

i.e. \( z_k \) and \( x_{k-1} \) given \( z_{1:k-1} \) are approximately independent for all \( l > d \), when we condition on \( x_{k-d:k} \).

The above assumption results again in favorable properties for \( J_0:k \) as stated in the following lemma.

\textbf{Lemma 5.} Suppose that given the measurements \( z_{1:k-1} \), the current measurement \( z_k \) and \( x_{0:k-d-1} \) are conditionally independent in the sense that \( p(z_k|x_{0:k-1}, z_{1:k-1}) = p(z_k|x_{k-d:k}, z_{1:k-1}) \). It then follows that

\[ J(0:k)[0:k-1\times0:k-1] = \begin{pmatrix} J(0:k)[k_1:k_1\times0:k_1-d_1]\end{pmatrix}^\top = 0 \quad (31a) \]

\[ J(0:k)[0:k-1\times0:k-0] = \begin{pmatrix} J(0:k)[0:k-d\times0:k-d]\end{pmatrix} \quad (31b) \]

for any \( k \) and \( k_1 \) such that \( k \geq k_1 > d \).

\textbf{Proof:} See technical report [23].

The conditional independence assumption of Lemma 5 results in that \( J_0:k \) has a block tri-diagonal structure that is needed for a recursive evaluation of the filtering information matrix \( J_k \).

\textbf{Proposition 2.} Suppose that the conditional independence assumption of Lemma 5 holds. Then, the (\( n_x \times n_x \)) filtering information matrix \( J_k \) can be computed from the recursion presented in Proposition 1.

\textbf{Proof:} Since Proposition 1 requires Lemma 4 to hold and Lemma 5 contains the same conditions on the structure of \( J_0:k \) as Lemma 4, it follows that both lemmas will yield the same recursion as given in Proposition 1.

Hence, the algorithm to recursively compute the BCRB for Model 2 is essentially the same as for Model 1, which is summarized in Algorithm 5.

\section{Algorithms for Conditional Independence Assumption Verification}

In Section IV.D approximations have been introduced that allow a recursive computation of the filtering information matrix \( J_k \) for different depths \( d \). In the following, algorithms are presented to quantify \( d \) such that the conditional independence approximation in (21) and (30) hold.

\subsection{Model 1}

In order to find a metric to quantify \( d \), we decompose the conditional density as follows

\[ p(x_k, z_k|x_{0:k-1}, z_{1:k-1}) = \sum_{r_k} p(z_k|x_k, r_k) \]

\[ \times p(x_k|x_{k-1}, r_k) Pr\{r_k|x_{0:k-1}, z_{1:k-1}\}. \quad (32) \]

Of particular importance is the probability \( Pr\{r_k|x_{0:k-1}, z_{1:k-1}\} \), which tells us how well \( r_k \) can be predicted based on the information that is contained in the past states \( x_{0:k-1} \) and measurements \( z_{1:k-1} \). For the approximation introduced in (21), a similar expression can be derived which is given by

\[ p(x_k, z_k|x_{k-d:k-1}, z_{1:k-1}) = \sum_{r_k} p(z_k|x_k, r_k) \]

\[ \times p(x_k|x_{k-1}, r_k) Pr\{r_k|x_{k-d:k-1}, z_{1:k-1}\}, \quad (33) \]

i.e. the two expressions differ only in their prediction probabilities. We introduce the abbreviations \( P(\ell) \triangleq Pr\{r_k = \ell|x_{0:k-1}, z_{1:k-1}\} \) and \( Q(\ell) \triangleq Pr\{r_k = \ell|x_{k-d:k-1}, z_{1:k-1}\} \), and define an average Kullback-Leibler type divergence (AKLD)

\[ D_{\text{KL}}(P||Q) \triangleq \int P(\ell) \log \left( \frac{P(\ell)}{Q(\ell)} \right) d\ell \quad (34) \]

with

\[ D_{\text{KL}}(P||Q) = \sum_{\ell} P(\ell) \log \left( \frac{P(\ell)}{Q(\ell)} \right), \quad (35) \]

which is equal to zero when the probabilities are equal. Note that we have introduced an average divergence in order to get rid of the conditional dependency on \( (x_{0:k-1}, z_{0:k-1}) \).

We further introduce the average Jensen-Shannon divergence (AJSD), which is defined as

\[ D_{\text{AJSD}}(P||Q) = 0.5 \cdot D_{\text{KL}}(P||P+Q)/2 + 0.5 \cdot D_{\text{KL}}(Q||P+Q)/2. \quad (36) \]

In contrast to the AKLD, the AJSD is symmetric and bounded as \( 0 \leq D_{\text{AJSD}}(P||Q) \leq 1 \), but requires that (35) is defined with respect to the binary logarithm, and is used in the following
to quantify the depth $d$ of the BCRB recursions. The AJSD generally cannot be computed in closed-form, due to the integral in the expression for the AKLD. We therefore resort to Monte Carlo integration techniques to approximate

$$D_{AKL}(P||Q) \approx \frac{1}{N} \sum_{i=1}^{N} D_{KL}(P^{(i)}||Q^{(i)})$$

(37)

with $p^{(i)} \triangleq \Pr(r_k = \ell|x_{0:k-1}, z_{1:k-1})$ and $Q^{(i)}$ defined accordingly, and where $(x_{0:k-1}^{(i)}, z_{1:k-1}^{(i)}), i = 1, \ldots, N$, are i.i.d. vectors such that $(x_{0:k-1}^{(i)}, z_{1:k-1}^{(i)}) \sim p(x_{0:k-1}, z_{1:k-1})$. For the evaluation of the AKLD, it is required to have closed-form expressions for the prediction pmfs $\Pr\{r_k|x_{0:k-1}, z_{1:k-1}\}$ and $\Pr\{r_k|x_{k-d:k-1}, z_{1:k-1}\}$. These probabilities can be computed recursively using the following two lemmas.

**Lemma 6.** The prediction pmf $\Pr\{r_k|x_{0:k-1}, z_{1:k-1}\}$ can be computed for $n = 1, \ldots, k - 1$ from the following recursion

$$\Pr\{r_{n+1}|x_{0:n}, z_{1:n}\} = \sum_{r_n} \left( \Pr\{r_{n+1}|r_n\} p(z_n|x_n, r_n)p(x_n|x_{n-1}, r_n) \times \Pr\{r_n|x_{n-1}, z_{1:n-1}\} \right)$$

(38)

which is initialized with $\Pr\{r_1|x_0, z_{1:0}\} = \Pr\{r_1\}$.

**Proof:** See technical report [23].

**Lemma 7.** The prediction pmf $\Pr\{r_k|x_{k-d:k-1}, z_{1:k-1}\}$ can be computed for $n = k - d + 1, \ldots, k - 1$ from the following recursion

$$\Pr\{r_{n+1}|x_{k-d:n}, z_{1:n}\} = \sum_{r_n} \left( \Pr\{r_{n+1}|r_n\} p(z_n|x_n, r_n)p(x_n|x_{n-1}, r_n) \times \Pr\{r_n|x_{k-d-1:n}, z_{1:n-1}\} \right)$$

(39)

which is initialized with $\Pr\{r_{k-d+1}|x_{k-d}, z_{1:k-1}\}$.

**Proof:** See technical report [23].

The only unknown in the latter recursion is the initial pmf $\Pr\{r_{k-d+1}|x_{k-d}, z_{1:k-1}\}$. For nonlinear JMSs, closed-form expressions for $\Pr\{r_{k-d+1}|x_{k-d}, z_{1:k-1}\}$ generally do not exist. However, we can rewrite

$$\Pr\{r_{k-d+1}|x_{k-d}, z_{1:k-1}\} \propto \sum_{r_{k-d}} \sum_{r_{k-d-1}} \Pr\{r_{k-d+1}|r_{k-d}\} \Pr\{r_{k-d}\}$$

$$\times p(x_{k-d}|x_{k-d-1}, r_{k-d}) \int p(x_{k-d}|x_{k-d-1}, r_{k-d})$$

$$\times p(x_{k-d-1}, r_{k-d-1}|z_{1:k-1}) \, dx_{k-d-1}$$

(40)

and approximate $p(x_{k-d-1}, r_{k-d-1}|z_{1:k-1})$ using Rao-Blackwellized particle filters (RBPFs), for details see [23].

**B. Model 2**

Similarly to Model 1, we can decompose the conditional densities $p(z_k|x_{0:k}, z_{1:k-1})$ and $p(z_k|x_{k-d:k}, z_{1:k-1})$ to obtain expressions depending on $\Pr\{r_k|x_{0:k-1}, z_{1:k-1}\}$ and $\Pr\{r_k|x_{k-d:k-1}, z_{1:k-1}\}$. Hence, we can use AJSD to quantify the depth $d$. The prediction probabilities can be computed from Lemma 6 and Lemma 7, with the exception that we have to replace $p(x_n|x_n, r_n)$ with $p(x_n|x_n)$. Since $p(x_n|x_n)$ appears in both numerator and denominator and is independent of $r_n$, the density $p(x_n|x_n)$ cancels out, and the expressions simplify accordingly, see [23] for further details.

**VI. SIMULATION RESULTS**

We assume the following jump Markov linear Gaussian system

$$x_k = F x_{k-1} + v_k(r_k),$$

(41a)

$$z_k = H(r_k) x_k + w_k(r_k),$$

(41b)

with mapping matrices $F$ and $H(r_k)$, process noise distributed according to $v_k(r_k) \sim \mathcal{N}(\mu_v(r_k), Q(r_k))$ and measurement noise distributed according to $w_k(r_k) \sim \mathcal{N}(\mu_w(r_k), R)$.

We investigate for each model (i.e. Model 1 and Model 2) an example, and assume that for both examples, the discrete mode $r_k$ evolves according to a 2-component time-homogeneous Markov chain with initial mode probabilities $\pi_1^0 = \pi_2^0 = 0.5$, and transition probability matrix $P$ with elements $\pi_{11} = \pi_{22} = 0.95$. We further assume that the initial state for both examples is zero-mean Gaussian distributed $x_0 \sim \mathcal{N}(0, P_{00})$ with covariance matrix $P_{00} = \text{diag}(\{0.5, 0.5\})$.

We compare the following bounds and filter performances: 1) Optimal filter (in MSE sense) [6], [25], 2) Interacting multiple model Kalman filter (IMM-KF) [2], [7], 3) M-BCRB using a RBPF with optimal importance density and $N_p = 50$ particles [14], 4) enumeration BCRB (EBCRB) [1], [10], and 5) BCRB computed from Algorithm 1 (BCRB(non-recurse)) and Algorithm 5 (BCRB(recurse)). We perform in total $N = 50,000$ Monte Carlo runs (100,000 for Model 2) and compute the root mean square error (RMSE) according to

$$\text{RMSE}_k = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_{1:k} - \hat{x}_{1:k})^2 + (x_{2:k} - \hat{x}_{2:k})^2},$$

(42)

with true state $x_k = [x_{1:k}, x_{2:k}]^T$ and estimated state $\hat{x}_k = [\hat{x}_{1:k}, \hat{x}_{2:k}]^T$. Accordingly, every bound is computed by taking the square root of the trace of the corresponding $(2 \times 2)$ BCRB matrix. We further compute the AJSD using a RBPF with optimal importance density [26] and $N_p = 50$ particles from $N = 10,000$ Monte Carlo runs (even though 1,000 runs already yielded acceptable results).

**Model 1** We assume the following mapping matrix

$$F = \begin{bmatrix} 1 & 0.632 \\ 0 & 0.368 \end{bmatrix}.$$
and measurement noise with mean vector $\mu_q = \mathbf{F}(41a)$, with mapping matrix $W$. We assume a mode independent process model $\text{Model 2}$)

is at least as tight as the BCRB. Such tightness relations cannot be established in general between the EBCRB and the M-BCRB and BCRB have been established [13], [14], i.e. the M-BCRB is the tightest bound, followed by the BCRB and the EBCRB. It is worth noting that tightness relations between the M-BCRB and BCRB have been established [13], [14], i.e. the M-BCRB is at least as tight as the BCRB. Such tightness relations cannot be established in general between the EBCRB and the M-BCRB or BCRB, i.e. there are certain problem instances where the EBCRB is tighter than the M-BCRB and/or the BCRB, whereas for other problem instances the reverse is true. This depends on the informativeness of the model as was explained in [12], [13]. Even though the M-BCRB is the tightest bound in this example, its computation requires to run a RBPF for each Monte Carlo trial, which is much more expensive than the computation of the BCRB and EBCRB using Monte Carlo integration. In Fig. 1(b) the recursive BCRB approximations for different depths $d$ using Algorithm 5 are compared to the BCRB obtained from Algorithm 1 (note the different RMSE scale compared to Fig. 1(a)). It can be seen that even choosing $d = 2$ yields a fairly well approximation of the BCRB. However, differences to the BCRB are clearly visible. Increasing the depth $d$ yields better approximations of the BCRB, with less differences, which is also reflected in the AJSD as shown in Fig. 1(c). Note, that the AJSD curves for $k < d + 1$ are not shown since in this case the prediction pmf seems to be insufficient to obtain an excellent approximation of the original BCRB. However, the AJSD values of $10^{-2}$ seem to be insufficient to obtain an excellent approximation of the original BCRB. In order to obtain a better understanding of the AJSD, consider a true probability $p$ and an approximation $q$ which is $1\%$ smaller in probability than $p$ (e.g. $p = 0.45$ and $q = 0.44$), then the JSD averaged over all possible $p$ is $\text{JSD}_{\text{avg.}} \approx 1.94 \cdot 10^{-4}$. Similarly, if we assume that $q$ is $0.1\%$ smaller in probability than $p$ (e.g. $p = 0.45$ and $q = 0.499$), then $\text{JSD}_{\text{avg.}} \approx 1.7 \cdot 10^{-6}$.

The simulation results for both examples are summarized in Fig. 1. For Model 1, we can observe that the different bounds fail to predict the performance of the optimal filter, see Fig. 1(a), i.e. all bounds are rather loose. Here, the M-BCRB is the tightest bound, followed by the BCRB and the EBCRB. The measurement model is defined by a mode-dependent mapping matrix $H(1) = \text{diag}([1,1])$ and $H(2) = \text{diag}([0.8,0.5])$, and measurement noise with mean vector $\mu_w(1) = [0,0]^T$ and $\mu_w(2) = [0,0.25]^T$, and covariance matrix $R = \text{diag}([1,1])$.

Model 2 We assume a mode independent process model (41a), with mapping matrix $F$ defined as in (43) and process noise with mean vector $\mu_w = 0$ and covariance matrix $Q = \text{diag}([0.4,0.4])$. The measurement model is mode-dependent with mapping matrix

\[
H(1) = \begin{bmatrix} 1 & -0.2 \\ 0 & 0.5 \end{bmatrix}, \quad H(2) = \begin{bmatrix} 0.8 & 0 \\ 0 & 0.5 \end{bmatrix}, \quad (44)
\]

and measurement noise with mean vector $\mu_w(1) = [0,0]^T$ and $\mu_w(2) = [0,0.25]^T$, and covariance matrix given by $R = \text{diag}([1,1])$.

Fig. 1. Simulation results for the two examples. RMSE vs. time step $k$ for the different bounds and algorithms are shown in (a) for Model 1 and in (d) for Model 2. A comparison of BCRB approximations with zoomed in RMSE scale is shown in (b) for Model 1 and in (e) for Model 2. The average Jensen-Shannon divergence (logarithmic scale) vs. time step $k$ for different recursion depths $d$ is shown in (c) for Model 1 and in (f) for Model 2.
For Model 1, we can observe that the different bounds are rather loose bounds since they are relatively far away from the optimal filter performance as time increases, see Fig. 1(d). As in the previous example, the M-BCRB is the tightest bound in this setting followed by the BCRB and EBCRB. For the recursive BCRB approximations with different depths \( d \) as shown in Fig. 1(e), conclusions similar to that of Model 1 can be drawn. The AJSD values for this example are different to that of Model 1 and one should better choose a larger depth \( d \) in order to obtain an excellent approximation of the BCRB, as depicted in Fig. 1(f). It is worth noting that compared to Model 1, the AJSD curves start at one time instance later, i.e. at \( k = d + 2 \), which is a result of the fact that in Model 2 the transition pdf \( p(x_k|x_{k-1}) \) is independent of the mode variable \( r_k \), and the corresponding pmf and its approximation for \( k = d + 1 \) are equivalent.

Note, that the AJSD is one indicator to assess the quality of the bound approximations. By simulating many other examples we found out that an AJSD value smaller than \( 10^{-6} \) generally yields very good approximations with almost no differences to the original BCRB. In many other examples, values smaller than \( 10^{-4} \) were already sufficient to obtain excellent approximations, but then other factors, such as the shape of the mixture density (32), i.e. if the mixture components overlap or not, play an important role. As a final remark we want to stress that the true benefit of the proposed approach is to adaptively change the depth \( d \) depending on the result of the AJSD value, as we run the algorithm for the bound computations.

VII. CONCLUSION

In this paper, we have developed algorithms to compute the BCRB for a wide class of jump Markov systems. Our work extends previous algorithms to models where the discrete mode enters the measurement model. We have presented recursive algorithms to compute the desired bound for both the general case where the discrete mode also enters the motion model and the special case where it does not. The calculation of the BCRB involves a design parameter that determines an independency approximation and we also provide a strategy for how to select this parameter. Simulations indicate that the BCRB may provide a suitable trade-off between tractability and tightness compared to other bounds that have appeared in the literature.
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