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The understanding of biomolecular interactions with water and co-solutes opens up further understanding for the mechanism behind biomolecular stabilization. This is highly important for developing technologies aimed to preserve biological material. Such techniques include cryopreservation of for example pharmaceuticals or human organ transplants. For these purposes, the disaccharide trehalose has been shown to be an outstanding stabilizing agent during cryostorage or storage of desiccated materials. However, the stabilizing role of trehalose is still not fully understood; why does trehalose perform better than other molecules?

To partly answer this question, this work investigated two important molecular systems. First, the structural properties of aqueous trehalose were studied using neutron diffraction combined with EPSR modeling. Secondly, ternary protein–trehalose–water systems were investigated using calorimetric experiments to obtain indirect evidence for different structural properties.

The aqueous trehalose study provided a direct proof of strong trehalose–water interactions, and consequently a strong perturbation of the bulk-water structure. Furthermore, this study found that the trehalose molecules are highly unlikely to cluster to each other, which is hypothesized to be the reason for why trehalose is able to interact so strongly with water. The results from the calorimetric study gave support to the preferential hydration model. This study also showed that the protein stability is not necessarily coupled to the glass transition temperature of the trehalose–protein–water-matrix.
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Introduction

In the end of May 2013, pictures of a frozen wholly mammoth began to pop up in the newspapers. A team of Russian and South Korean scientists had discovered this extinct animal in a sheet of ice in Siberia; an occurrence which has become relatively more common recently. What was so spectacular about this particular mammoth however, was that it was possible to extract blood and seemingly fresh meat from it, after it had been frozen for over 43 000 years.\textsuperscript{1} This fascinating discovery could very well mean that it could be possible to extract DNA from an intact mammoth cell, which could furthermore lead to the cloning of an animal that went extinct around 4000 years ago. Shortly after this discovery, I began my PhD-studies aimed to study the fundamentals of cryopreservation. Thus, this story about the mammoth served as a great source of inspiration; what made this particular mammoth-carcass able to be so well preserved for such a long time? How come biological material in general degenerate over time? What are the mechanisms responsible for supressing these degenerations? There are multitudes of answers to these questions, most of them reaching far beyond the scope of any single licentiate thesis, but at least some of these questions will be addressed here.

The process of preserving biological material has huge importance in a large number of areas. Preservation of biological components for human transplants, such as different tissues or blood is one important life-saving area. Improved preservation techniques may have a special increase of demand in the future due to advances in e.g. tissue engineering,\textsuperscript{2} where appropriate storage of the created
tissues is needed. In other areas such as pharmaceutics or food-production, it is of course also important to obtain a long shelf-life for all the different products. Similarly, in several areas within biotechnology it is vital to keep cell cultures or other biological material viable for longer periods of time.

Two of the most common methods of preserving biological material are cryopreservation, and freeze-drying. Cryopreservation is the term for preserving materials at low temperatures. This is advantageous due to the decrease of motions of the stored complex biomolecular structures; motions which normally are required for biological function, but are also capable of disrupting or breaking these structures. However, a huge disadvantage of this temperature decrease is the formation of ice, which often cause great damage to the preserved material.

Freeze-drying on the other hand attempts to immobilize the biological material by removing the water around it. Without an aqueous medium, most biological processes cease and the biomolecules become stabilized. This process can however also damage the biological molecules and is far from optimal in many scenarios. The problems connected to cryopreservation or freeze-drying are commonly, at least in part, dealt with by the addition of protective molecules (cryoprotectants and lyoprotectants). There are many such molecules, each typically well suited for one of the two methods, but there is one molecule that excels in stabilizing biological material when it comes to both mentioned methods: trehalose.

Trehalose is a sugar-molecule, very similar to more common sugar-molecules such as sucrose. Although sucrose and other sugar molecules typically exhibit good stabilization properties, trehalose almost always has the superior properties (see e.g. Ref. 8). Why trehalose possess these superior properties is still unclear, and it is the aim of this thesis to provide insights into this question.

For this purpose, the work in this thesis is presented in two papers. One paper concerning the structural properties of trehalose in an aqueous solution (33 wt% trehalose), as studied by neutron diffraction and empirical potential structure refinement-modeling, the other paper concerning the interaction of trehalose with water and protein, as studied by mainly differential scanning calorimetry.

In the structural diffraction study, the interaction between water and trehalose was studied. It was shown that plenty of hydrogen bonds between trehalose
and water was formed, and also that trehalose has a very small probability of forming intermolecular clusters.

In the differential scanning calorimetry study, evidence for the preferential hydration model was found. The study also includes glass transition and denaturation temperatures for a wide concentration range of both trehalose and protein.

This thesis contains some background information about the materials and the experimental techniques that are used in the studies. Chapter 2 first gives an overview of liquids and amorphous materials and how these can be investigated. This is followed by a more detailed description of water, protein, and trehalose. Subsequently, some models regarding the interactions between these materials, and how protein stabilization occurs, are presented. Chapter 3 describes the theories behind the different techniques, and in chapter 4 it is explained how these techniques were applied in the presented studies. Chapter 5 briefly describes the obtained results from the papers, and chapter 6 gives a summary of this work and an outlook on how to proceed with answering the questions concerning the stabilizing role of trehalose.
2

Materials

2.1 Liquids and amorphous materials

When discussing the structure of a liquid or an amorphous material, a specific framework is necessary to define what is meant by structure. As opposed to the structure of a crystal, where all the atoms and molecules have a more or less well-defined position relative to one another, an amorphous material lack most of such structural ordering. In fact, the definition of an amorphous material is a material which lack long-range order between atoms, i.e. there are no repeating units that can be found throughout the material. Of course, the lack of long-range order does not mean that there is no structure at all. On shorter length scales, molecules in an amorphous material can exhibit very complex and interesting structure which determines the property of the material, such as clusters, vesicles and ring structures to name a few example. The materials studied in this thesis appear in two types of amorphous phases, liquids and glasses. This section gives a brief general overview of these two phases; concerning their general properties and how to describe their structures.

2.1.1 From liquids to glasses

Typically, when a liquid is cooled the viscosity increases, partly due to the decrease in kinetic motion of the individual particles in the liquid, and partly due to an increase in density. When the motion becomes slower the particles
propagate through the material at a slower rate – they become caged by the surrounding molecules. Thus when a force is applied to the liquid it takes longer time for the particles to react to that force. This phenomenon is what we typically experience as a high viscosity. When the liquid is cooled below its freezing point it becomes energetically favorable for the particles to form lattices of particles, a process known as crystallization. However, for crystallization to occur the particles need some time to reorient themselves into the correct position of a lattice site. Thus if the freezing occurs very fast (quenching) the viscosity increases rapidly – the movements of the particles quickly slow down – and the time required for the particles to arrange themselves into a crystal lattice-structure may grow to extremely high time spans. When these time spans become larger than the experimental time spans (i.e. such that particle motions are too slow to react during the time span of the experiment) the material can go through what is called the \textit{glass transition}; the material becomes vitrified.

The glass transition is often detected by e.g. calorimetric measurements, and can be seen as a gradual change of the enthalpy ($H$) dependent on temperature (Figure 2.1). This change in the slope of the enthalpy shows that the glass transition behaves rather differently compared to a "normal" transition, such as a crystallization process, where the enthalpy changes abruptly at a certain temperature (melting/crystallization-temperature $T_m/T_c$).\textsuperscript{*} A transition that exhibit a discontinuity in the directly observable thermodynamic quantities, such as enthalpy (and also volume and entropy), is called a first-order transition. A glass transition however displays a change in the slope of these thermodynamic properties (Figure 2.1), which means that the derivatives of these thermodynamic quantities – such as the thermal expansion $\alpha_T = \frac{\delta \ln V}{\delta T}$, or the heat capacity $C = \frac{\delta H}{\delta T}$ – are discontinuous at the glass transition. This type of transition is a so called second-order transition.\textsuperscript{9,10}

The temperature at which this discontinuity occur often serves as the definition of the glass transition temperature ($T_g$). An important difference between this transition temperature and that of e.g. a crystallization temperature, is that the glass transition temperature depends on the history of the material. For

\textsuperscript{*}Other thermodynamic properties, such as the thermal expansion behaves similar to the heat capacity.
example, \( T_g \) will typically become lower if the material is cooled at a slower rate. This is due to the extra time available for the material to reach equilibrium at a slower cooling rate. If the material is cooled at a greater rate, the particles in the material become immobilized before they are able to reach a new equilibrium.\(^9\)

![Graph showing how a substance varies in volume or enthalpy depending on temperature if it transitions from a liquid into either a glass or a crystal.](image)

Figure 2.1: Graph showing how a substance varies in volume or enthalpy depending on temperature if it transitions from a liquid into either a glass or a crystal.

A common definition for the glass transition is that it occurs when a material reaches a viscosity of \( 10^{13} \) poise. At this viscosity the material can be regarded as a solid for all practical purposes. Another common definition – directly related to the previously mentioned – for the glass transition is that it occur at the temperature where the characteristic \( \alpha \)-relaxation process of the material, which is related to cooperative motions of the particles, reaches a relaxation time of 100 seconds. As previously mentioned, when a particle in a liquid is perturbed by a force it can only move if there are available sites for the particle to move to. The \( \alpha \)-relaxation time (\( \tau_\alpha \)) is thus the characteristic time it takes for a particle to make that move. In a low viscosity liquid, \( \tau_\alpha \) is short and thus the particles collectively moves in response to an applied force, but as \( \tau_\alpha \) increases the longer it takes for these collective motions to occur, and thus the material appear as more and more viscous. \( \tau_\alpha \) can typically be probed using techniques such as dielectric spectroscopy.
2.1.2 Structure of Liquids and Glasses

In order to discuss the structure of a liquid there is a need for establishing a formalism that can accurately describe this. The most common and simple way to do this is via the pair correlation function, \( g(r) \). This function is essentially the probability of finding another atom within a spherical shell between \( r \) and \( r + dr \) at a distance \( r \) from the center of any arbitrary atom, as illustrated in Figure 2.2.

![Figure 2.2: Pair correlation function schematic. Upper figure shows the pair correlation function of a hard-sphere liquid. Lower figure shows pair correlation function of a crystal structure.](image)

In a crystalline material this function show sharp peaks at specific \( r \) values, corresponding to the well-defined atomic distances within a crystal (Bottom figure in Figure 2.2). The broadening of these peaks is mainly due to structural thermal fluctuations of the atoms. The pair correlation function for an amorphous material (Upper figure in Figure 2.2) on the other hand oscillates around one at relatively large distances from the center. This reflects the random orientation of atoms at large distances from a central atom, where it is expected to find a number of atoms within a given volume, \( n(r) \), equal to that of the average number density, \( \rho \), of the material (\( n(r) = \rho g(r) \)). The peaks in an amorphous material at short distances are generally also broader compared

*More specifically, the static pair correlation function.*
to those in a crystalline structure. This is mainly due to that the bonding sites are less well-defined in an amorphous material, but also partly due to a higher degree of structural thermal fluctuations of the atoms.\textsuperscript{9}

The pair correlation function originates from the autocorrelation function of the local atomic density $n(r)$, defined as:\textsuperscript{11}

$$ n(r) = \sum_i \delta(r - r_i) \quad (2.1) $$

Where $\delta$ is the Dirac delta function, and $r_i$ is the position of atom $i$. The autocorrelation of $n(r)$ is\textsuperscript{*}:

$$ G(r) = \frac{1}{N} \int n(r')n(r' + r)dr = \frac{1}{N} \sum_{ij} \delta(r + r_j - r_i) \quad (2.2) $$

and by separating the summation in two terms, one where $i = j$ and one where $i \neq j$, this can be reduced to:

$$ G(r) = \delta(r) + \frac{1}{N} \sum_{i \neq j} \delta(r + r_j - r_i) = \delta(r) + \rho g(r) \quad (2.3) $$

where the relationship $\rho g(r) = \frac{1}{N} \sum_{i \neq j} \delta(r + r_j - r_i)$ is the definition of $g(r)$ and refers to the pair correlation function (i.e. the correlation between any two different atoms), whereas the first Dirac delta term in equation 2.3 is the self-correlation part, i.e. how an atom correlates with itself.

**Multicomponent systems**

When a material contains more than one atom type it is often useful to reduce the total pair correlation function into a weighted sum of so called partial pair correlation functions of different atom pairs. These are often denoted as $g_{\alpha\beta}(r)$, where $\alpha$ and $\beta$ represent two different atom types, and is interpreted as a probability of finding an atom of type $\beta$ at a distance $r$ from an atom of type $\alpha$ (or vice versa since $g_{\alpha\beta}(r) \equiv g_{\beta\alpha}(-r)$). The sum, describing the

\textsuperscript{*}This autocorrelation function can be interpreted as a measure of the degree of correlation between two atoms separated by a distance $r$.\textsuperscript{9}
autocorrelation function is then:\textsuperscript{11}

\begin{align}
G(r) &= \delta(r) + \rho g(r) = \sum_{\alpha} c_\alpha \delta(r) + \rho \sum_{\alpha, \beta \geq \alpha} (2 - \delta_{\alpha\beta}) c_\alpha c_\beta g_{\alpha\beta}(r) \\
&= \sum_{\alpha} c_\alpha \delta(r) + \rho \sum_{\alpha, \beta \geq \alpha} (2 - \delta_{\alpha\beta}) c_\alpha c_\beta g_{\alpha\beta}(r) \tag{2.4}
\end{align}

The partial pair correlation functions are very useful for the analysis of an amorphous material since they completely describe the average structure of the material, although as a one-dimensional representation of the real three-dimensional structure. Various information which can be extracted will be discussed in more detail in section 4.2. Section 3.1.1 describes how to obtain the pair correlation functions by neutron scattering and modeling techniques.

## 2.2 Water

Equipped with the tools to characterize the structure of a liquid, the formalism described above will be exemplified in this section using a relatively simple compound, one of the most abundant substances on earth: water. This is – to no surprise – a well-studied material, due to its presence in a vast number of chemical and biological reactions. For the scope of this thesis, it is important to highlight some of the properties of water, since it is the medium in which all the studied materials take place. Furthermore, the structure of water is also highly relevant for a part of the study presented in paper I.

### 2.2.1 Properties

Water consists of one oxygen atom covalently bonded to two hydrogen atoms. The hydrogen atoms are bonded to the oxygen in a triangular shape, where the H–O–H angle is around 104.5° on average.\textsuperscript{12} This geometry stems from that the electrons in the water molecule slightly prefer to adhere to the oxygen atoms rather than to the hydrogens, which gives the molecule its dipole moment. Thus, water molecules attract each other through hydrogen bonds (HBs) between hydrogens and oxygens due to their slight charge differences. Compared to the covalent intramolecular bonds, hydrogen bonds are relatively weak. However, these hydrogen bonds are widely believed to be the main reason for a series of peculiar properties of water.
Water is—in many aspects—not a normal material, but possesses several anomalous properties. Most commonly known is probably the density maximum of water at 4°C; this property means that for a certain temperature interval, the density of H$_2$O decreases with decreasing temperature, which of course is an unusual behavior. Another anomalous property of water is its high specific heat capacity (4.18 J g$^{-1}$K$^{-1}$ at 25°C) which is one of the highest heat capacities out of all known substances.*

To understand these anomalous properties, we ought to investigate the hydrogen bonded networks and structures formed within water at its different phases.

### 2.2.2 Structure

The intermolecular structure of ice is typically shown as in Figure 2.3 a. Each water molecule has four other water molecules as first-order neighbors (see section 4.2.1), forming a tetrahedral structure in three dimensions. Ice is in a crystalline (relatively**) well-structured state; each water molecule is in a well-defined lattice point, connected symmetrically to four other water molecules. Liquid water is not as symmetrical since the water molecules translate and rotate due to thermal fluctuations. One widely accepted view of water structure has been that water molecules form on average a tetrahedral network, where each water molecule, on average, binds to 4.4 other water molecules. These bonds constantly break and form with a lifetime of $\sim$1 ps at room temperature. Recent studies have however shown that most water molecules (~80%) are involved in only two, relatively strong, hydrogen bonds, and only ~20% are in a tetrahedral conformation (at 25°C).**

The structure of regular bulk water can be studied by the partial pair correlation functions, O–O, O–H, and H–H (Figure 2.4). Particularly $g_{OO}(r)$ – the partial pair correlation function between two water-oxygen atoms – tell us something interesting regarding the coordination numbers of water at 298K compared to ice at 220K. The first sharp peak at 2.8Å indicates the typical distance to a water molecules first-order neighbor. Notably, this peak which

---

*There are of course a lot more anomalous properties of water which are not mentioned here. For more information, the reader is referred to e.g. Ref. 12

**Ice is actually neither specifically structured compared to other crystalline materials
shows the first-order distance moves only to slightly higher values and becomes somewhat broader as the ice melts. A much more pronounced effect however is seen for the second peak (i.e. the second-order coordination shell), at about 4.5Å, which is highly pronounced in ice structure and is significantly less pronounced in the liquid water. This second peak is seen as a signature of tetrahedral structure in water and ice. In ice, the water molecules are pretty well coordinated at the second-order neighboring (and to third and fourth etc. as well, but to a lower and lower extent). In liquid water this coordination is still present, however less defined, particularly at higher temperatures. From these correlation functions and other similar derived quantities, it has been shown that, in liquid water, a water molecule is typically surrounded by a tetrahedral structure of neighboring water molecules. The molecules in these structures are not stationary but rather fluctuate in their positions. First order neighbors exchange with second-order neighbors, and interstitial water molecules break up the otherwise four-coordinated water into five-coordinated water. The abnormal density maximum of water can thus be explained by noting that the existence of destructured water arrangements increase with increasing temperature, and the destructured water is more densely packed than the

\*A similar trend is found for pressure dependence; higher pressure changes the partial pair correlation functions similar to higher temperatures.\(^{16,17}\)
structured ones, even though both types of structures expand in volume with increasing temperature. Thus, at a certain point (at 4°C) the sum of the existence of density-increasing (destructured) water structures and the density increasing effect of lowering the temperature reaches a maximum. Below this temperature, more tetrahedral structures begin to form, thus lowering the density more than the decreasing temperature increases it.\textsuperscript{12}

Figure 2.4: Partial correlation functions for O–O, O–H, and H–H correlations of (a) water at 298K and (b) ice at 220K. Data obtained from the ISIS disordered materials database.\textsuperscript{17,20}
2.3 Trehalose

Trehalose appear to be present in a wide range of different extremophiles, and it has been shown in countless studies that trehalose possess an extraordinary ability to stabilize biological material against many different types of environmental stresses, such as desiccation, extreme temperatures or extreme pressure (see for example Ref. wherein the extremophile tardigrade is studied, a small microscopic animal capable of surviving some extreme environments). Understanding the mechanism of behind trehalose stabilization could thus mean a new understanding of the function of biological material in general, and what makes biological materials stabilized.

2.3.1 Chemical Properties

Trehalose is a disaccharide consisting of two glucose rings, linked by a $\alpha$-1,1-glycosidic linkage. Its chemical formula is $C_{12}H_{22}O_{11}$, and it has a molecular weight of 342.296. A simple cartoon of it can be seen in Figure 2.5. This chemical formula is identical to a number of other disaccharides, such as sucrose or maltose. In fact, these molecules are almost identical in structure, apart from the positioning of the different hydroxyl and hydroxy-methyl groups on the glucose rings. The similar disaccharides share many properties with trehalose, however the small structure differences have been shown to play a highly important role for the molecular functions studied in the work presented in this thesis.

The melting point of water-free (anhydrous) trehalose is 203°C. However, trehalose easily binds to two water molecules – forming dihydrate crystals – which is the most stable form of trehalose at ambient conditions. This form has a melting temperature of 97°C and – after being melted – dissociates its water molecules and forms the anhydrous solid phase at about 130°C. This property is highly dependent on water concentration, as the water molecules are able to plasticize the sugar matrix. It is also widely believed that trehalose not only forms a glass at the highest temperature, but also that it is superior in remaining in a stable glassy state. This effect stem from the fact that trehalose can transform into the dihydrate phase when exposed to water. A
small water addition to any other glassy disaccharide matrix destabilizes the entire glass by homogeneously distributing the water molecules. This process leads to a decrease in $T_g$, which subsequently leads to a lower stabilization effect (see e.g. Ref. 26 and 27). In a glassy trehalose matrix however, the molecules which are immediately exposed to water acts as a buffer by absorbing it and thus excluding the water from the remaining glass-matrix. This process makes $T_g$ more stable and therefore provides a more reliable stabilization.\textsuperscript{25}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{trehalose_molecule.png}
\caption{Sketch of a trehalose molecule.}
\end{figure}

\subsection*{2.3.2 Structure}

The structure of trehalose in an aqueous solution is highly dependent on the water concentration. As the amount of water decreases, trehalose tend to fold across its glycosidic linkage, forming intramolecular bonds between the two glucose rings.\textsuperscript{28} This folding prevents intermolecular bindings between the water and trehalose due to that many of the hydroxyl groups on the trehalose are occupied in the intramolecular fold. With an increasing amount of water, the folded structure breaks up and subsequently makes more hydroxyl groups available for further interactions between water and trehalose.\textsuperscript{28}

Intermolecular trehalose–trehalose interactions is another important property (also highly dependent on water concentration). In the dehydrated state ($< 0.5$ water molecules per trehalose), trehalose has been shown\textsuperscript{29} to exhibit a homogeneous amorphous network, a property which could be partly responsible for its superior stabilizing mechanism during desiccation. This finding suggests that trehalose is better at hosting larger molecules (such as proteins), and anchor them to the homogeneous glassy matrix via the residual protein water molecules.\textsuperscript{29}
At high hydration levels (>38 water molecules per trehalose), trehalose also shows a high degree of homogeneity (compared to other disaccharides), in the sense that the trehalose molecules do not cluster substantially. Furthermore, in paper I presented here it is shown, by neutron diffraction experiments, that the clustering effect of trehalose is much smaller than previously reported. In fact, according to the model in paper I, the trehalose molecules appeared to repel each other to a small extent.

2.3.3 Effect on water structure

It was shown through a series of articles by Branca and Magazu et al. that the structure and dynamics of water is highly altered by the presence of trehalose. This effect has however been under some discussion, which motivated the work done in paper I. In that paper it was also shown that trehalose perturb the bulk behavior of water by breaking up the tetrahedral network. By extensive – although not necessarily strong – hydrogen bonding, the water molecules are forced to reorient toward the trehalose hydroxyl groups, thus allowing for more interstitial water molecules in the first coordination shell of water followed by a clear destruction of the second coordination shell (see Figure 3, 4, and 5 in paper I).

The destruction of the water structure is most likely the main reason for why trehalose is good at depressing ice formation and why aqueous solutions of trehalose exhibits such a high \( T_g \) compared to similar disaccharides.

2.4 Biomolecules

Biological molecules are a class of molecules typically defined as the molecules involved in biological systems and processes. They can be very complex, such as proteins or DNA, or much simpler, such as simple sugars involved in e.g. metabolism. When discussing biological stability, it is typically the more complex molecules and structures that are of interest since these are the ones more prone to breaking from environmental stress. The focus of this thesis is on the stabilization of proteins, but for a broader discussion it is important to some-
times deviate into the role of stability of other complex structures such as cell membranes.

2.4.1 Proteins

Proteins are the molecules that drive most biological processes. They are essential for the basic functions behind the process of life, thus the loss of these functions are catastrophic for the organism hosting them. Proteins are made up from chains of different amino acids, which link together according to different sequences in the DNA chain (i.e. genes). These protein chains typically fold to a subset of configurations that give the proteins their particular geometrical structures and functions. The folds and creases on the protein surfaces exhibit different chemical properties—such as being hydrophilic or hydrophobic—which typically determines their functions.\(^{38}\)

Figure 2.6: 3D model of myoglobin. The structure of the illustrated figure was obtained from the 1MBN entry from the protein data bank.\(^{39}\)

Myoglobin

In paper II, myoglobin was studied in solution with water and trehalose, since it is a well-studied relatively "simple" protein. Myoglobin was the first protein which structure was determined (via X-ray crystallography in 1958).\(^{40}\)
and has since then been often used as a model protein. It is a relatively small (∼17600g/mole) globular protein consisting of eight α-helices and a heme group (see Figure 2.6). The protein stores oxygen in the heme group, specifically in muscle tissue.\textsuperscript{38}

2.4.2 Water at Protein Surfaces

The view of proteins is often simplified as being fixed structures, which functions are only determined by their surface geometry. However, a functioning protein is almost always normally in an aqueous environment. In fact, the most prevalent molecule by mass of most organisms is water.\textsuperscript{41} Protein functions thus occur in the presence of water, and different configurations of a protein are normally slaved to this environment.\textsuperscript{42–44} Thus, the understanding how proteins function is not always merely a question of their static geometry, but on their dynamic behavior, and how this is affected by hydration or variation in local environment, by e.g. addition of different solutes. This is of course particularly important when considering the effects of protein stability in different environments.

Water at protein surfaces behaves – as when water binds to any other type of solute – very different from that in bulk. Hydration water, i.e. water confined by interactions to protein surfaces does not participate in ice formation. Such water has also much slower dynamics than bulk water. For water contents up to about 17 wt\% the protein does not exhibit any function, and the water that adsorbs to the protein surface mainly bind to the most hydrophilic sites. As the hydration increases to 30 wt\%, the protein is generally hydrated with a single water layer and the function then resumes. The addition of water enables dynamical behavior of the protein; at first locally (so called β-relaxations, related to e.g. rotational motions of protein side-chains or dipole reorientations), but as more water is added the more collective motions – coupled to the α-relaxations – can emerge. Full protein function does however not return until hydration of about 50 wt\%, i.e. equal amounts of water and protein,\textsuperscript{45} at which point the protein flexibility associated with adding water stop increasing substantially.

\textsuperscript{*For myoglobin obtained from horse heart-muscles}
2.5 Stabilization of biomolecules

Although the work done in this thesis is focused on the effects of trehalose, the discussion will first describe why some solutes in general are able to stabilize biomolecules, and secondly, in section 2.5.3 the discussion will focus on what makes trehalose such an excellent protective solute.

2.5.1 Protein stability

Protein dynamic is indeed a criterion for the functionality of proteins, as was previously discussed in section 2.4. However, with great flexibility and motions comes greater risks for denaturation to occur. The probability of reaching the denatured state increases with temperature (and therefore an increase in the protein dynamics), and at a specific point ($T_d$ for denaturation temperature), the protein undergoes an irreversible phase transition into the denatured state. Thus, a decrease of the dynamics of the protein is essential for the long-term survivability of protein structures. One method of doing this, is to directly slow down the dynamics by decreasing the temperature, so called cryopreservation. This method is common for storing large and complex biological materials, such as cells or tissues, but it is also used for storing proteins for example. Another common method of slowing down the dynamics is to reduce the water concentration, which – as pointed out in section 2.4 – reduces the conformational freedoms of proteins. This can be done by many different methods, one of the most common methods include freeze-drying (lyophilization). Lyophilization is suitable for storing less complex biological materials, such as proteins. It is done by first freezing the material dissolved in water, followed by keeping the frozen material in a vacuum, in which the water subsequently sublimates. One advantage of storing biological material in a lyophilized state is that this material can be kept at a much higher temperature (e.g. room temperature). There are however problems with both of these two different methods which have to be overcome for improving biological storage techniques.
Cryoprotection

Depressing ice formation is probably the most important aspect of a successful preservation of biological material at low temperatures. Ice crystals can grow extra- and intra-cellularly puncturing or completely bursting membranes. Another serious problem with ice formation is that it effectively concentrates different chemicals in the cell to high, sometimes toxic levels. This is due to that ice does not dissolve any substantial amount of solute itself. Similarly, if extracellular water freezes, an effective osmotic stress arises due to the concentration of solutes at the cell membrane. This creates a concentration gradient that effectively dries out the cells. Furthermore, a crystalline ice structure can destroy the native configuration of proteins by forcing these into unfavorable conformations through direct interactions between ice and protein. It is therefore desirable to freeze the protein solution in such a way that it avoids crystallization during cooling, by first entering the supercooled regime and then the glassy state. The glassy state is thus – at least in principle – a way of obtaining a solid but liquid-like environment that very much adapts its structure to that of the protein. Hence the risk for unfavorable steric constraints from a crystal structure is avoided.

Reaching the glassy state and avoiding crystallization is commonly done by the addition of cryoprotectants. These are typically non-reactive molecules that interfere with water crystallization and induce glass formation. There are however some general problems with cryoprotectants. To achieve a vitrified state, high concentrations of cryoprotectants are typically required, which can in itself be toxic. Some cryoprotectants are more toxic than others, but generally, all cryoprotective compounds are "toxic" at a high enough concentration. Another problem is that the loading of cryoprotectants into a cell may induce osmotic stresses; if a cryoprotectant does not enter through the cell membrane fast enough, the buildup of cryoprotectant extracellularly dries out the cell, possibly leading to a volume collapse. Similarly, after successful cryostorage, the cryoprotectants have to be washed away during reheating, and

*There are methods that do not involve the avoidance of crystallization, but instead attempts to control the crystallization process by e.g. producing nucleation sites for the crystal structures to grow on (see e.g. Ref. 2). Some organisms use a version of this method by use of antifreeze proteins (see e.g. Ref. 46 for further information). These methods are however beyond the scope of this thesis.
a buildup of high intracellular cryoprotectant concentration may occur during that stage. This leads to an expansion of the cell, which again may lead to that the cell bursts.\textsuperscript{48,50}

Although avoiding ice formation may be crucial for successful cryopreservation, it has been shown to not be a sufficient property. Some co-solutes which depress ice formation and increase $T_g$ offer little to no stabilization at low temperatures.\textsuperscript{51} So even though crystallization prevention and glass forming abilities seem to be near essential for successful storage of biomolecules, there has to be some other mechanisms that some cryoprotectants offer that others do not.

\section*{Lyophilization}

Removing water is another method of immobilizing biological molecules, such as proteins. The reduction of water concentration leads to a reduction of molecular dynamics and biomolecular functionality, which has a stabilizing effect. However, when a biomolecule become desiccated, the loss of its function can also have negative effects on it stability.\textsuperscript{52} If enough water disappears it could lead to the aggregation and denaturation of protein\textsuperscript{53,54} and the destruction of different kinds of cell membranes.\textsuperscript{55} This denaturation of protein from either freeze-drying or just air-drying appears to occur when the first hydration shell disappears.\textsuperscript{53,54}

In order to obtain a successful freeze-drying, one thus again ought to add protective molecules to ensure stability at a desiccated stage. It has been pointed out however that the stabilizing mechanism of lyophilization-protectants is fundamentally different from, and much more complex than, that of cryoprotection.\textsuperscript{56–58} This aspect can be indirectly evidenced by the fact that most cryoprotective molecules are not capable of desiccation-protection. Molecules that actually have this capability of both cryo- and desiccation-protection are disaccharides.\textsuperscript{7,59,60} Disaccharides may thus tell us a bit more about stabilization properties in general than other co-solutes.
2.5.2 Stabilizing co-solutes

A well-proven thermodynamic theory of stabilization/destabilization mechanisms through the addition of solutes has been developed by Timasheff et al. (see for example Ref. 61 or Ref. 62). According to this theory, the stability of the functional state of a protein is proportional to the difference in free energy between the functional state and the denatured state. The greater the difference, the more energy is required to break the functional state.

Stabilizing co-solutes in dilute solutions with protein have been found to be generally preferentially excluded from the protein surfaces (preferential hydration). It was pointed out that a preferentially excluded solute increases the free energy of the material. This increase is proportional to the surface area of the protein, and since the surface area is larger for the denatured protein, the free energy of the denatured state will increase more than that of the functional protein state.

2.5.3 Bioprotective properties of trehalose

Trehalose emerges in more and more areas as a particularly excellent biological stabilizer. Not only as a protectant against cold or heat, but also as a lyophilization stabilizer. It also has the ability to stabilize both lipid bilayers and proteins. The stabilization of proteins will however be the main focus of this thesis. What exactly it is that makes trehalose different from any other co-solute is not entirely understood, although there are some established theories, which will be discussed below.

Vitrification

Stabilizing co-solutes are typically associated with being glass formers. By encapsulating proteins in a glassy matrix, the dynamics of a biomolecule slow down due to the decrease of solvent motions, but without the negative effects associated with crystallization (e.g. unfavorable molecular geometry). Compared to other similar disaccharides, trehalose has been reported to have the highest glass transition temperature, and to be an excellent glass former. This observation led to the so called vitrification hypothesis – as first proposed by Green and Angell – which suggests that the main reason for trehalose’s ex-
2.5 Stabilization of biomolecules

2.5.1 Exceptionality of Trehalose

Trehalose’s glass forming property is of particular interest, as its ability to form a glass at lower temperatures than other disaccharides is attributed to its ability to form a stable glass over a wide range of water contents. This property is due to the glass forming property of trehalose, which was previously discussed in sections 2.3.3 and 2.3.1. Furthermore, when exposed to moisture, trehalose remains stable at temperatures lower than other disaccharides, which was discussed in section 2.3.1.

This view – that trehalose’s protective properties are due to its extraordinary glass forming properties – was however challenged by a range of studies where some researchers showed that, by using even better glass formers – such as dextran – trehalose was still better at preventing degradation of biomolecules. Thus, although the excellent glass forming properties of trehalose may be an important (if not the most important) aspect of its stabilizing properties, it is not sufficient to explain what makes trehalose special. Rather, there ought to be some more intricate interaction between trehalose and biomolecules. Several different models exist that describe this type of interaction, and some of them will be presented here. Specifically the water replacement model, and the preferential hydration model.

Water replacement model

It has been proposed that one important mechanism for further trehalose stabilization stems from direct trehalose–protein interactions. This model presumes that there is a preferential interaction between protein and trehalose, and the hydration layer would then be (at least partially) substituted with trehalose. This is hypothesized to yield a stabilizing effect due to that the protein is kept in its configuration through a direct coupling to a rigid trehalose matrix (see e.g. Ref. 59). Indeed, water replacement with trehalose seems to occur in the stabilization of lipid bilayers, however it is less clear regarding protein stabilization. The water replacement model at first showed that the mechanism of stabilization during freeze-drying differed from that of e.g. cryoprotection. The cryoprotection mechanism had been proposed to act according to the preferential hydration model mentioned above, but this model was based on studies with relatively high water contents. The water replacement model on the other hand was primarily concerned with the stabilization mechanism at low water contents (e.g. during lyophilization). According to this model, when the water content is extremely low, then the water replacement by trehalose
occur. This view was however later disputed by e.g. Belton and Gil et al.,\textsuperscript{69} who proposed an alternative theory: the water entrapment model, a variation of the preferential hydration model.

![Diagram of preferential hydration model and water replacement model]

Figure 2.7: Sketch of preferential hydration model (left) and water replacement model (right). According to the preferential hydration model, the native structure of the protein is maintained through direct interaction between water and protein. In the water replacement theory, the hydration shell of the protein is partially replaced by trehalose molecules.

### Preferential hydration model

Rather than direct interactions between trehalose and protein, it has been suggested that water molecules prefer to bind directly to the protein surfaces in a solution. This effect is highly important, considering that if a layer of water molecules surrounds the protein, its native solvated state is preserved, even though it may be embedded in a rigid trehalose matrix. The water entrapment theory is a special case of the preferential hydration theory, when the trehalose-protein matrix has a lower water concentration. It has been shown that this interaction remains even when the solution is freeze-dried,\textsuperscript{69} indicating that trehalose entraps a hydration layer around the proteins (although some trehalose–protein interaction may become prevalent for cases of extreme desiccation). Support for this model was also found in this work, as presented in paper II.
Other important mechanisms

As some sugar molecules interact with amino acids they may each give of molecular constituents to form complexes at certain (mostly elevated) temperatures. This reaction is called the Maillard reaction and is the cause for the often desired browning of food, such as toasting of bread. If a sugar and a protein undergo a Maillard reaction, then it follows that there is a subsequent loss in the functionality of the protein.\textsuperscript{70,71} It has been shown\textsuperscript{72} that trehalose exhibits barely no Maillard reaction with amino acids at all, as opposed to e.g. sucrose which is highly prone to undergo this type of reaction. It has been proposed that this ability to avoid reactions between sugar and protein is one of the reasons behind the superior protective abilities of trehalose.

It has furthermore been shown that trehalose occupies a larger sample volume than similar disaccharides (37.5 v/v\% for trehalose, 13 v/v\% for sucrose, and 14 v/v\% for maltose at a molar concentration of 1.5M),\textsuperscript{73} which is coupled to the fact that trehalose forms larger hydrated volumes. It was indicated that if other protective co-solutes (such as sucrose or maltose) had the same volumetric concentration as trehalose then they will exhibit similar prevention of protein unfolding at the same level as trehalose, albeit at a much higher molarity\textsuperscript{*}.\textsuperscript{73}

In summary, there are many different aspects to be concerned about regarding the question of why trehalose has such an excellent stabilizing ability. In the discussion above, just a few important hypotheses have been brought up which has been relevant to the current thesis; particularly the issue of the structure of aqueous trehalose or the issue of water replacement/entrapment-theories.

There are probably different protective mechanisms for different types of environmental stresses. For example, the mechanism that stabilizes during cryoprotection is not the same mechanism which is important for lyophilization. Some factors are however very important for a molecule to be able to stabilize

\textsuperscript{*}The molarities required to reach the same volumetric concentration was in the order of 4M for sucrose and maltose. Since such concentrations of disaccharides are not soluble the unfolding prevention property was actually shown using glycerol with the same volume concentration as trehalose(37.5 v/v\%)}
biological material. It needs to be able to slow down the surrounding water dynamics and perturb the water structure, yielding a stable glass without crystallization of the water. It should also be non-reactive with the protein, and be able to protect many different types of biomolecules (such as both proteins and lipid bilayers). Trehalose seem to possess all these qualities. It interacts strongly with water, thus it easily perturb crystallization and enables glass formation. Moreover, it prefers to interact with water over protein, thus leaving the protein hydration layer intact. Trehalose has also been shown to remain in a glassy state by buffering water molecules, and furthermore does not undergo Maillard reactions with proteins.
In the work presented in this thesis, the main methods used have been neutron diffraction combined with empirical potential structure refinement (EPSR) modeling – used for the investigation of the structure of aqueous trehalose – and differential scanning calorimetry (DSC) for indirect structural investigations of aqueous trehalose containing protein. These three methods will be the main focus of the following chapter, containing a brief overview of the theory behind these techniques. The implementation of these techniques will be further discussed in chapter 4.

3.1 Neutron Scattering

The use of scattering techniques for the study of all types of materials (including biological material) have been around for a long time. The first images of a protein (myoglobin) for example was, as previously mentioned, produced by Kendrew et.al., using X-ray scattering. Scattering methods in general has grown a lot in use during the past decades. For the investigation of biological materials (and many other kinds of materials) there are often a lot to be gained from using neutrons rather than X-rays, since the neutrons are electrically neutral and are capable of penetrating deep into the material. However, perhaps the biggest advantage of using neutrons is that hydrogen – which is extremely
abundant in biological materials – has a high cross section for neutron interaction, and is thus easier to study using neutrons. The cross section of atoms using X-rays is proportional to the number of electrons in each atom, and thus hydrogens are objects which are difficult to detect. The cross section of atoms as seen by neutrons however, vary more spuriously for different elements and isotopes. Furthermore, since the neutrons interact with atomic nuclei, this technique gives the possibility of performing isotope substitutions. By substituting e.g. hydrogen with deuterium, which has an extremely different total cross section, it is possible to alter the contrast between atoms depending on its isotope composition (see also section 4.1.3), without altering the structural and dynamical properties of the material substantially.

A typical neutron scattering experiment starts by irradiation of a sample with a beam of neutrons. The neutrons are either produced in a reactor – where the fast neutrons are the by-product of radioactive decay from uranium ($^{235}\text{U}$) – or by a spallation source, in which high energetic protons are collided with a block of tungsten which then eject ("spall") neutrons in every direction. From a spallation source the neutrons are guided through e.g. moderators (decreasing the kinetic energy of the neutrons), collimators, monochromators, or other devices designed to select the desired properties of the neutrons destined to hit the sample. Some of the neutrons that hit the sample scatter and are
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**Figure 3.1:** Schematic of a neutron scattering event. Incident neutrons impinge on the sample as a plane wave, with wave-vector $k$, and scatter radially with a wave-vector $k'$. 


subsequently detected, and data are collected for further analysis. There are many types of different neutron scattering techniques, which detect or focus on different properties of the scattered neutrons. In the present work, diffraction experiments, which mainly yield information of the structure of the investigated materials, have been used.

3.1 Neutron Scattering

3.1.1 Neutron Diffraction

Neutron diffraction is an experimental technique where one focus on the elastic and coherent part of the scattering. The scattered neutrons mainly contain information about structural correlation lengths within the sample. In the case of a neutron diffraction experiment, such as the one performed in this work (performed at NIMROD, see section 4.1.1 for further details), the sample is hit by a pulse of neutrons with wave-vectors $k$, with neutron wavelengths of $\lambda_i$ (ranging from 0.05Å to 10Å), and scatter with wave-vectors $k'$. In a neutron scattering experiment, the sample chamber is surrounded by detectors which essentially counts the number of neutrons scattered at different angles, and also at different arrival times. The scattered neutron wavelengths at a particular angle is calculated from their times of flight. Thus, the raw data produced is an intensity distribution function, $I(2\theta, \lambda)$, that relates the neutron intensity to a specific angle and wavelength. Typically, $I(2\theta, \lambda)$, is typically written as a function of $I(Q)$, where $Q$ is the scattering vector defined as:

\[ Q = k - k' \]  

(3.1)

where the relationship between $|Q| = Q$ and $\theta$ can be found by approximating the scattering to just be elastic scattering, such that $|k| = |k'| = \frac{2\pi}{\lambda_i}$. From that approximation and simple trigonometry one can obtain:

\[ Q = \frac{4\pi}{\lambda} \sin(\theta) \]  

(3.2)

So how does this scattered intensity relates to the structure of the material? Recall section 2.1.2 where the pair correlation function $g(r)$ was introduced,
which is perhaps the simplest way to represent the structure of an amorphous material. In the remaining part of this section a brief outline is given on how to get from the measured diffracted neutron data to $g(r)$.

First of all the obtained raw data from the diffraction experiment have to be corrected for different background signals, neutron absorption events, etc., which is given an overview of in section 4.1.2. From those corrections, the double differential scattering cross section $\frac{d^2\sigma}{dQdE}(Q)$ is obtained, which is the number of neutrons scattered into a solid angle element $d\Omega$ at an angle corresponding to scattering vector $Q$, with an energy between $E$ and $E + dE$. When studying elastic scattering, the energy part is integrated out, according to equation 3.3, and the double differential scattering cross section can thus be reduced to the differential scattering cross section $\frac{d\sigma}{d\Omega}(Q)$.

$$\frac{d\sigma}{d\Omega} = \int_{-\infty}^{\infty} \frac{d^2\sigma}{dQdE}(Q)dE$$

(3.3)

More about how to account for inelastic effects can be found in e.g. Ref. 78 or 79, however for the present discussion this approximation holds, and the discussion will focus on the static differential scattering cross section: $\frac{d\sigma}{d\Omega}(Q)$

So what is then the origin of this differential scattering cross section? Let us consider the wave formalism for neutrons for a while\(^*\); the neutron beam impinges on the sample as a plane wave (collimated beam) with wave-vector $\mathbf{k}$, and can be written as $\psi_i = \psi_0 e^{i\mathbf{k} \cdot \mathbf{r}}$ at position $\mathbf{r}$. $\psi_0$ is the amplitude of the incident wave related to the flux of the beam. After interacting with a single nucleus labeled $j$ at position $\mathbf{r}_j$, the outgoing wave will propagate radially outwards from the nucleus as:

$$\psi_f = -\psi_0 e^{i\mathbf{k} \cdot \mathbf{r}_j} e^{i\mathbf{k} \cdot (\mathbf{r} - \mathbf{r}_j)}$$

(3.4)

where $b$ is the so called scattering length of the nucleus, related to the cross section ($\sigma = 4\pi|b|^2$, measured in barns) of the nucleus, and is a measure of how strong the interaction between the incident neutron and the nuclei is. Summing up the contributions from all $N$ atoms in the sample, one obtains the total wave

\(^*\)For simplicity, the formalism described here applies for single component systems.
function:
\[ \psi_f = -\psi_0 e^{i\mathbf{k} \cdot \mathbf{r}} \sum_{j=1}^{N} b_j \frac{e^{i\mathbf{Q} \cdot \mathbf{r}_j}}{||\mathbf{r} - \mathbf{r}_j||} \]  

(3.5)

where again \( \mathbf{Q} = \mathbf{k} - \mathbf{k}' \). This wave function describes the amplitude of the scattered wave at different positions. The position of each atom could in principle be obtained through a Fourier transform of this function. However, what is measured at the detector is not the wave itself, but the square modulus of the wave function, \( |\psi_f|^2 \).

\[
|\psi_f|^2 \approx \frac{|\psi_0|^2}{r^2} \sum_{i=1}^{N} b_i e^{i\mathbf{Q} \cdot \mathbf{r}_i} \cdot \sum_{j=1}^{N} b_j^* e^{-i\mathbf{Q} \cdot \mathbf{r}_j} 
\]

(3.6)

In equation 3.6, it was assumed that the distance between the detector and the sample is much greater than the distances between nuclei in the sample (\(|\mathbf{r}| \gg |\mathbf{r}_j|\)), and thus \( |\mathbf{r} - \mathbf{r}_j| \approx r \).

This equation can furthermore be rewritten in terms of the differential scattering cross section by noting that the number of neutrons impinging on a small area, \( dA \), is \( |\psi_f|^2 dA \). The differential scattering cross section can thereby be written as the fraction of incident neutrons per solid angle \( d\Omega \):

\[
\frac{d\sigma}{d\Omega} = \frac{|\psi_f|^2}{|\psi_0|^2} \frac{dA}{d\Omega} = \left\{ d\Omega = \frac{dA}{r^2} \right\} = \sum_{i=1}^{N} b_i e^{i\mathbf{Q} \cdot \mathbf{r}_i} \cdot \sum_{j=1}^{N} b_j^* e^{-i\mathbf{Q} \cdot \mathbf{r}_j} 
\]

(3.7)

Rewriting equation 3.7 and averaging the nuclear scattering length, \( b \), over different spin orientations and isotopes the following equation can be obtained:

\[
\frac{d\sigma}{d\Omega} = \sum_{i,j}^{N} \langle b_i b_j^* \rangle e^{i\mathbf{Q} \cdot (\mathbf{r}_i - \mathbf{r}_j)} 
\]

(3.8)

It is useful to separate the term \( \langle b_i b_j^* \rangle \) into two different cases as well, either \( i \neq j \) or \( i = j \). If \( i \neq j \) then the average is taken over two different atoms which do not have any correlation in their scattering lengths. Hence for \( i \neq j \) then \( \langle b_i b_j^* \rangle = \langle b_i \rangle \langle b_j^* \rangle = \langle b \rangle^2 \). In the case when \( i = j \) however, the scattering refers to the "self-scattering" of individual nuclei. The term \( \langle b_i b_j^* \rangle \) then becomes:

\( \langle b^2 \rangle = \langle b \rangle^2 + \langle (b - \langle b \rangle)^2 \rangle \), i.e. a measure of how much the scattering length deviates from the mean value.\(^74\)
Using these scattering lengths and that for $i = j$ then $r_i = r_j$, and equation 3.8 can thus be written as:

$$
\frac{d\sigma}{d\Omega} = \langle b \rangle^2 \sum_{i,j}^N e^{iQ(r_i - r_j)} + N(\langle b^2 \rangle - \langle b \rangle^2)
$$

(3.9)

The incoherent scattering part is clearly not dependent on any structural parameters concerning the sample, and is thus merely added to the total scattering cross section as an (often unwanted) background in the case of a diffraction study. The coherent part however is typically written as:

$$
\frac{d\sigma}{d\Omega}_{coh} = \langle b \rangle^2 N S_{coh}(Q)
$$

(3.10)

Where $S_{coh}(Q) = \frac{1}{N} \sum_{i,j}^N e^{iQ(r_i - r_j)}$ is the coherent structure factor (from now on just called the structure factor, or $S(Q)$), which is a function describing the system that only depends on the investigated material. Using a general property of the Dirac delta function that $\sum_i e^{iQ \cdot r_i} = \int_V e^{iQ \cdot r} \sum_i \delta(r - r_i)$, $S(Q)$ can be rewritten as:

$$
S(Q) = 1 + \frac{1}{N} \int e^{-iQ \cdot r} \sum_{i,j \neq i}^N \delta(r - (r_i - r_j))dr
$$

(3.11)

The summation of Dirac delta functions in equation 3.11 is familiar from section 2.1.2. By recalling the definition of $g(r)$ through equation 2.3 and inserting this into equation 3.11, the following equation is obtained:  

$$
S(Q) = 1 + \rho \int e^{-iQ \cdot r} g(r)dr
$$

(3.12)

which, for an isotropic fluid can be simplified to:

$$
S(Q) = 1 + 4\pi \rho \int_0^{\infty} r^2 g(r) \frac{\sin(Qr)}{Qr} dr
$$

(3.13)

It can thus be concluded that there exist a relationship between the obtained neutron diffraction data and the pair correlation function.
Partial structure factors

The structure factor $S(Q)$ describes the total coherent elastic scattering of the sample. However, it is sometimes useful to divide $S(Q)$ into a sum of contributions arising from the correlations between different atom types. Similar to what was done for the total pair correlation function into partial pair correlation functions in section 2.1.2. The individual terms in $S(Q)$ is called partial structure factors and are usually written as $S_{\alpha\beta}(Q)$, where $\alpha$ and $\beta$ represents different atoms. They are defined through:

$$S(Q) = \frac{\sum_{\alpha\beta} \langle b_\alpha \rangle \langle b_\beta \rangle (S_{\alpha\beta}(Q) - 1)}{\sum_\alpha c_\alpha \langle b_\alpha \rangle^2} + 1$$

The partial structure factors in turn relate to the correlations between atom types $\alpha$ and $\beta$ via the partial pair correlation functions $g_{\alpha\beta}$ through:

$$S_{\alpha\beta}(Q) = c_\alpha \delta_{\alpha\beta} + c_\alpha c_\beta \rho \int e^{-iQ \cdot r} g_{\alpha\beta}(r) d\mathbf{r}$$

3.2 Empirical Potential Structure Refinement Modeling

In principle, a full set of partial pair correlation functions of a material can be obtained by isotopically labelling every unique atom type in the material, exchanging each atom type with a different isotope at the time. However, this method would be very time consuming, and such accurate partial isotopical marking is rarely available. Instead, several methods of computer modeling have been developed in order to obtain a complete model of a sample from the available diffraction data.

One such method, used in the work of this thesis, is the EPSR method. To describe this method it is useful to start with a previous method which EPSR is based on, namely the Reverse Monte Carlo (RMC) method.

3.2.1 RMC

In the RMC method (described in more detail in Ref. 81) the researchers typically set up a system where the structure of the molecules is initially de-
fined, and then a hard-sphere model is applied for the interactions between the molecules. A set of constraints are typically also set up, such as minimum intermolecular distances, or specific bond angles, as determined from other experimental methods (e.g., NMR, MD). Such constraints are necessary for avoiding unreliable outcomes, by for example preventing atomic overlaps.

The RMC program then randomly moves around an atom or a molecule and calculates e.g. the structure factors, and compares them with the experimental structure factors. If the move decreased the difference between the two corresponding structure factors, the move is accepted. If it increased the difference, the move is only accepted with a probability of:

$$\exp\left(-\frac{\chi^2_{\text{before move}} - \chi^2_{\text{after move}}}{2}\right)$$  \hspace{1cm} (3.16)

where $\chi^2$ is a quantity of the difference between the simulated and experimental data, and defined as:

$$\chi^2 = \sum_{i=1}^{n} \frac{[S_{\text{calc}}(Q_i) - S_{\text{exp}}(Q_i)]^2}{\sigma^2(Q_i)}$$  \hspace{1cm} (3.17)

where $\sigma(Q)$ is the standard deviation of experimental error for any measured value of $Q$.

RMC modeling is a widely used method which has been used for decades, and has helped to solve a significant number of molecular structures of disordered materials.\(^{82}\) However, RMC fails to take into account several physical aspects of a material when just searching for a structure which fits the experimental data, such as the fact that the obtained structure could in principle have a molecular potential which is energetically unfavorable.\(^{81}\)

### 3.2.2 EPSR

The EPSR method used in this work is derived from the RMC method, and just like RMC, EPSR seeks to obtain a minimum difference between the derived data and a set of experimental data. This is opposed to the Metropolis Monte Carlo (MMC) method which is an efficient method of obtaining the minimum intermolecular potential energy of a system. However, there are some important differences; in EPSR, the goal is to obtain a correct intermolecular potential
which leads to convergence with the experimental data, rather than fitting the
simulated structure directly to the diffraction data.

The procedure works in principle according to the following scheme:\textsuperscript{83}

1. Create a simulation box with the correct density and intramolecular structure.

2. Assign a reference potential (RP) to the system, i.e. find Lennard-Jones parameters for each atom type.

3. Run a MMC simulation on the system to minimise the potential energy. 
   This is done by randomly moving (translation, rotation, or bending) an 
   atom or molecule and subsequently measuring the potential difference 
   ($\Delta U$) due to that move. The move is always accepted if $\Delta U < 0$, and 
   only accepted with a probability of $\exp\left[-\frac{\Delta U}{k_B T}\right]$ if $\Delta U > 0$.

4. From the energetically minimized structure, the pair correlation function is calculated. This is subsequently Fourier transformed to give the 
simulated structure factor, $S_{\text{calc}}(Q)$.

5. The difference, $S_{\text{calc}}(Q) - S_{\text{exp}}(Q)$ is then calculated and used to calculate 
   the empirical potential (EP).

6. The empirical potential is then added to the reference potential.

7. Steps 3 - 6 are then iterated until the EP becomes stable, or until its 
   absolute energy exceeds a predefined value.

To start an EPSR simulation, first one needs to find a reference potential.
This includes different Lennard-Jones parameters but also intramolecular structures, intermolecular starting configurations and minimal distances. Typically, 
one has a lot of knowledge about a material determined through previous experiments which can be effectively included in the RP. The Lennard-Jones (LJ) 
parameters sets up an often used potential (Lennard-Jones potential) between 
two atoms and is the basis of the reference potential combined with an added Coloumb potential:

\begin{equation}
U_{\alpha,\beta}^{LJ} = 4\epsilon_{\alpha\beta} \left[ \left( \frac{\sigma_{\alpha\beta}}{r} \right)^{12} - \left( \frac{\sigma_{\alpha\beta}}{r} \right)^{6} \right] + \frac{q_{\alpha}q_{\beta}}{4\pi\varepsilon_0 r} \tag{3.18}
\end{equation}
Where $r$ is the distance between atom $\alpha$ and atom $\beta$, $q$ is the electric charge of a specific atom, $\sigma_{\alpha\beta}$ is the distance where the potential is zero, and $\epsilon$ is the depth of the potential well. $\sigma_{\alpha\beta}$ and $\epsilon_{\alpha\beta}$ are calculated according to the Lorentz-Berthelot mixing rules, based on the LJ parameters of the individual atoms.

$$\epsilon_{\alpha\beta} = \sqrt{\epsilon_{\alpha}\epsilon_{\beta}}$$

$$\sigma_{\alpha\beta} = \frac{\sigma_{\alpha} + \sigma_{\beta}}{2} \quad (3.19)$$

The individual LJ parameters in turn can be determined through various force-field calculations such as the OPLS-AA (Optimized Potentials for Liquid Simulations - All Atoms) force field which was used in paper I.

Further additions to the reference potential is well described in the EPSR manual (Ref. 83) and Ref. 82.

Below is given an overview of how the empirical potential (EP) is defined. For a more detailed description about these steps, the reader is again referred to Ref. 83 and Ref. 82. The empirical potential in real space is defined as a sum of Poisson functions:

$$U(r)^{EP} = kT \sum_i C_i p_n(r, \sigma) \quad (3.20)$$

where

$$p_n(r, \sigma) = \frac{1}{4\pi \sigma^3(n + 2)} \left(\frac{r}{\sigma}\right)^n e^{-\frac{r}{\sigma}} \quad (3.21)$$

and $n_i = \frac{r_i}{\sigma} - 3$ ($r_i$ and $\sigma$ is set by the user). $C_i$s are weights which are fitted through comparison with real data. $p_n(r, \sigma)$ can be Fourier-transformed to:

$$P_n(Q, \sigma) = \frac{1}{\sqrt{1 + Q^2 \sigma^2(n+4)(n + 2)}} \left[ 2\cos(n\alpha) + \frac{(1 - Q^2 \sigma^2)}{Q\sigma} \sin(n\alpha) \right] \quad (3.22)$$

where $\alpha = \arctan(Q\sigma)$. The empirical potential can then be written in Q-space accordingly:

$$U(Q)^{EP} = \sum_i C_i P_n(r, \sigma_Q) \quad (3.23)$$

The $C_i$-weights are determined by fitting $U(Q)^{EP}$ to the difference between $S_{exp}(Q)$ and $S_{calc}(Q)$. Once these go to small values (ideally to zero), the EP
converges and thus a final total potential is obtained. From this stage it is possible to start analyzing the obtained model and extract useful structural information.

3.3 Differential Scanning Calorimetry

Differential Scanning Calorimetry (DSC) is a method for determining different types of thermal events in a material. The principle behind this method is to change the temperature of a sample and measuring the involved heat (enthalpy). This process enables the experimenter to detect e.g. glass transitions, crystallization, denaturation, etc.

Inside the DSC cell there are two sample platforms; one for the sample and one for a reference sample. The reference sample is typically an empty sample holder, identical to the one holding the sample under investigation. When the temperature is set to change a certain rate $\Delta T$, the sensors on the sample and on the reference sample registers the difference in heat flow to and from the two samples $\Delta Q$. The difference $\Delta Q$ corresponds to the amount of energy required to change the temperature of the sample by $\Delta T$. Another important investigated property is the specific heat capacity, obtained after normalization with respect to e.g. sample mass and baseline. The heat flow to and from a sample is typically constant when no physical or chemical changes occur. However, when such events do occur, they show up in the signal in different ways depending on the nature of the event. In Figure 3.2 some events are pointed out that are relevant for the present thesis and will be briefly discussed here.

1. **Crystallization.** When the sample crystallizes it transforms from a highly disordered state to a more ordered one, the entropy ($S$) decreases and thus the process is exothermic, which shows up as a positive peak as indicated in Figure 3.2.

2. **Melting.** Opposite of crystallization, the disorder of the sample is increased more energy is required to break the crystal structure, which shows up as an endothermic dip in the DSC curve.
3. **Glass transition.** The glass transition, is a second-order process (explained in section 2.1), and it is thus associated with a change in the heat capacity of the sample. It can be seen as a step in the baseline of the heat flow.

4. **Denaturation.** During the denaturation process the hydrogen bonds keeping the protein in its functional state are broken. When this happens the protein can easily unfold and aggregate. This is an irreversible process and shows up as an endothermal peak in the DSC scan.

![Typical DSC scan](image)

Figure 3.2: Typical DSC scan of a sample containing protein and trehalose. (1) Sample partially crystallize during cooling. (2) During heating, the crystalline part of the sample melts. (3) A part of the sample exhibits a glass transition. (4) The protein denatures.
Experimental Procedures

4.1 Neutron Diffraction Experiments

4.1.1 Diffractometer

The diffraction data presented in paper I were obtained using the NIMROD (Near and InterMediate Range Order Diffractometer) diffractometer at the spallation source ISIS, Rutherford Appleton Laboratory, UK. The incident neutrons at NIMROD arrive to the sample in wavelengths between 0.05–10Å, and it has a broad Q-range of 0.01–50 Å$^{-1}$. This broad Q-range makes NIMROD specialized in measuring a very wide range of length-scales, from less than 1Å, up to more than 300Å. It is thus possible to combine structural data from the microscopic range (through the large scattering angles) to the mesoscopic range (via the small scattering angles). This makes NIMROD suitable for probing large-scale structures inside a disordered medium, such as liquids or macro-molecules in solutions.

4.1.2 Data Corrections

To obtain useful structure factors from the raw neutron diffraction data, the GUDRUN data correction software has been used in the work presented in this thesis. More details about the discussed corrections can be found in Ref. 11.

Neutron diffraction data is typically normalized using a vanadium plate since it exhibits almost only incoherent scattering. Therefore, the scattering
from the vanadium plate does not depend on $Q$, and thus show up as a uniform background signal for a given incident neutron flux. This background signal is used to give the data an absolute scale, since the theoretical scattering of the vanadium plate is relatively easy to calculate. The number of detected neutrons at each detector can thus be divided by the number of theoretically detected neutrons to give the normalization factor for that particular detector.

Measurements are normally also made on an empty sample holder, in order to subtract the signal from the sample holder from the measured data.

- **Multiple scattering corrections.**

  In the theory presented about neutron scattering above, it is assumed that a scattered neutron travels directly from the sample to the detector. This is however merely an approximation; multiple scattering events are possible, and sometimes this has to be taken into account. The probability that a neutron is scattered multiple times can be calculated from the atomic composition of the sample and the sample geometry. From these parameters, a background signal can be calculated and subsequently removed from the final structure factor.

- **Absorption corrections.** Another approximation in the theory presented in section 3.1.1 is that there is no absorption of neutrons in the sample. The cross section of a sample was presented as a scattering cross section. However in reality, the total cross section should include the absorption cross section ($\sigma_{tot} = \sigma_{scattering} + \sigma_{absorption}$). For the energies of the incident neutrons in the present experiments, the absorption cross section is assumed to have a linear dependency to the wavelength of the incident neutrons, which is a good approximation. Similar to the situation with the multiple scattering corrections, the absorption is estimated from the atomic composition of the sample plus sample holder, and their combined geometry. The atoms are furthermore approximated to be isotropically distributed within the sample (as well as in the sample holder).

- **Deadtime corrections.**
Deadtime corrections are necessary due to the "deadtime" of the detectors. When a detector is hit by a neutron, it requires some time before it is able to count the next one. Thus, they may count multiple hits as just one if they are unable to resolve these in time. GUDRUN takes this into account and compensates for such effects.

### 4.1.3 Isotope substitution

As previously discussed in section 3.1, the structure factor, \( S(Q) \), can be expressed as a linear combination of the different partial structure factors, \( S_{\alpha\beta}(Q) \), as in equation 3.14. In theory, this equation can be inverted, with the help of substitution of isotopes. Given that a molecular system has the same structure for different isotopes, the only thing differing in the obtained structure factors is the scattering lengths. By choosing appropriate substitutions different partial structure factors can therefore be emphasized or hidden, thus in total yielding a full set of partial structure factors (which subsequently generates the partial pair correlation functions through Fourier transformation). The number of substitutions required to fully solve this in a sample of \( n \) different chemical species is the same as the number of different partial structure factors that can be generated, i.e. \( \frac{n(n+1)}{2} \).

![Figure 4.1: Sketch showing how isotope substitution gives contrast to particular sets of atoms in a sample.](image-url)
4.2 EPSR analysis

4.2.1 Coordination numbers

The coordination number, \( n_{\beta}^{\alpha}(r_1, r_2) \), which gives the number of atoms of type \( \beta \) surrounding a central atom type \( \alpha \) within a radial distance between \( r_1 \) and \( r_2 \), is calculated using the partial pair correlation functions \( g_{\alpha\beta}(r) \):

\[
 n_{\beta}^{\alpha}(r_1, r_2) = 4\pi c_{\beta} \int_{r_1}^{r_2} g_{\alpha\beta}(r) r^2 dr \tag{4.1}
\]

where \( c_{\beta} \) is the atomic number density of atom \( \beta \), and \( g_{\alpha\beta}(r) \) is defined through equation 2.4.

This number is in general reported for different coordination shells (first, second, etc.), where e.g. the first coordination shell is typically defined as the coordination number between \( r_1 = 0 \) and \( r_2 \). \( r_2 \) is the distance where the first minima appear in \( g_{\alpha\beta}(r) \) after the first obvious peak (in the O-O correlation for water in Figure 2.4 for example, \( r_2 \) would be approximately 3.4Å).

4.2.2 Clusters

In order to calculate the cluster size distribution in the molecular model, the cluster-subroutine in EPSR was used. This subroutine counts the number of molecules in each cluster, ranging from a non-clustered molecule with a cluster size of 1, to a complete clustering, where all specified molecules in the model are connected to the same cluster. In paper I the definition for two trehalose molecules to be considered clustered was that the minimum distance between an oxygen and a hydrogen from different trehalose molecules was 2.5Å. If yet another trehalose bind to one of the already clustered trehalose molecules, the cluster-size for this cluster grow with one unit.

4.2.3 Angle distributions

Another important EPSR subroutine used in this work is one that counts various angle distributions. Within this subroutine the user defines triplets of atoms, and maximum distance criteria for these atoms. The program then measures the angle between every triplet of atoms that satisfies the distance
criteria. This subroutine was used to investigate the geometric configuration of the water structure in paper I (see Figure 4 and 5, paper I).

### 4.2.4 Hydrogen bonding

The number of intermolecular hydrogen bonds between water and trehalose were calculated for the structures obtained from the EPSR simulation. The calculation was done using different sets of criteria for different definitions of a hydrogen bond. Previous EPSR studies (such as Ref. 84 and 85) in the literature have used a maximum distance criterion, i.e. a hydrogen bond is defined by that the distance between a donor hydrogen and an acceptor oxygen is less than 2.5Å. However various MD-studies (e.g. Ref. 30 or 86) typically employ a distance criteria combined with an angular criterion. The most common setup for these two criteria is that the minimum distance between an acceptor oxygen and a donor oxygen is less than 3.4Å and that the O - H - - - O angle is maximum 120°. Other criteria were also used in paper I in order to compare with previous studies.

### 4.3 DSC Experiments

All DSC experiments for this thesis were performed on a DSC Q1000 (TA Instruments). For the measurements, each of the samples were placed in hermetically sealed aluminum pans, which were placed on the sample podium within the DSC-sample chamber. The DSC-sample chamber is coupled to a liquid nitrogen cooling system, which allows for cooling to temperatures of -180°C. The DSC-sample chamber is also connected to a thermal element, which could heat the samples up to 550°C. The temperature and the heat flow to and from the reference and the sample are measured independently.

Before the measurements, heat capacity calibration was performed using two sapphire disks (one for the reference podium and one for the sample podium). By scanning the heat flow and the heating rate for a large span of temperatures it is possible to find the calibration constant, $K$, defined as $C_p = K \frac{\text{Heat flow}}{\text{Heating Rate}}$\textsuperscript{87} since the heat capacity of sapphire ($C_p$) is well-known and stable. A temperature and enthalpy calibration was also performed by
heating three standard substances (indium, water, and mercury) over their melting temperatures. The melting temperatures and heat of fusion for these substances are well known, and thus any deviations in temperature or enthalpy measurements can be corrected for by using these calibration constants.
Summary of Appended Papers

Paper I: Structure of aqueous trehalose solution by neutron diffraction and structural modeling

In paper I, some of the fundamental properties of the structure of aqueous trehalose were investigated. Many of the previous reported studies on these properties have been done by e.g. MD simulations (see for example Ref. 30 and 31). Such studies are sometimes limited by the approximative force fields, which do not necessarily produce correct structures. For the work in this study, the structure was directly investigated by using neutron diffraction. The data were collected on the NIMROD neutron diffractometer, and were thereafter analyzed using EPSR simulations. A similar study has previously been performed, however with a different isotope substitution scheme than the one performed in this study. In Ref. 88, the authors deuterated the exchangeable trehalose hydrogens, which thereafter were dissolved in H₂O. However, the presence of H₂O makes the deuterated hydrogen groups exchange back to hydrogen, which was not taken into account. In paper I, when deuteration of the exchangeable hydrogens was done, the trehalose was subsequently dissolved in D₂O so that no further exchanges altered the desired isotope configuration. Deuteration was furthermore done on the non-exchangeable hydrogen-groups, which were subsequently dissolved in either D₂O or H₂O, without any further exchanges occurring.
The EPSR modeling was performed by building a simulation box of 2000 water molecules and 52 trehalose molecules. Analysis of the structure of water in the presence of trehalose indicated that the water structure is significantly perturbed, most likely due to that trehalose exposes a large portion of its potential hydrogen-bonding sites for the water molecules to bind to. This finding – which is opposing the work done by Ref. 88 – presumably also correlates with the low degree of clustering of trehalose molecules. Previous studies\textsuperscript{30,31} have reported more trehalose clustering than was found in the present study, and this lack of clustering may play a large role in explaining the peculiarity of trehalose.

**Paper II: The Role of Trehalose for the Stabilization of Proteins**

In paper II, the role of trehalose during the stabilization process was investigated by differential scanning calorimetry. The samples studied were composed of mixtures of water, trehalose, and myoglobin, at a wide range of concentrations, typically at a water concentration less than 75wt%. Particularly, the glass transition temperatures and the denaturation temperatures were studied to correlate the stability of the glassy matrix (as determined by $T_g$) with the
stability of the protein (determined by \( T_{\text{den}} \)). It was shown that more trehalose was correlated with both an increment in \( T_g \) and in \( T_{\text{den}} \). Samples which did not form ice exhibited a positive correlation between \( T_g \) and an increase in protein concentration, but a negative correlation if the sample did form ice. This is explained by that the protein effectively dries out the glassy trehalose–protein matrix when there is no ice formation, which thus raises \( T_g \). If ice is formed however, the amorphous part of the sample becomes freeze-concentrated by expelling any excess water molecules. In this freeze-concentrated part, \( T_g \) is determined by the protein:trehalose ratio, and the protein has a lower \( T_g \) than trehalose.

![Figure 5.2: Sketch of preferential hydration interpretation](image)

By determining the maximum water concentration before the sample exhibit crystallization, for different trehalose:protein ratios, it was found that water preferentially adsorbs to the protein surface. Thus, the results indicate that the preferential hydration model (as sketched in Figure 5.2 and explained in section 2.5.3) is more likely than the water replacement model, for the investigated concentrations.
Conclusions and Outlook

The particular conformation of a trehalose molecule causes the hydroxyl groups of the trehalose molecule to prefer interacting with water molecules (hydrogen bonding), rather than other trehalose hydroxyl groups (both internal and external). This means that trehalose avoids clustering and folding, yielding more interactions with its environment (e.g. Ref. 30 or paper I). Generally, this is not a unique property; many molecules provide a large amount of HB-sites. Trehalose possess chemical properties beyond that. It creates a homogeneous stabilizing environment, and it is flexible enough that it can adapt to complex surfaces, such as proteins, thus forming a great scaffold. Furthermore, trehalose tend to not bind directly to protein surfaces, and traps a layer of water at those surfaces instead (see e.g. Ref. 69 or paper II). This means that trehalose does not enforce its own structure on to the protein surface, which – if it occurred – could result in a destabilization of the entire protein.

Although indirect evidence was found for a preferential hydration model – and some previous studies in the literature propose a similar picture as the one given in paper II – it should be noted that a direct observation of such structures has not yet been made. Currently, I am working on such data from small to wide-angle neutron diffraction measurements. That study, in combination with a quasi-elastic neutron scattering experiments, and a collaboration with an MD-study, should provide a complete picture of how trehalose interact with protein in an aqueous solution. Thus, obtaining both the structure and the dynamics of such a system.
A more complete picture of how trehalose acts upon biological material, at preservation conditions, may result in a more general understanding of biomolecular stabilization mechanisms. This can lead to improved cryopreservation and lyophilization procedures, which would be vastly beneficial to a large number of fields.
Glossary

DSC  Differential Scanning Calorimetry
EPSR  Empirical Potential Structure Refinement
HB  Hydrogen Bond
MMC  Metropolis Monte Carlo
NIMROD  Near to Intermediate Range Order Diffractometer
RMC  Reverse Monte Carlo
RP  Reference Potential

$T_g$  Glass transition temperature
$T_d$  Denaturation temperature
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