Analytical and numerical study of travelling waves using the Maxwell-Cattaneo relaxation model extended to reaction-advection-diffusion systems
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Within the framework of the Maxwell-Cattaneo relaxation model extended to reaction-diffusion systems with nonlinear advection, travelling wave (TW) solutions are analytically investigated by studying a normalized reaction-telegraph equation in the case of the reaction and advection terms described by quadratic functions. The problem involves two governing parameters: (i) a ratio \(\varphi^2\) of the relaxation time in the Maxwell-Cattaneo model to the characteristic time scale of the reaction term, and (ii) the normalized magnitude \(N\) of the advection term. By linearizing the equation at the leading edge of the TW, (i) necessary conditions for the existence of TW solutions that are smooth in the entire interval of \(-\infty < \xi < \infty\) are obtained, (ii) the smooth TW speed is shown to be less than the maximal speed \(\varphi^{-1}\) of the propagation of a substance, (iii) the lowest TW speed as a function of \(\varphi\) and \(N\) is determined. If the necessary condition of \(N > \varphi - \varphi^{-1}\) does not hold, e.g., if the magnitude \(N\) of the nonlinear advection is insufficiently high in the case of \(\varphi^2 > 1\), then, the studied equation admits piecewise smooth TW solutions with sharp leading fronts that propagate at the maximal speed \(\varphi^{-1}\), with the substance concentration or its spatial derivative jumping at the front. An increase in \(N\) can make the solution smooth in the entire spatial domain. Moreover, an explicit TW solution to the considered equation is found provided that \(N > \varphi\). Subsequently, by invoking a principle of the maximal decay rate of TW solution at its leading edge, relevant TW solutions are selected in a domain of \((\varphi, N)\) that admits the smooth TWs. Application of this principle to the studied problem yields transition from pulled (propagation speed is controlled by the TW leading edge) to pushed (propagation speed is controlled by the entire TW structure) TW solutions at \(N = N_{cr} = \sqrt{1 + \varphi^2}\), with the pulled (pushed) TW being relevant at smaller (larger) \(N\). An increase in the normalized relaxation time \(\varphi^2\) results in increasing \(N_{cr}\), thus promoting the pulled TW solutions. The domains of \((\varphi, N)\) that admit either the smooth or piecewise smooth TWs are not overlapped and, therefore, the selection problem does not arise for these two types of solutions. All the aforementioned results and, in particular, the maximal-decay-rate principle or appearance of the piecewise smooth TW solutions, are validated by numerically solving the initial boundary value problem for the reaction-telegraph equation with natural initial conditions localized to a bounded spatial region.
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I. INTRODUCTION

Propagation of a wave in a nonequilibrium medium is a widespread phenomenon relevant to many branches of science, such as biology [1–5], economics [6], combustion [7,8], chemistry [9], thermoelasticity and the thermal convection in nanofluids [10], physics [11,12], meteorology, oceanology and hydrogeology [13–15], etc. Mathematical models of the phenomenon are based on a scalar transport partial differential equation (PDE), which reads

\[
\frac{\partial j}{\partial t} + \frac{\partial j}{\partial x} = w(u)
\]  

(1)

in the one-dimensional case. Here, \(u(x,t)\) is the concentration of a substance (or population), \(j(x,t)\) is the substance flux across \(x\) at time \(t\), and \(w(u)\) is a rate function (source). In the literature, various constitutive relations between \(j(x,t)\) and \(u(x,t)\) were applied to various problems. The goal of the present work is to study traveling wave (TW) solutions \(u(z)\) to the scalar balance Eq. (1) supplemented with the following generic constitutive relation:

\[
\frac{\partial j}{\partial t} + v^2 \frac{\partial u}{\partial x} = -\frac{1}{\tau} (j - q).
\]  

(2)

Here, \(z = x - St\), \(S\) is TW speed, the flux \(q = q(u)\) depends solely on \(u\), \(v^2 \tau = D\), and both the relaxation time \(\tau\) and diffusion coefficient \(D\) are considered to be constant in homogeneous space. If the concentration is nondimensional and \(x\) is distance, then, \(j, v, \), and \(q\) have dimension of velocity. The terms of Eq. (2) are introduced for the following three reasons.

First, if the nonlinear advection flux \(q\) vanishes and the relaxation time is asymptotically short, i.e., \(\tau \to 0\) with \(v^2 \tau = D = \text{const}\), then, Eq. (2) reduces to Fick’s law of diffusion. This phenomenological law is widely used in various fields of science [16].

Second, the nonlinear term \(q(u)\) allows for deterministic motion of substance in (or opposite to) the direction of its gradient, in addition to the Brownian motion modeled by the second term on the left hand side (LHS). Such deterministic motion is relevant to various phenomena in biology, physiology, chemistry, etc. [3,4,17]. For instance, a nonlinear advection term is invoked [18–21] to model the so-called countergradient scalar transport in turbulent
flows. Such a transport is well documented, e.g., in premixed turbulent flames [22–24], where it is driven by preferential acceleration of lighter (when compared to unburned gas) combustion products by pressure gradient induced due to thermal expansion [25,26].

Third, the use of Fick’s law, i.e., substitution of Eq. (2) with \( \tau \to 0 \) and \( q = 0 \) into Eq. (1), is well known to yield infinitely high velocity of the substance propagation in the simplest case of \( w \equiv 0 \), e.g. [16,27,28]. To limit the propagation speed, Eq. (2) invokes a widespread model of the substance dispersion, developed by Maxwell [29] and Cattaneo [30,31], who introduced the following relaxation equation for the flux:

\[
\frac{\partial j}{\partial t} = -\tau (j - j_{eq}),
\]

where the equilibrium flux \( j_{eq} \) is given by Fick’s law, i.e.,

\[
j_{eq} = j_D \equiv -D \frac{\partial u}{\partial x}.
\]

The Maxwell-Cattaneo (MC) model, i.e., Eq. (1) with \( w \equiv 0 \) and Eq. (3), takes into account memory effects in the evolution of the substance flux, because \( j \) approaches its equilibrium value \( j_{eq} \) during a finite relaxation time \( \tau \). The MC model results in the well-known telegraph (or damped wave) equation, which is widely used in physics and biology, as reviewed in detail elsewhere [28]. Accordingly, the MC model yields a finite speed of the substance propagation, whose magnitude is limited by \( v \). Indeed, if the initial conditions are compact, i.e.,

\[
\begin{align*}
 u &\equiv 0, \quad j \equiv 0, \quad x < x_{10}, \\
 0 < u < 1, \quad j \neq 0, \quad x_{10} < x < x_{20}, \quad (4) \\
 u &\equiv 0, \quad j \equiv 0, \quad x > x_{20},
\end{align*}
\]

at \( t = 0 \), then the domain of the influence of the initial conditions

\[
x_{10} - vt \equiv x_{1}(t) < x < x_{2}(t) = x_{20} + vt \quad (5)
\]

is bounded by left and right sharp fronts, \( x_{1}(t) \) and \( x_{2}(t) \), respectively. The concentration \( u \) and flux \( j \) are not perturbed outside this domain.

Thus, Eqs. (1) and (2) allow for (i) substance creation, e.g., in chemical reactions, (ii) Fick’s diffusion, e.g., due to Brownian motion, (iii) memory effects in the development of the flux \( j \) (the MC model), and (iv) nonlinear advection, e.g., chemotaxis (production of chemicals by population organisms) in biology [17] or countergradient transport in turbulent flames [22–24].

Accordingly, Eq. (2) subsumes various widely used constitutive relations between \( j(x,t) \) and \( u(x,t) \). For instance, first, if \( q = 0 \) and \( \tau \to 0 \) with \( v^2 \tau = D = \text{const} \), then, Eqs. (1) and (2) reduce to a well-known reaction-diffusion equation, which is widely applied in various fields of science [32]. Second, if \( q = ku(1 - u) \) is finite (any sign of the coefficient \( k \) is admitted), but \( \tau \to 0 \), then, Eqs. (1) and (2) reduce to a well-known convection-reaction-diffusion equation introduced into mathematical biology and investigated by Murray [34,35]. Third, if \( \tau \) is finite, but both \( q \) and the rate \( w \) vanish, then Eqs. (1) and (2) model turbulent diffusion of an admixture in a flow [33]. Fourth, if \( q \) vanishes, but both \( \tau \) and \( w \) are finite, then Eqs. (1) and (2) extend the MC model to chemically reacting substance and this particular problem is discussed in detail elsewhere [16,34–36]. Fifth, if both \( q \) and \( \tau \) are finite, but \( w \) vanishes, then Eqs. (1) and (2) reduce to a model of traffic flow, developed by Jordan [37] who considered \( q(u) \) to be a quadratic function of the traffic density \( u(x,t) \).

Nevertheless, despite that Eqs. (1) and (2) subsume various known models of various phenomena, as illustrated above, the present authors are not aware of a study of these two equations in a general case of finite \( w, q \), and \( \tau \). The present work aims at filling this gap and investigating the interplay of all three effects (reaction, nonlinear advection, and memory) by (i) exploring TW solutions to Eqs. (1) and (2) and (ii) describing selection of relevant TW solutions. We consider a TW solution to be relevant if, at \( t \to \infty \), it is reached by a solution to initial boundary value problem (IBVP) stated by Eqs. (1) and (2) with compact initial conditions given by Eq. (4) and with the following boundary conditions for a substance concentration \( u \):

\[
u(-\infty,t) = 1, \quad u(\infty,t) = 0.
\]

Here, for determinacy, we address a wave that propagates from left to right. Moreover, obtained analytical results will be validated by numerically solving the stated IBVP. The generic Eqs. (1) and (2) are relevant, e.g., to modeling of premixed turbulent burning. In this particular case, \( u \) is a mean combustion progress variable [22], \( w \) is a mean rate of product creation, the second term on the LHS of Eq. (2) models turbulent diffusion, and the nonlinear advection term is associated with pressure-driven countergradient transport discussed above. In the case of \( \tau \to 0 \) and constant \( v^2 \tau = D \), Eqs. (1) and (2) were already applied to modeling premixed turbulent burning [19–21]. However, in this case, Eqs. (1) and (2) admit an infinitely high speed of the propagation of flame leading edge, whereas, from the physical viewpoint, the propagation speed should be limited by the rms flow velocity in intense turbulence [7,38,39]. The use of the MC model, i.e., a study of Eq. (2) with a finite \( \tau \), allows us to overcome this difficulty and to explore flame propagation at a finite speed. Accordingly, a particular goal of this work is to study the influence of the memory effects (finite values of \( \tau \)) on turbulent flame speed and transition from pulled to pushed flames. It is worth noting that while combustion is accompanied by density variations, they are not addressed in the present work.

The rest of the paper is organized as follows. In Sec. II, an IBVP associated with Eqs. (1) and (2) is stated in a nondimensional form and a method of analysis is outlined. In Sec. III, a boundary value problem (BVP) resulting from the stated IBVP is addressed by studying various types of TW solutions to the BVP and finding boundaries of different regimes of TW propagation as functions of relative magnitudes of various terms in Eqs. (1) and (2). In Sec. IV, an explicit smooth pushed TW solution is obtained. In Sec. V, the relevant TW solutions to the stated IBVP are addressed. The obtained analytical results are supported by numerical simulations of the IBVP in Sec. VI, followed by conclusions.

II. STATEMENT OF THE PROBLEM

A. Governing equations

For dimensional reasons,

\[
w(u) = \frac{\alpha(u)}{\tau_f}, \quad q(u) = -V Q(u),
\]
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where $\tau_f$ is a characteristic time scale of the source term, $-\infty < V < \infty$ is a dimensional (m/s) input parameter that controls the intensity of the nonlinear advection, while the functions $\omega(u)$ and $Q(u)$ are dimensionless.

In the present study, we consider the case of (i) a monostable source term $\omega(u)$, i.e., it has simple zeros at $u = 0$ and $u = 1$, but is positive between,

$$\omega(0) = \omega(1) = 0, \quad \omega(0 < u < 1) > 0,$$

and (ii) an advection that vanishes at $u = 0$ and $u = 1$, but is positive between, i.e.,

$$Q(0) = Q(1) = 0, \quad Q(0 < u < 1) > 0.$$

In such a case, $u = 0$ and $u = 1$ are homogeneous unstable and stable states, respectively.

Normalization of Eqs. (1), (2), and (7) using the length $\sqrt{D\tau_f}$ and time $\tau_f$ scales yields

$$\frac{\partial u}{\partial \theta} + \frac{1}{\varphi} \frac{\partial \hat{j}}{\partial \xi} = \omega,$$

$$\frac{\partial \hat{j}}{\partial \theta} + \frac{1}{\varphi} \frac{\partial u}{\partial \xi} = -\frac{1}{\varphi} \hat{j} - N Q(u),$$

respectively. Here, $\xi = x / \sqrt{D\tau_f}$, $\theta = t / \tau_f$, $\hat{j} = \varphi \hat{j} / \sqrt{D\tau_f}$, $\varphi^2 = \tau / \tau_f$, $N = V / \sqrt{D\tau_f}$, $\varphi > 0$, $-\infty < N < \infty$, and the same symbol $u$ is used for the substance concentration as a function of dimensionless variables $\xi$ and $\theta$. Initial and boundary conditions are given by normalized Eqs. (4) and (5), respectively.

The stated problem involves two nondimensional input parameters: (i) the normalized magnitude $N$ of the nonlinear advection flux (in the case of premixed turbulent combustion, $N$ is associated with a widely used Bray number [18,22]), and (ii) a ratio $\varphi^2$ of the relaxation time in the MC model to the characteristic time scale of the source term $w$ on the right hand side (RHS) of Eq. (1). The inverse ratio of the two time scales controls the maximal wave propagation speed, i.e., $\varphi \sqrt{\tau / \tau_f} = \sqrt{\varphi^2 \tau / \tau_f} = \varphi^{-1}$. In the case of $\varphi < 1$ (or $\varphi > 1$), the relaxation time scale is shorter (longer) than the characteristic reaction time scale. In the case of $N < 1$ (or $N > 1$), the magnitude of Fik’s diffusion flux is larger (smaller) than the magnitude of the nonlinear advection flux. If applied to premixed combustion, the case of $N < 1$ (or $N > 1$) is associated with gradient (countergradient) turbulent scalar transport.

Differentiating Eqs. (10) and (11) with respect to $\xi$ and $\theta$, respectively, subtracting the latter equation from the former, and using Eq. (10) to exclude the spatial derivative of the flux, Eqs. (10) and (11) can be recasted into the following reaction-telegraph equation:

$$\varphi^2 \frac{\partial^2 u}{\partial \theta^2} + \left(1 - \varphi^2 \frac{d\omega}{du} \right) \frac{\partial u}{\partial \theta} - N \frac{d}{d\theta} \frac{\partial u}{\partial \xi} = \frac{\partial^2 u}{\partial \xi^2} + \omega(u),$$

which does not involve the flux.

### B. Riemann invariants and maximal propagation speed

Indeed, using the method described, e.g., in [27,40], the hyperbolic Eq. (12) can be recasted into the characteristic form

$$\frac{\partial u_+}{\partial \theta} + \frac{1}{\varphi} \frac{\partial \hat{j}_+}{\partial \xi} = -\frac{1}{2\varphi^2} (u_+ - u_-) + \frac{\omega}{2} - \frac{NQ}{2\varphi},$$

$$\frac{\partial u_-}{\partial \theta} - \frac{1}{\varphi} \frac{\partial \hat{j}_-}{\partial \xi} = -\frac{1}{2\varphi^2} (u_+ - u_-) + \frac{\omega}{2} + \frac{NQ}{2\varphi},$$

where $u_+$ and $u_-$ are Riemann invariants, e.g., [27,40], defined as follows:

$$u_+ = \frac{1}{2} (u + j), \quad u_- = \frac{1}{2} (u - j), \quad j = u_+ - u_-.$$

The hyperbolic PDEs (13) and (14) can be solved by integrating the following linear ordinary differential equations (ODEs) for the characteristic curves, e.g., [27,40]

$$\frac{d \xi_{\pm}}{d\theta} = \pm \varphi,$$

$$\frac{d u_+}{d\theta} = \frac{1}{\varphi} \frac{\partial \hat{j}_+}{\partial \xi} + \frac{\omega}{2} - \frac{NQ}{2\varphi},$$

$$\frac{d u_-}{d\theta} = \frac{1}{\varphi} \frac{\partial \hat{j}_-}{\partial \xi} - \frac{1}{2\varphi^2} (u_+ - u_-) + \frac{\omega}{2} + \frac{NQ}{2\varphi},$$

respectively. Here, $\xi = x / \sqrt{D\tau_f}$, $\theta = t / \tau_f$, $\hat{j}_+ = \varphi \hat{j}_+ / \sqrt{D\tau_f}$, $\varphi^2 = \tau / \tau_f$, $N = V / \sqrt{D\tau_f}$, $\varphi > 0$, $-\infty < N < \infty$, and the same symbol $u$ is used for the substance concentration as a function of dimensionless variables $\xi$ and $\theta$. Initial and boundary conditions are given by normalized Eqs. (4) and (5), respectively.

It should be noted that the characteristic lines $\xi_{\pm}(\theta)$, described by Eq. (16), are uncoupled from Eqs. (17) and (18) for the Riemann invariants, which remain constant along the corresponding characteristic line if terms on the RHSs of Eqs. (17) and (18) vanish. In particular, the RHSs of Eqs. (17) and (18) vanish along characteristics lines that originate from $\xi_{\pm}(0) \leq \xi_{\pm} = x_{\pm} / \sqrt{D\tau_f}$ and $\xi_{\pm}(0) \geq \xi_{\pm} = x_{\pm} / \sqrt{D\tau_f}$, where the boundaries $x_{\pm}$ stem from the initial conditions given by Eq. (4). Therefore, the domain of the influence of these initial conditions is as follows:

$$\xi_{\pm} = \varphi^{-1} \theta < \xi < \xi_{\pm}(\theta) = \xi_{\pm} + \varphi^{-1} \theta, \quad \theta > 0.$$

It is bounded by sharp left and right fronts, $\xi_{\pm}(\theta)$ and $\xi_{\pm}(\theta)$, respectively, which are nothing but the trailing and leading characteristic lines, respectively, that emanate from the left and right edges, respectively, of the compact domain of the initial conditions given by the normalized Eq. (4). Beyond this domain, the concentration $u$ and flux $j$ are not perturbed, i.e.,

$$u(\xi, \theta) \approx 1, \quad \hat{j}(\xi, \theta) \approx 0, \quad \xi < \xi_{\pm}(\theta) = \xi_{\pm} - \varphi^{-1} \theta, \quad u(\xi, \theta) \approx 0, \quad \hat{j}(\xi, \theta) \approx 0, \quad \xi > \xi_{\pm}(\theta) = \xi_{\pm} + \varphi^{-1} \theta, \theta > 0.$$

### C. Method of research

In the rest of the present paper, we will restrict ourselves to a particular but typical case of $\omega(u) = u(1 - u)$ and $Q(u) = u(1 - u)$. 
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In the case of \( \varphi = 0 \), i.e., the lack of memory effects, Eq. (12) reduces to the following reaction-diffusion equation:

\[
\frac{\partial u}{\partial \bar{\theta}} - N Q'(u) \frac{\partial u}{\partial \bar{\xi}} = \frac{\partial^2 u}{\partial \bar{\xi}^2} + \omega(u). \tag{21}
\]

If, moreover, the advection term is absent, i.e., \( N = 0 \), and \( \omega = u - u^q \) with \( q > 1 \), then, Eq. (21) reduces to a parabolic reaction-diffusion PDE known as the Fisher-KPP equation in honor of a pioneering work by Fisher [1] and Kolmogorov, Petrovsky, and Piskounov [2]. The rigorous mathematical theory of the KPP equation supplemented with the initial boundary conditions given by normalized Eqs. (4) and (5) is well elaborated in Ref. [2] and in subsequent studies reviewed elsewhere [3–6,12,32]. A number of important, but mathematically less rigorous, results were also obtained by investigating an IBVP stated by Eqs. (4), (5), and (21), as discussed in detail elsewhere [3–6,12,32]. It is also worth noting that there are other methods of studying the Fisher-KPP equation, e.g., the singular perturbation approach [41,42], which will not be used in the present work.

Accordingly, in Secs. III–V, we will assume that certain analytical results obtained by studying the two aforementioned problems can also be applicable to an IBVP posed by Eqs. (4), (5), and (10) and (11) or (12). Because expressions obtained by drawing such an analogy between Eqs. (12) and (21) require validation, a numerical study of unsteady solutions to Eqs. (4), (5), (10), and (11) was also performed and results will be discussed in Sec. VI.

In particular, the following results [2–6,12,32] obtained by investigating the KPP equation and Eq. (21) will be invoked by us.

First, there is a continuous spectrum of smooth TW solutions \( u(\xi, \theta) = U(\zeta) \), where \( \zeta = \xi - \Lambda \theta \) is a wave variable and \( \Lambda \) designates the wave speed, to a boundary value problem (BVP) stated by the TW counterpart of the KPP equation and the boundary conditions given by Eq. (5), with the TW speeds being bounded from below, i.e., \( \Lambda \geq \Lambda_{KPP} = 2 \) [2].

Second, the lowest TW speed \( \Lambda_{KPP} = 2 \) can be found by linearizing the KPP equation at the wave leading edge, i.e., at \( u \to 0 \) [2].

Third, the linearized KPP equation admits TW solutions that move at the same speed \( \Lambda \), but have two different decay rates \( \kappa = (dU/d\xi)_{\theta \to 0} \), i.e., \( \kappa_+(\Lambda) \) and \( \kappa_- (\Lambda) \), with \( \kappa_+(\Lambda) \geq \kappa_- (\Lambda) \) [2]. However, this does not mean that the nonlinear KPP equation admits two different TW solutions that move at the same speed \( \Lambda \), i.e., a solution to the linearized equation is not always a solution to the nonlinear KPP equation.

Fourth, as \( \theta \to \infty \), a time-dependent solution to the KPP IBVP approaches the TW solution characterized by the lowest propagation speed \( \Lambda_{KPP} = 2 \) provided that the initial wave profile is steep enough [2], e.g., is described with the initial conditions given by normalized Eq. (4). Such a TW is called pulled wave [12] in order to stress that its speed can be found by linearizing the KPP equation at \( u \to 0 \), i.e., the wave is pulled by its leading edge.

Fifth, the relevant TW solution to the KPP IBVP features \( \kappa_+ (\Lambda_{KPP}) = \kappa_- (\Lambda_{KPP}) \) [2] and is characterized not only with the lowest propagation speed, but also with the highest decay rate \( \kappa_- (\Lambda_{KPP}) \) that is consistent with the nonlinear KPP equation [2]. The point is that (i) \( \kappa_- (\Lambda) \) is decreased when \( \Lambda \) is increased, but (ii) the branch \( \kappa_+ (\Lambda) \) of solutions to the linearized KPP equation does not satisfy the nonlinear KPP equation if \( \Lambda > \Lambda_{KPP} = 2 \) [2].

Sixth, under certain conditions, the BVP associated with Eqs. (5) and (21) admits the so-called pushed TW solutions [12] whose speed \( \Lambda_p \) cannot be determined by linearizing Eq. (21) at \( u \to 0 \), e.g., because either the linear analysis admits all \( \Lambda > 0 \) or TW solutions to the linearized Eq. (21) do not satisfy the nonlinear Eq. (21) if \( \Lambda < \Lambda_p \). The decay rate of such a pushed TW belongs to the \( \kappa_+ (\Lambda) \) branch obtained by linearizing Eq. (21) at \( u \to 0 \). In other words, for such pushed TW solutions, the spectrum \( \Lambda(\kappa) \) consists only of an isolated discrete point \( \Lambda = \Lambda_p (\kappa_+) \).

Seventh, if (i) the linearized Eq. (21) admits TW solutions with \( 0 < \Lambda_1 \leq \Lambda \leq \Lambda_p \), (ii) there is a pushed TW solution to the nonlinear Eq. (21), and (iii) the decay rate \( \kappa_+ (\Lambda_p) \) is higher than decay rates \( \kappa_- (\Lambda_1 \leq \Lambda < \Lambda_p) \) obtained from the analysis of the linearized Eq. (21), then, a time-dependent solution to the IBVP associated with Eq. (21) approaches the pushed TW solution characterized by the highest decay rate [12,32,43–45].

Based on the results cited above, the following study will consist of four steps.

In Sec. III, pulled TW solutions to the considered problem will be addressed and the TW counterparts of Eqs. (10) and (11) will be linearized at \( u \to 0 \) in order to determine (i) a domain of \( (\varphi, N) \) such that a smooth (in entire interval \( -\infty < \zeta < \infty \)) solution to the linearized equations exists and (ii) a domain of \( (\varphi, N) \) such that \( \Lambda_{min} > 0 \) and \( \Lambda_{max} \) is lower than the maximal allowed propagation speed \( \varphi^{-1} \). Moreover, because the relevant solution to the KPP IBVP is characterized with \( \kappa_+ (\Lambda_{KPP}) = \kappa_- (\Lambda_{KPP}) = \kappa_m (\Lambda_{KPP}) \) [2], the focus of our analysis will be placed on \( \kappa_m (\Lambda_{min} \varphi, N) \) provided that \( \Lambda_{min} > 0 \), rather than \( \kappa_+ (\Lambda > \Lambda_{min} \varphi, N) \) or \( \kappa_- (\Lambda > \Lambda_{min} \varphi, N) \).

Then, analytical expressions for the piecewise smooth TWs with discontinuous \( U \) or its derivative at the sharp leading front will be obtained. These TWs propagate at the maximal propagation speed \( \varphi^{-1} \), i.e., \( \Lambda = \varphi^{-1} \).

In Sec. IV, a particular explicit pushed TW solution to the studied IBVP will be found. The pushed TW is smooth at \( -\infty < \zeta < \infty \) and propagates at a speed \( \Lambda \) less than the maximal propagation speed \( \varphi^{-1} \).

In Sec. V, the relevant smooth TW solutions will be selected between the pulled and pushed TWs based on two principles; (i) the lowest propagation speed [2] and (ii) the maximal decay rate [12,43–45]. First, when considering TW solutions to the linearized BVP, a TW solution that moves at the lowest speed \( \Lambda_{min} \) will be selected provided that \( \Lambda_{min} > 0 \). Second, a TW solution characterized by the highest decay rate will be selected by comparing solutions to the linearized BVP and a pushed solution to the nonlinear BVP. Selection between the smooth and piecewise smooth TWs will not be addressed, because the domains of \( (\varphi, N) \) associated with the two types of TW solutions do not overlap.

In Sec. VI, the selected relevant TW solutions will be validated using numerical simulations.

A similar method of analysis was recently applied by us [19–21] to three different particular subclasses of the parabolic reaction-diffusion PDE (21), i.e., in the case of \( \varphi = 0 \) in Eq. (12).
III. TW EQUATION AND BOUNDARY VALUE PROBLEM

Substitution of a TW solution, i.e., a wave \( u(\xi, \theta) = U(\xi) \), \( \dot{J}(\xi, \theta) = J(\xi) \), where \( \xi = \xi - \Lambda \theta \), that propagates at a constant speed \( \Lambda \) and has a stationary structure in the attached coordinate framework, into Eqs. (10) and (11) yields the following ODEs:

\[
\frac{dU}{d\xi} + \varphi^{-1} \frac{dJ}{d\xi} = \omega = U(1-U),
\]
\[\frac{dJ}{d\xi} + \varphi^{-1} \frac{dU}{d\xi} = -\varphi^{-2} J - \varphi^{-1} N U(1-U).
\]

Integration of Eq. (22) from \( \xi = -\infty \) to \( \xi = \infty \) results in the following expression for the TW speed \( \Lambda \):

\[
\Lambda = \int_{-\infty}^{\infty} \omega(u) d\xi > 0,
\]

because \( \dot{J}(\xi, 0) = \dot{J}(\xi, 0) > 0 \). The integral on the RHS of Eq. (24) is positive for \( \omega(U) > 0 \) and the TW speed is equal to the spatially integrated source term, as expected. The wave speed \( \Lambda \) is unknown and has to be determined as a part of the solution to the problem.

Resolving Eqs. (22) and (23) with respect to \( dU/d\xi \) and \( dJ/d\xi \) if \( \Lambda \neq \varphi^{-1} \), we arrive at the following BVP for the TW speed \( \Lambda \):

\[
\frac{dU}{d\xi} = \frac{-\Lambda \varphi^2 U(1-U) + \varphi^{-1} J + NU(1-U)}{\Lambda^2 \varphi^2 - 1},
\]
\[\frac{dJ}{d\xi} = \frac{\Lambda J + \Lambda \varphi NU(1-U) - \varphi U(1-U)}{\Lambda^2 \varphi^2 - 1},
\]
\[U(-\infty) = 1, \quad U(\infty) = 0,
\]
\[J(-\infty) = 1, \quad J(\infty) = 0.
\]

Equations (25) and (26) can be rewritten in the phase space \((J, U)\),

\[
\frac{dJ}{dU} = \frac{\Lambda J + \Lambda \varphi N U(1-U) - \varphi U(1-U)}{\Lambda \varphi^2 (U-1) + \varphi^{-1} J + NU(1-U)},
\]

with the boundary conditions being given by Eqs. (27) and (28). Stationary points \((J = 0, U = 0)\) and \((J = 0, U = 1)\) in the phase space \((J, U)\) are node and saddle, respectively. In the following, these node and saddle points will be referred to as the leading edge (LE) and the trailing edge (TE), respectively.

If \( \Lambda = \varphi^{-1} \), i.e., the TW speed \( \Lambda \) is equal to the maximal propagation speed, Eqs. (22) and (23) read

\[
-\frac{dU}{d\xi} + \frac{dJ}{d\xi} = \varphi U(1-U),
\]
\[\frac{dJ}{d\xi} + \frac{dU}{d\xi} = -\varphi^{-1} J - NU(1-U).
\]

Equations (30) and (31) are consistent with one another only if their RHSs are linked as follows:

\[
\varphi U(1-U) = \varphi^{-1} J + NU(1-U).
\]

Therefore the flux \( J \) is expressed through the concentration \( U \) by the algebraic relation

\[
J = (\varphi^2 - N \varphi) U(1-U).
\]

If \( \Lambda \neq \varphi^{-1} \), then, the ODEs (25) and (26) or ODE (29) and boundary conditions given by Eqs. (27) and (28) pose a BVP. To solve it, we have to find such eigenvalues \( \Lambda \) that a trajectory \( J(U) \) connects singular points \((0,0)\) and \((0,1)\) in the phase space \((J, U)\). If \( \Lambda = \varphi^{-1} \), then, the BVP consists of the ODE (30) supplemented with the algebraic Eq. (33) and boundary conditions given by Eqs. (27) and (28). In this case, the TW speed is known, but it is necessary to prove existence of a trajectory \( J(U) \) that connects singular points \((0,0)\) and \((0,1)\) in the phase space \((J, U)\). In the particular case of vanishing advection, i.e., \( N = 0 \), the BVP was considered by Hadeler [35,36] for smooth TW solutions whose speed was lower than maximal speed, i.e., \( \Lambda < \varphi^{-1} \). Recently, Bouin et al. [46] studied the same case of \( N = 0 \), extended the analysis by Hadeler [35,36] to \( \Lambda = \varphi^{-1} \), and found that (i) smooth TW solutions existed only if \( \varphi < 1 \), (ii) TW solutions were continuous but not smooth if \( \varphi = 1 \), and (iii) TW solutions were discontinuous (piecewise smooth) if \( \varphi > 1 \). It is worth noting that formal mathematical TW solutions to the considered BVP can exist even if \( \Lambda > \varphi^{-1} \), as proved at \( N = 0 \) in [46]. However, the speed \( \Lambda \) of a relevant TW solution that develops from the natural initial conditions given by Eq. (4) cannot exceed the maximal propagation speed \( \varphi^{-1} \).

For other initial conditions, i.e., for initial conditions with noncompact support, asymptotic TW solution and its speed are controlled by the decay of \( u(\xi,0) \) as \( \xi \to \infty \) (for a left-propagating wave). In that case, the constraint of \( \Lambda \leq \varphi^{-1} \) does not hold and the TW speed can exceed the maximal propagation speed, i.e., \( \Lambda > \varphi^{-1} \). Such solutions are beyond the scope of the present study and we will restrict ourselves to the compact initial conditions given by Eq. (4).

In the following, the cases of \( \Lambda < \varphi^{-1} \) and \( \Lambda = \varphi^{-1} \) will be considered separately.

A. TW speed is smaller than the maximal propagation speed, \( \Lambda < \varphi^{-1} \); smooth TWs

Solution of the nonlinear BVP given by Eqs. (25)–(28) requires consideration of the global behavior of the trajectories in the phase space. However, necessary conditions for existence of such trajectories and, in particular, a constraint that bounds the TW speed from below can be found by applying the linear analysis at the leading edge provided that the TW solution is smooth. Such a method is widely used when studying the KPP equation [2–5,12,13,32].

Linearization of Eqs. (25) and (26) at the leading edge, where \( U \ll 1, |J| \ll 1 \), yields

\[
\frac{dU}{d\xi} = \frac{(N - \Lambda \varphi^2) U + \varphi^{-1} J}{\Lambda^2 \varphi^2 - 1},
\]
\[\frac{dJ}{d\xi} = \frac{(\Lambda \varphi N - \varphi) U + \Lambda J}{\Lambda^2 \varphi^2 - 1}.
\]
In the vicinity of the unstable equilibrium point (0, 0), we can seek for the following asymptotic solution:

\[ U \propto \exp(-\kappa \xi) \ll 1, \quad J \propto \exp(-\kappa \xi) \ll 1, \]

\[ \kappa > 0, \quad \xi \to \infty, \]

(36)

where \( \kappa \) is the wave steepness or decay rate.

The asymptotic Eq. (36) assumes a smooth TW with infinite tail at the leading edge. At a first glance, Eq. (36) cannot be applied, because Eqs. (20) and (21) show that the concentration profile \( u(\xi, \theta) \) is not perturbed ahead of the right sharp front \( \xi_r(\theta) = \xi_{20} + \varphi^{-1} \theta \). In other words, at arbitrary \( \theta > 0 \), there is a uniform state \( u \equiv 0 \) and \( j \equiv 0 \) if \( \xi > \xi_r(\theta) = \xi_{20} + \varphi^{-1} \theta \); see Eq. (20). To resolve the problem, it is worth remembering that while the linear analysis yields \( \kappa_+ \) and \( \kappa_- \) given by Eq. (41) is negative, whereas eigenvalues of the BVP should be positive by virtue of Eq. (24). Therefore, if \( N \geq N^{\text{LA}}_c \), the linear analysis does not allow us to find a TW speed, i.e., pulled TWs do not exist. It is worth noting that while the linear analysis yields \( N^{\text{LA}}_c = 2 \) if \( 0 < \phi < 1 \) and \( N^{\text{LA}}_c = \phi + \phi^{-1} \) if \( \phi \geq 1 \), transition from pulled to pushed (the speed \( \Lambda \) is controlled by the interior wave shape and is larger than \( \Lambda_{\text{min}} \) given by the linear analysis) TW solutions can occur even at \( N < N^{\text{LA}}_c \). Because the linear analysis does not guarantee that a phase trajectory that starts at \((J = 0, U = 0)\) finishes at \((J = 0, U = 1)\), the true critical values \( N_c \) cannot be determined from the linear analysis and will be found in Sec. V; see Eq. (59).

Results obtained in Appendix A hold even in a more general case, i.e., for any flux \( Q \) such that \( Q(u \to 0) \to Nu \) and for any source term \( \omega(u) \) such that \( \omega(u \ll 1) \ll u \), because linearization of this more general BVP at \( u \ll 1 \) results in Eqs. (A4)–(A8), with unity being substituted with \( d\omega/du(u \to 0) \leq 1 \) in each of these equations. Furthermore,
even if the dimensional problem parameters $\tau$, $\tau_f$, $D$, and $V$ vary within the TW, then, we can still arrive at Eqs. (A4)–(A8) again draw the same conclusions by normalizing the governing equations using $\tau(u \to 0)$, $\tau_f(u \to 0)$, $D(u \to 0)$, and $\varphi^2 = \tau(u \to 0)/\tau_f(u \to 0)$, with $N$ designating $V/\sqrt{D/\tau_f(u \to 0)}$ in this case. However, in order to obtain exact analytical solutions discussed in Sec. IV, the dimensional problem parameters should be independent of $u$.

Finally, it is worth noting that Eqs. (25) and (26) can also be linearized at the trailing edge. Here, behavior of these equations at $u \to 1$ is not discussed, because such a method does not yield any constraint on $\Lambda_{\text{min}}$ for any admissible $N$ or $\varphi$. This situation (a minor value of the linearized analysis at $u \to 1$) is typical in the theory of reaction-diffusion equations [32].

Contrary to Eqs. (25) and (26), an implicit solution to Eq. (44) can be obtained analytically; see Appendix B. Qualitative behavior of the solution depends on the sign of the coefficient $a(U, \varphi, N)$ defined by Eq. (38). An analysis of Eq. (45) shows five different cases:

- (i) if $N < \varphi - \varphi^{-1}$, then, $m > 0$, $a(U_*, U \leq 1; \varphi, N) > 0$, $a(U_*; \varphi, N) > 0$, and $a(0 \leq U < U_*; \varphi, N) < 0$;
- (ii) if $N = \varphi - \varphi^{-1}$, then, $m = 0$, $a(U_*; \varphi, N) = 2U > 0$;
- (iii) if $\varphi - \varphi^{-1} < N < \varphi + \varphi^{-1}$, then, $-2 < m < 0$, $a(U_*; \varphi, N) > 0$;
- (iv) if $N = \varphi + \varphi^{-1}$, then, $m = -2$, $a(U_*; \varphi, N) = 2(1 - U) \geq 0$;
- (v) if $N > \varphi + \varphi^{-1}$, then, $m < -2$, $a(U_* < U \leq 1; \varphi, N) < 0$, $a(U_*; \varphi, N) = 0$, and $a(0 \leq U < U_*; \varphi, N) > 0$.

Here,

$$U_* = \frac{m}{2(m + 1)}, \quad 0 < U_* < \frac{1}{2} \quad \text{in case (i)},$$

$$\frac{1}{2} < U_* < 1 \quad \text{in case (v)}.$$  \hfill \(46\)

It is worth remembering that the derivative $dU/d\xi < 0$ should be negative within a TW that propagates from left to right. Therefore the coefficient $a(U, \varphi, N)$ should be positive, i.e., $a(U_*; \varphi, N) > 0$. This constraint holds in the entire interval of $-\infty < \xi < \infty$ solely in case (iii). All five cases are analyzed in Appendix B. Cases (iii)–(v) have no physical interest, because the constraint given by Eq. (20) does not hold in these three cases and these TW solutions have infinitely long tails at their leading edges.

In case (i) of $N < \varphi - \varphi^{-1}$, the TW solution

$$U^m(1 - U)^n = U_*^m(1 - U_*)^n \exp[\varphi(\xi - \xi_0)], \quad \text{if } \xi < \xi_0,$$

$$U = 0, \quad \text{if } \xi > \xi_0.$$  \hfill \(47\)
 found in Appendix B1, is piecewise smooth and has jump discontinuity at the sharp leading front $\zeta = \zeta_0$ from $U_L = U(\zeta_0)$ and $J_L = J(\zeta_0)$ just behind (to the left) of the jump to $U_R = U(\zeta_0 +)$ and $J_R = J(\zeta_0 +)$, respectively, just ahead (to the right) of the jump. Here,

$$U_L = 2U_* = \frac{m}{m + 1} < 1, \quad 0 < U_L < 1,$$

$$m = \phi^2 - 1 - N\phi > 0, \quad n = m + 2,$$

(48)

as shown in Appendix B1. Substitution of $U_L$ given by Eq. (48) into Eq. (33) yields the following magnitude of the flux jump:

$$J_L = U_L,$$

(49)

i.e., the jump in the flux $J$ is equal to the jump in the concentration $U$.

It is worth noting that $U_L = 0$ if $N = \phi - \phi^{-1}$ and $U_L \to 1$ if $N \to -\infty$ at a constant $\phi$, while the case of $N \to \infty$ is not considered, because $N < \phi - \phi^{-1}$, as stated in the beginning of the present subsection.

This solution approaches the trailing edge as follows

$$U \to 1 - U_L^{m/n}(1 - U_L) \exp[(\phi + \phi^{-1} - N)^{-1}\zeta],$$

(50)

$\zeta \to -\infty$.

The length of the trailing tail of the TW increases with decreasing $\phi$. If $\phi \to 0$ and $N$ is appropriately varied in order for the constraint of $N < \phi - \phi^{-1}$ to hold, then, the TW speed given by Eq. (24) tends to infinity, in line with the case of $\Lambda\phi = 1$.

In the case of $N = 0$ (advection is absent), the piecewise smooth solutions were recently found by Bouin et al. [46].

In case (ii) of $N = \phi - \phi^{-1}$ and $a(U; \phi, N) = 2U$, the TW solution

$$U(\zeta) = \begin{cases} 1 - \exp \left( \frac{\phi}{\zeta} \right) & \text{if } \zeta \leq 0 \\ 0 & \text{if } \zeta > 0 \end{cases}$$

(51)

found in Appendix B2, is piecewise smooth TW and has discontinuous derivatives at the sharp leading front, i.e., at $\zeta = 0$. Equation (51) shows that the length of the TW tail increases with decreasing $\phi$, thus, allowing Eq. (24) to yield $\Lambda \to \infty$ at $\phi \to 0$, in line with considered case of $\Lambda\phi = 1$.

Substitution of $N = \phi - \phi^{-1}$ into Eq. (33) yields the following positive flux:

$$J = U(1 - U) > 0$$

(52)

and the product $JdU/d\zeta < 0$ as for gradient diffusion.

A summary of results obtained by linearizing the studied BVP at the leading edge is provided in Table I and in Fig. 1(a). For any finite relaxation time ($\phi > 0$), there are piecewise smooth TW solutions, provided that the magnitude $N$ of the nonlinear advection term does not exceed a critical value of $\phi - \phi^{-1}$, which may be negative.

If the relaxation time is short ($0 < \phi < 1$), the linear analysis yields a minimal propagation speed provided that the magnitude of the nonlinear advection term is moderate.
(\varphi - \varphi^{-1} < N < 2), with negative values of \( N \) being again admissible. If the relaxation time is long (\( \varphi \gg 1 \)), the advection-flux magnitude should be within an interval of \( \varphi - \varphi^{-1} < N < \varphi + \varphi^{-1} \) in order for the linear analysis to yield \( \Lambda_{\min} > 0 \). For negative and moderately large positive \( N \), the minimal smooth TW speed \( \Lambda_{\min} \) is decreased when the relaxation time is increased; see Fig. 1(a) [Fig. 1(b) will be discussed in Sec. V]. If \( N \) is sufficiently large, the dependence of \( \Lambda_{\min}(\varphi) \) is nonmonotonous and there is a local peak of \( \Lambda_{\min}(\varphi) \), e.g., see brown dotted line in Fig. 1(a).

**IV. AN EXPLICIT SMOOTH PUSHED TW SOLUTION**

As noted in Sec. II.C, the mathematical theory and various methods of finding pushed TW solutions to parabolic reaction-diffusion PDE (21) were developed for a long time, as reviewed elsewhere [12,32]. In particular, pushed TW solutions to various subclasses of Eq. (21) are known, with their decay rates belonging to the \( \kappa_+ \) branch given by Eq. (38) with \( \varphi = 0 \). In other words, for such pushed TW solutions, the spectrum \( \Lambda(\kappa) \) consists only of an isolated discrete point \( \Lambda = \Lambda_\rho(\kappa_+) \). In the present section, a more general case of \( \varphi > 0 \) is considered and an explicit pushed TW solution to Eqs. (22) and (23) is found.

The solution is as follows:

\[
U = \frac{1}{\exp(N\xi) + 1}, \quad J = 0, \quad -\infty < \xi < \infty, \quad (53)
\]

and is smooth in the entire interval of \(-\infty < \xi < \infty\). Here, we have set \( U(0) = 1/2 \) without loss of generality, because Eqs. (22) and (23) are invariant with respect to space shifts.

One can easily check that (i) Eqs. (22) and (23) read

\[
-\Lambda \frac{dU}{d\xi} = U(1-U), \quad (54)
\]

\[
\frac{dU}{d\xi} = -NU(1-U); \quad (55)
\]

in the case of \( J = 0 \), (ii) Eqs. (54) and (55) are consistent with one another if the speed of the TW is given by

\[
\Lambda = N^{-1}; \quad (56)
\]

and (iii) Eq. (53) satisfies both Eqs. (54) and (55) if Eq. (56) holds. The decay rate of the considered TW solution is equal to

\[
\kappa = N. \quad (57)
\]

Thus, for this explicit solution the TW speed is decreased when the magnitude of the advection term is increased (e.g., turbulent flame speed is reduced due to countergradient scalar transport), but the normalized decay rate is equal to this normalized magnitude.

Because the TW is smooth, its speed \( \Lambda \) and decay rate \( \kappa \), given by Eqs. (56) and (57), respectively, should satisfy the dispersion relation (37). The wave speed given by Eq. (56) should be higher than \( \Lambda_{\min_{\kappa}} \) given by Eq. (41), but lower than
the maximal propagation speed, i.e., \( \Lambda < \varphi^{-1} \). Therefore, the pushed TW solution can only be relevant if

\[ N > \varphi. \quad (58) \]

Substituting \( \Lambda = N^{-1} \) into Eq. (38), one can easily check that the decay rate \( \kappa = N \) given by Eq. (57) belongs to the \( \kappa_c \) branch of the dispersion relation (37). Accordingly, via an analogy with previous theoretical results summarized in Sec. II C, we can classify the found TW solution given by Eqs. (53), (56), and (57) to be the pushed TW. It is worth noting that this TW solution does not depend on \( \varphi \) and is associated with vanishing flux \( J = 0 \). Thus, the relaxation affects neither the speed nor the structure of the pushed TW solutions. In the particular case of \( \varphi = 0 \) (lack of memory), the pushed TW solutions given by the same Eqs. (53), (56), and (57) were reported in [19–21].

V. SELECTION OF RELEVANT TW SOLUTIONS

The above analysis shows that the studied BVP does not have a unique solution. There are three classes of TW solutions. First, the linearized BVP admits a family of TW solutions with a continuous spectrum of eigenvalues \( \Lambda_{\text{min}} \leq \Lambda < \varphi^{-1} \), with the solutions being smooth in the entire interval of \( -\infty < \zeta < \infty \). Second, at \( N > \varphi \), there is an explicit pushed TW solution to the nonlinear BVP, with the solution being also smooth in the entire interval of \( -\infty < \zeta < \infty \). Third, there are two piecewise smooth TW solutions that propagate at the maximal relevant speed \( \Lambda = \varphi^{-1} \): (i) continuous TW solution with discontinuous derivatives at the sharp leading front, and (ii) discontinuous TW solution with a jump at the sharp leading front. According to Table I and Eq. (49), domains of \( (\varphi, N) \) for (i) the smooth pulled and pushed TWs and (ii) the piecewise smooth TWs are not overlapped. Therefore, a problem of selection between the smooth pulled or pushed TWs and the piecewise smooth TWs does not arise.

To the contrary, the smooth pulled and pushed TW solutions have common subdomains in two cases: (i) \( \varphi < N < 2 \) if \( \varphi < 1 \), and (ii) \( \varphi \geq 1 \). Accordingly, a selection problem should be solved in these two cases. For this purpose, we will invoke a principle of the maximal decay rate at the leading edge [12,43–45] and will compare the decay rates \( \kappa \) of the smooth TW solutions in order to find the speed of the relevant solution as a function of \( N \) at a constant \( \varphi \).

In order to compare the decay rates given by Eqs. (43) and (57), let us, first, find a value of \( N = N_{\text{cr}} \) at which the two decay rates are equal to one another at the same TW speed. Substituting \( \Lambda_{\text{min}} = \Lambda = N^{-1} \) and \( \kappa_m = \kappa_c = N \) into Eqs. (43), we obtain

\[ N_{\text{cr}} = \sqrt{1 + \varphi^2} > \varphi. \quad (59) \]

Second, by differentiating Eq. (41) with respect to \( N \), one can show that the lowest speed \( \Lambda_{\text{min}} \) and, hence, the decay rate \( \kappa_m \) given by Eq. (43) are monotonously decreasing functions of \( N \) in the range of \( \varphi < \varphi^{-1} < N \), provided that Eq. (42) holds. To the contrary, the decay rate \( \kappa_p \) of the pushed solution is increased by \( N \); see Eq. (57). Hence, if \( \kappa_m(N = N_{\text{cr}}) = \kappa_p = N \), then, \( \kappa_m(N > N_{\text{cr}}) < \kappa_m < \kappa_p \) and the push TW is selected at \( N > N_{\text{cr}} = \sqrt{1 + \varphi^2} \).

Relevant TW speeds resulting from the above analysis are summarized in Table II, with the minimal speeds \( \Lambda_{\text{min}} \) of relevant pulled smooth TW solutions being plotted in Fig. 1(b). When compared to results obtained earlier [19–21] in the case of infinitely short relaxation time (\( \varphi = 0 \)), the following three major effects of the relaxation time are worth emphasizing. First, if \( N \leq \varphi < \varphi^{-1} \), then, TW solutions are piecewise smooth. An increase in the magnitude \( N \) of the nonlinear advection flux can make relevant TW solutions smooth in the entire spatial domain. In particular, if \( \varphi^2 > 1 \) (slow relaxation), then \( N \) should be sufficiently large in order for TW solution to be smooth in the entire spatial domain. For instance, in the case of a slow relaxation, countergradient transport in premixed turbulent flames serves to make the spatial profile of

![FIG. 8. Spatial profiles of \( w = U_L w^1 (1 - U_L) \exp[\varphi (\zeta - \zeta_0)] \) and \( w_{\text{num}} = u_{\text{num}}^0 (1 - u_{\text{num}}) \) obtained at various \( N < \varphi - \varphi^{-1} \). (a) \( \varphi = 0.5 \), (b) \( \varphi = 1 \), and (c) \( \varphi = 2 \). In all cases, \( \zeta_0 = 4 \). Solid and dashed lines show numerical and analytical solutions, respectively.](image)

![FIG. 9. Jump magnitudes for piecewise discontinuous TW solutions. Lines were calculated using Eq. (48), whereas symbols were numerically obtained.](image)
the mean combustion progress variable smooth within a TW flame brush.

Second, while the speed of a relevant pushed TW solution is independent of the relaxation time, the minimal speed $\Lambda_{\min}$ of a relevant pulled TW solution is decreased when the relaxation time is increased; see Fig. 1(b). Therefore, the memory effects can, e.g., reduce turbulent flame speed provided that the flame is pulled, i.e., $N$ is sufficiently low.

Third, an increase in the relaxation time results in increasing the critical value $N_{\text{cr}} = \sqrt{1 + \phi^2}$ of the magnitude of the nonlinear advection term, associated with the transition from pulled to pushed relevant TWs. In other words, an increase in the relaxation time can cause a transition from pushed to pulled relevant TWs. Accordingly, while the relaxation time affects neither the speed nor the structure of pushed relevant TWs, the relaxation time does affect the critical conditions under which the pushed TWs become relevant.

Finally, various types of relevant TW solutions are summarized in Fig. 2.

VI. NUMERICAL SIMULATION

A. Formulation of IBVP

Because the analytical results obtained in the previous section are strongly based on the steepness criterion [12,43–45], which is widely accepted, but has not yet been proved rigorously, the above analysis requires validation in numerical simulations. In particular, it should be demonstrated that solutions to the IBVP given by Eqs. (10) and (11) with $Q = u(1-u)$ and $\omega = u(1-u)$ and initial and boundary conditions stated by Eqs. (4) and (6), respectively, tend to the TW solutions obtained in the previous sections. Numerical simulations are also required to support the piecewise smooth TW solutions that propagate at the maximal speed $\Lambda = \phi^{-1}$, see Sec. III B, and to study evolution of transient solutions to such TW solutions.

In numerical simulations, it is convenient to deal with Eqs. (13)–(15) where $Q = u(1-u)$ and $\omega = u(1-u)$. In the present work, numerical simulations were carried out for two types of initial conditions for functions $u_+$ and $u_-$: (i) discontinuous step functions,

\[
\begin{align*}
    u_+(\xi, \theta = 0) &= u_-(\xi, \theta = 0) = \begin{cases} 1/2, & \xi \leq 0 \\ 0, & \xi > 0 \end{cases}, \\
    u(\xi, \theta = 0) &= H(-\xi), \quad j(\xi, \theta = 0) = 0,
\end{align*}
\]

and (ii) continuous, but not smooth, ramp functions,

\[
\begin{align*}
    u_+(\xi, \theta = 0) &= u_-(\xi, \theta = 0) = \begin{cases} 1/2, & \xi \leq -1 \\ (1 - \xi)/2, & -1 \leq \xi \leq 0, \\ 0, & \xi > 0 \end{cases}, \\
    u(\xi, \theta = 0) &= \begin{cases} 1, & \xi \leq -1 \\ 1 - \xi, & -1 \leq \xi \leq 0, \\ 0, & \xi > 0 \end{cases}, \\
    j(\xi, \theta = 0) &= 0.
\end{align*}
\]

FIG. 10. Wave evolution from the step initial conditions, see Eq. (60), computed at $\phi = 1$ and $N = \phi - \phi^{-1} = 0$. (a) Short-term evolution. (b) Long-term evolution.
with initial jumps in the derivatives \( \partial u(\xi)/\partial \xi \), \( \partial u^+(\xi)/\partial \xi \), and \( \partial u(\xi)/\partial \xi \).

Boundary conditions read
\[
u(+\infty,\theta) = u(\theta) = -1/2, u(+\infty,\theta) = u(-\infty,\theta) = 0.
\]

(64)

The numerical scheme and details of the calculations are discussed in Appendix C.

### B. Numerical results

#### 1. TWs speeds

The asymptotic TW speeds \( \Lambda \) obtained analytically and numerically for various \( N \) and \( \varphi = 0.5 \), \( \varphi = 1 \), or \( \varphi = 2 \) are compared in Fig. 3, with the same \( \Lambda \) and TW solutions being computed using two different initial conditions; see Eqs. (60) and (62). The theoretical results are summarized in Table II. The pulled TW solutions exist in the domain of \( \varphi - \varphi^{-1} < N < \sqrt{1 + \varphi^2} \), with their speed \( \Lambda_{\text{min}} < \varphi^{-1} \) being given by Eq. (41). The pushed TW solutions exist in the domain of \( N > \sqrt{1 + \varphi^2} \), with their speed being equal to \( \Lambda = N^{-1} \). The transition from the pulled to the pushed TW solutions occurs at \( N = N_{\text{cr}} = \sqrt{1 + \varphi^2} \). The piecewise smooth TW solutions with discontinuous derivatives at the sharp leading front exist at \( N = \varphi - \varphi^{-1} \), with their speed being equal to \( \Lambda = \varphi^{-1} \). The piecewise smooth TW solutions with jump discontinuity at the sharp leading front exist at \( N < \varphi - \varphi^{-1} \), with their speed being equal to \( \Lambda = \varphi^{-1} \). In the case of \( \varphi = 0 \), the theoretical results reduce to
\[
\Lambda = \begin{cases} 
2 - N & \text{if } -\infty < N < 1 \\
\frac{1}{N} & \text{if } N > 1
\end{cases}.
\]

While this expression was analytically obtained and numerically validated earlier [19], it is also shown in Fig. 3 for completeness.

In all studied cases, agreement between the analytical and numerical results is very good, thus validating the principle of the maximal decay rate, which was invoked for selection of relevant smooth TW solutions.

While Fig. 3 is the major output of the present simulations, more numerical results will be reported in the rest of the paper in order (i) to address evolution of transient waves to TWs, (ii) to demonstrate appearance of piecewise smooth TW solutions, (iii) to gain an insight into features of the TW solutions, and (iv) to validate both analytical and numerical results by showing agreement between them.

#### 2. \( N < \varphi - \varphi^{-1} \): Piecewise smooth discontinuous TWs

Numerical results obtained in the cases of \( \varphi = 2, N = 0.4 \) and \( \varphi = 1, N = -1 \) are reported in Figs. 4 and 5, respectively. For illustration purposes, Figs. 4 and 5 show results computed using initial conditions stated by Eqs. (60) and (62), respectively. It is worth stressing that, in all simulated cases, the asymptotic numerical TW solutions obtained using initial conditions given by Eqs. (60) or (62) were indistinguishable, in line with the theoretical analysis.

If Eq. (60) is used, see Fig. 4, then the initial unit jump propagates with the right sharp front at a speed equal to \( \varphi^{-1} \), in line with Eq. (19). The jump amplitude decays with time and tends to an asymptotic value, which depends on \( \varphi \) and \( N \), in line with Eq. (48), as will be shown later. The asymptotic TW solution is attached to the right sharp front behind the jump, i.e., the TW propagates at the speed \( \varphi^{-1} \) of the right sharp front, as argued in Sec. III B.

For the ramp initial conditions given by Eq. (62), see Fig. 5, the derivative \( \partial u/\partial \xi \) is discontinuous, but the initial concentration jump is absent. Nevertheless, Fig. 5 shows the appearance and subsequent growth of the concentration jump.

Figures 6 and 7 show piecewise smooth discontinuous TW solutions for concentration and fluxes, respectively, obtained...
Long-term evolution.

The length of the trailing tail increases (i) with decreasing $\phi$ and $N < \phi - \phi^{-1}$. If $\phi$ is kept constant and $N$ is decreased, then the concentration jump amplitude decays with time and asymptotically vanishes. The derivative $\partial u/\partial \xi$ is unbounded at the wave sharp front.

Precision of the obtained numerical solutions is demonstrated in Fig. 8, where functions $w = U_L^m(1 - U_L)^n \exp[\phi(\zeta - \zeta_0)]$ and $w_{num} = u_{num}^m(1 - u_{num})^n$ are compared, because the analytical solution given by Eq. (47) is implicit. Here, $\zeta_0$ is associated with the leading front, where a jump from $U = U_L$ to $U = 0$ occurs, and $u_{num}$ is a numerical solution to PDEs (13) and (14) with $\omega = Q = u(1 - u)$. In all cases solid (numerical data) and dashed (analytical results) lines are close to one another or even indistinguishable, e.g., at $\phi = 0.5$.

Figure 9 shows that the jump magnitudes $U_L$ evaluated analytically (lines), see Eq. (48), and numerically (symbols) agree very well at various $\phi$ and $N < \phi - \phi^{-1}$.

### 3. $N = \phi - \phi^{-1}$: Piecewise smooth continuous TWs

Numerical results obtained using the step initial conditions given by Eq. (60) in the case of $\phi = 1$, $N = \phi - \phi^{-1} = 0$ and the ramp initial conditions given by Eq. (62) in the case of $\phi = 2$, $N = \phi - \phi^{-1} = 1.5$ are reported in Figs. 10 and 11, respectively.

If Eq. (60) is used, see Fig. 10, then the initial unit jump propagates at a speed equal to $\phi^{-1}$, in line with Eq. (19). The jump amplitude decays with time and asymptotically vanishes. The derivative $\partial u/\partial \xi$ is unbounded at the wave sharp front at the initial instant. Subsequently, the derivative magnitude decays with time and tends to $-\phi/2$ at the wave sharp front, in line with Eq. (51). The developing wave is permanently attached to the right sharp front behind the jump, i.e., both the developing wave and the TW propagate at the speed $\phi^{-1}$ of the right sharp front, as argued in Sec. III B.

For the ramp initial conditions given by Eq. (62), the initial concentration jump is absent, but the derivative $\partial u/\partial \xi$ is discontinuous and is equal to $-1$ at the ramp. Figure 11 shows the wave evolution with time and confirms that the normalized derivative at the front approaches $-\phi/2$. The developing wave is permanently attached to the right sharp front behind the jump, i.e., both the developing wave and the TW propagate at the speed $\phi^{-1}$ of the right sharp front, as argued in Sec. III B.

Figure 12 compares piecewise smooth discontinuous TW solutions that were obtained analytically using Eq. (51), see solid lines, and numerically, see dashed lines, at various $\phi$ and $N = \phi - \phi^{-1}$. The numerical and analytical results are essentially indistinguishable. The length of the trailing tail increases with decreasing $\phi$.

Figure 13 shows profiles of the normalized flux $J$ obtained numerically in the same three cases, i.e., $\phi = 0.5(N = -1.5)$, $\phi = 1(N = 0)$, and $\phi = 2(N = 1.5)$. In line with Eq. (52), the numerical profiles of $J$ vs $U$, see Fig. 13(b), are very similar to the logistic expression.

### 4. $\phi - \phi^{-1} < N < \sqrt{1 + \phi^2}$: Pulled TWs

Typical transient numerical results obtained at $\phi - \phi^{-1} < N < \sqrt{1 + \phi^2}$ using the step initial conditions given by Eq. (60) are reported in Fig. 14(a). Figure 14(b) shows typical pulled TW solutions. Typical spatial profiles $J(\xi)$ of the normalized flux are plotted in Fig. 14(c). Note that the dashed

**FIG. 14.** (a) Wave evolution from the step initial conditions given by Eq. (60), $N = 0.5$. (b) Smooth pulled TW solutions, in all cases $U(0) = 0.9999$. (c) Spatial profiles of normalized flux, $\phi = 0.5$ for (a), (b) and (c).

**FIG. 15.** Wave evolution from the step initial conditions, see Eq. (60), computed at $\phi = 1$ and $N = 2$. (a) Short-term evolution. (b) Long-term evolution.
line in Fig. 14(c) is very close to the ordinate axis, i.e., the flux magnitude is strongly reduced when \( N \) is increased.

**5. \( N > \sqrt{1 + \varphi^2} \): Pushed TWs**

Typical transient numerical results obtained at \( N > \sqrt{1 + \varphi^2} \) using the step initial conditions given by Eq. (60) are reported in Fig. 15. Figure 16 validates both the present numerical simulations and the invoked selection criterion of the maximal decay rate by showing that analytical, see Eq. (53), and numerical pushed TW solutions are essentially indistinguishable at various \( \varphi \) and \( N \) provided that \( N > \sqrt{1 + \varphi^2} \). Finally, in all simulated cases such that \( N > \sqrt{1 + \varphi^2} \), normalized fluxes \( J \) asymptotically vanished up to the fourth digit with time, in line with the explicit analytical solution given by Eq. (53).

**VII. CONCLUSIONS**

A telegraph-reaction-advection-diffusion equation was introduced by combining (i) the Maxwell-Cattaneo relaxation approach to describing diffusion and (ii) nonlinear advection term. The problem involves two governing nondimensional parameters, i.e., a ratio \( \varphi^2 \) of the relaxation time in the Maxwell-Cattaneo model to the characteristic time scale of the reaction term and the normalized magnitude \( N \) of the advection term.

The introduced equation was linearized at the leading edge of the TW and the following analytical results summarized in Table I were derived. First, necessary conditions for the existence of pulled or pushed TW solutions that are smooth in the entire interval of \( -\infty < \xi < \infty \) were obtained. Second, the smooth TW speed was shown to be less than the maximal speed \( \varphi^{-1} \) of the propagation of the considered substance. Third, the lowest TW speed as a function of \( \varphi \) and \( N \) was determined. Fourth, it has been shown that, if the necessary condition of \( N > \varphi - \varphi^{-1} \) does not hold, e.g., if the magnitude of the advection term is insufficiently large in the case of \( \varphi^2 > 1 \), then the studied equation admits piecewise smooth TW solutions with sharp leading fronts that propagate at the maximal speed \( \varphi^{-1} \), with the substance concentration or its spatial derivative jumping at the front. An increase in \( N \) can make relevant TW solutions smooth.

In the case of \( N > \varphi \), an explicit smooth pushed TW solution to the considered nonlinear equation was found in the entire interval of \( -\infty < \xi < \infty \).

By invoking a principle of the maximal decay rate of TW solution at its leading edge, relevant TW solutions were selected, as summarized in Table II. In particular, the transition from pulled to pushed smooth TW solutions was predicted to occur at \( N = N_c = \sqrt{1 + \varphi^2} \), with the pulled (pushed) TW being relevant at a smaller (larger) magnitude \( N \) of the advection term. An increase in the normalized relaxation time \( \varphi^2 \) results in increasing \( N_c \), and, therefore, can cause transition from pushed to pulled solutions.

An increase in the relaxation time reduces the lowest speed of the pulled relevant TW solutions, but affects neither the speed nor the structure of the pushed relevant TW solutions.

All the aforementioned analytical results and, in particular, the maximal-decay-rate principle or appearance of the piecewise smooth TW solutions, were validated by numerically solving the initial boundary value problem for the studied equation with natural initial conditions localized to a bounded spatial region.
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**APPENDIX A: DISPERSION RELATION AT THE LEADING EDGE**

Substitution of Eq. (36) into Eqs. (34) and (35) yields the following homogeneous linear algebraic equations:

\[
\begin{align*}
\left( N - \frac{\Delta \varphi^2}{\Lambda^2 \varphi^2 - 1} + \kappa \right) U + \frac{\varphi^{-1}}{\Lambda^2 \varphi^2 - 1} J &= 0, \quad (A1) \\
\frac{\Delta \varphi N - \varphi U}{\Lambda^2 \varphi^2 - 1} + \left( \frac{\Lambda}{\Lambda^2 \varphi^2 - 1} + \kappa \right) J &= 0. \quad (A2)
\end{align*}
\]

In order for a nontrivial solution to exist, the determinant of the system (A1) and (A2) has to be equal to zero, i.e.,

\[
\begin{align*}
\left( N - \frac{\Delta \varphi^2}{\Lambda^2 \varphi^2 - 1} + \kappa \right) \frac{\Lambda}{\Lambda^2 \varphi^2 - 1} + \kappa &= 0, \\
\frac{\Delta \varphi N - \varphi}{(\Lambda^2 \varphi^2 - 1)} \frac{\varphi^{-1}}{(\Lambda^2 \varphi^2 - 1)} &= 0, \quad (A3)
\end{align*}
\]
which reads
\[(1 - \Lambda^2 \psi^2)\kappa^2 - (\Lambda(1 - \psi^2) + N_0)\kappa + 1 = 0, \tag{A4}\]
after some algebra. Equation (A4) can also be obtained by substituting \(u(\xi, \theta) = U(\xi)\) and Eq. (36) into the reaction-telegraph Eq. (12).

The dispersion relation given by Eq. (A4) links the TW speed \(\Lambda\) and the decay rate \(\kappa > 0\) of the profile \(U(\xi)\) at the leading edge and has two solutions:
\[
\kappa_+ = \frac{\Lambda(1 - \psi^2) + N + \sqrt{\Delta_0(\psi,\Lambda,N)}}{2(1 - \Lambda^2 \psi^2)},
\tag{A5}
\]
\[
\kappa_- = \frac{\Lambda(1 - \psi^2) + N - \sqrt{\Delta_0(\psi,\Lambda,N)}}{2(1 - \Lambda^2 \psi^2)},
\tag{A6}
\]
such that
\[
\kappa_+ + \kappa_- = \frac{1}{1 - \Lambda^2 \psi^2},
\tag{A7}
\]
where
\[
\Delta_0(\psi,\Lambda,N) \equiv (\Lambda(1 - \psi^2) + N - 4(1 - \Lambda^2 \psi^2) > 0 \tag{A8}
\]
in order for \(\kappa_+\) and \(\kappa_-\) to be real. Equation (A7) shows that the two decay rates are of the same sign. Moreover, the decay rate should be positive in order for Eq. (36) to yield a finite \(U(\xi)\).

Thus the dispersion relation given by Eq. (A4) results in two constraints: (i) Eq. (A8), and (ii) \(\kappa_+ > 0, \kappa_- > 0\) by virtue of Eqs. (36) and (A7). Moreover, as discussed above, \(\Lambda > \varphi^{-1}\).

First, let us consider consequences from the former constraint given by Eq. (A8). It can bound the TW speed from below, i.e.,
\[
\Lambda \geq \Lambda_{\text{min}}(\varphi,N) > 0, \tag{A9}
\]
where \(\Lambda_{\text{min}}(\varphi,N)\) is found by solving the following quadratic equation:
\[
\Delta_0(\varphi,\Lambda_{\text{min}},N) = (N - (\Lambda_{\text{min}}\varphi)(\varphi - \varphi^{-1}))^2 + 4(\Lambda_{\text{min}}^2\varphi^2 - 1) = 0, \tag{A10}
\]
which reads
\[(\varphi + \varphi^{-1})^2(\Lambda_{\text{min}}\varphi)^2 - 2N(\varphi - \varphi^{-1})(\Lambda_{\text{min}}\varphi) + N^2 - 4 = 0 \tag{A11}\]
and is satisfied by
\[
\Lambda_{\text{min}}^+(\varphi,N)\varphi = \frac{2N(\varphi - \varphi^{-1}) + \sqrt{\Delta_0(\varphi,N)}}{2(\varphi + \varphi^{-1})^2}, \tag{A12}\]
or
\[
\Lambda_{\text{min}}^-(\varphi,N)\varphi = \frac{2N(\varphi - \varphi^{-1}) - \sqrt{\Delta_0(\varphi,N)}}{2(\varphi + \varphi^{-1})^2}, \tag{A13}\]
such that
\[
\Lambda_{\text{min}}^+\Lambda_{\text{min}}^-\varphi^2 = \frac{N^2 - 4}{(\varphi + \varphi^{-1})^2}, \tag{A14}\]
where
\[
\Delta_0(\varphi,N) \equiv 4N^2(\varphi - \varphi^{-1})^2 - 4(\varphi + \varphi^{-1})^2(N^2 - 4) = 16(\varphi + \varphi^{-1})^2 - N^2. \tag{A15}\]

Because both \(\Lambda_{\text{min}}^+\) and \(\Lambda_{\text{min}}^-\) should be real,
\[
|N| \leq \varphi + \varphi^{-1}. \tag{A16}\]

Moreover, because \(\Delta_0(\varphi,\Lambda,N)\) defined by Eq. (A8) is positive if either \(\Lambda < \Lambda_{\text{min}}^-\) or \(\Lambda > \Lambda_{\text{min}}^+\) and \(\Lambda\) should be positive by virtue of Eq. (24), the TW speed can be bounded from below by \(\Lambda_{\text{min}}^+\) only. Accordingly, we will consider solely \(\Lambda_{\text{min}}^+\) in the following. Thus, we have to find a function \(\Lambda_{\text{min}}^+(N,\varphi)\) in a range of \(N\) and \(\varphi\) such that (i) Eq. (A16) holds, (ii) \(\Lambda_{\text{min}}^+ > 0\), and (iii) \(\Lambda_{\text{min}}^+\varphi < 1\).

If (a) \(0 < \varphi < 1\), and hence, \(\varphi - \varphi^{-1} < 0\), then, \(\Lambda_{\text{min}}^+ > 0\) if \(N < 2\). Moreover, by virtue of Eq. (A16), \(\Lambda\) should be bounded from below, i.e., \(\varphi - \varphi^{-1} < N < 2\). In this interval, a constraint of \(\Lambda_{\text{min}}^+\varphi < 1\) is also satisfied provided that \(N \neq \varphi^{-1}\). If \(N = \varphi - \varphi^{-1}\), then, \(\Lambda_{\text{min}}^+ = \varphi^{-1}\).

When \(N\) is increased from \(N = \varphi - \varphi^{-1}\) to \(N < \varphi - \varphi^{-1}\), the product \(\Lambda_{\text{min}}^+\varphi\) is increased from unity, i.e., \(\Lambda_{\text{min}}^+\varphi < 1\). If \(N = \varphi - \varphi^{-1}\), then, \(\Lambda_{\text{min}}^+ = \varphi^{-1}\).

When \(N\) is increased from \(N = -2\), the product \(\Lambda_{\text{min}}^+\varphi\) is increased from zero, i.e.,
\[
\Lambda_{\text{min}}^+(\varphi > 1,N = -2) = 0, \tag{A19}\]
to unity at \(N = \varphi - \varphi^{-1}\). If \(N\) is further increased, but \(\varphi - \varphi^{-1} < N < \varphi + \varphi^{-1}\), then \(\Lambda_{\text{min}}^+\varphi\) is decreased to
\[
\Lambda_{\text{min}}^+(\varphi > 1,N = \varphi - \varphi^{-1})\varphi = \frac{\varphi^2 - 1}{\varphi^2 + 1} < 1. \tag{A20}\]

In the particular case of \(N = 0\) (the lack of advection), we have
\[
\Lambda_{\text{min}}^+(\varphi,N = 0)\varphi = 2(\varphi + \varphi^{-1}) \tag{A21}\]
\[
\Lambda_{\text{min}}^+(1,N = 0) = \frac{2}{\varphi^2 + 1} < 1, \tag{A21}\]
if either \(0 < \varphi < 1\) or \(\varphi > 1\). This particular result was already obtained by Hadeler [35,36].

In the particular case of \(\varphi = 0\) (the lack of memory), we have
\[
\Lambda_{\text{min}}^+(\varphi = 0,N) = -N + \sqrt{N^2 - (N^2 - 4)} = -N + 2, \tag{A22}\]
This particular result was obtained in [19–21].

In summary, Eq. (A8) shows that the TW speed can be bounded from zero and less than \(\varphi^{-1}\) if \(N \neq \varphi - \varphi^{-1}\) and either (a) \(0 < \varphi < 1\) and \(-\varphi - \varphi^{-1} < N < 2\), or (b) \(\varphi \geq 1\) and \(-2 < N < \varphi + \varphi^{-1}\).
Second, let us consider consequences from a constraint that the decay rates given by Eqs. (A5) and (A6) should be positive, i.e., $\kappa_+ > 0$ and $\kappa_- > 0$. As discussed in Sec. II C, we will restrict ourselves to the case of $\Lambda = \Lambda_{\text{min}} > 0$ and, therefore, $\kappa_+ = \kappa_- = \kappa_m$. In this case, Eqs. (A5) and (A6) read

$$\kappa_m = \kappa_+ = \kappa_- = \frac{\Lambda_{\text{min}}(1 - \varphi^2) + N}{2(1 - \varphi^2\Lambda_{\text{min}}^2)} = \frac{1}{\sqrt{(1 - \varphi^2\Lambda_{\text{min}}^2)}}. \quad (A23)$$

because

$$N - (\Lambda_{\text{min}}\varphi)(\varphi - \varphi^{-1}) \geq 0$$

by virtue of Eq. (A10). It is worth noting that the decay rate tends to infinity, i.e., $\kappa_m \to \infty$, if $N \to (\varphi - \varphi^{-1}) + 0$, because, as shown above, $\Lambda_{\text{min}} + \varphi \to 1 - 0$ as $N \to (\varphi - \varphi^{-1}) + 0$.

The decay rate is positive, i.e., $\kappa_m > 0$, if the following two inequalities hold:

$$\Lambda_{\text{min}}\varphi < 1, \quad N - (\Lambda_{\text{min}}\varphi)(\varphi - \varphi^{-1}) > 0. \quad (A25)$$

Using the previous analysis of Eq. (A10), one can easily show that $\kappa_m > 0$ if either $0 < \varphi < 1$ and $\varphi - \varphi^{-1} < N < 2$ or $\varphi > 1$ and $\varphi - \varphi^{-1} < N < \varphi^2 + \varphi^{-1}$. These two intervals are reduced when compared to intervals obtained earlier by analyzing Eq. (A8), i.e., $-\varphi - \varphi^{-1} < N < 2$ if $0 < \varphi < 1$ or $-2 < N < \varphi + \varphi^{-1}$ if $\varphi > 1$.

**APPENDIX B: TWs WITH MAXIMAL PROPAGATION SPEED, $\Lambda = \varphi^{-1}$**

By direct substitution, one can easily verify that

$$U^m(1 - U)^n = U_0^m(1 - U_0^n)\exp[\varphi(\zeta - \zeta_0)] \quad (B1)$$

gives an implicit expression for a general solution to Eq. (44). Here, $\zeta_0$ is an arbitrary constant, $U_0 = U(\zeta_0)$, and the power exponents $m$ and $n$ are as follows:

$$m = \varphi^2 - 1 - N\varphi, \quad n = m + 2. \quad (B2)$$

Due to invariance of Eq. (44) with respect to shift in space, we can set $\zeta_0 = 0$ without loss of generality.

The solution given by Eq. (B1) is not bounded for $-\infty < \zeta < \infty$ with the exception of case (iii); see a list of five different cases in Sec. III B. Let us show that, in the four other cases, solutions to the considered BVP are piecewise smooth functions obtained by combining (a) a homogeneous state of $U = 1$ or $U = 0$, (b) a jump discontinuity of $U$ itself or its derivative $dU/d\zeta$, and (c) Eq. (B1), which is bounded in a semi-infinite interval of $\zeta_0 < \zeta < \infty$ or $-\infty < \zeta < \zeta_0$.

1. **Piecewise smooth TW with jump discontinuity at the sharp leading front**

In the case of $N < \varphi - \varphi^{-1}$, see item (i) in Sec. III B, we have $m = \varphi^2 - 1 - N\varphi > 0$ and Eq. (44) has a singularity, because $a(U_*, \varphi, N) = 0$, where $U_*$ is given by Eq. (46). The coefficient $a(U; \varphi, N)$ defined by Eq. (45) is negative at $0 < U < U_*$ and positive at $U_* < U < 1$. The derivative $dU/d\zeta$ changes its sign at $U = U_*$ and is unbounded at $U = U_*$. Thus, if a solution to Eq. (44) exists in this case, the solution cannot be smooth over the entire interval of $-\infty < \zeta < \infty$, but has to be discontinuous. Let us assume that the functions $U$ and $J$ jump at the right sharp front $\xi(\theta) = \xi_{20} + \varphi^{-1}\theta$, i.e., we seek a piecewise discontinuous TW solution. If $\zeta_0$ is a position of the jump, then $U_L = U(\zeta_0 -)$ and $J_L = J(\zeta_0 -)$ are values of the concentration and the flux just behind (on the left) of the jump, while $U_R = U(\zeta_0 +)$ and $J_R = J(\zeta_0 +)$ are values of the concentration and the flux just ahead (on the right) of the jump. In an interval of $-\infty < \zeta < \zeta_0$, a smooth solution connects $U(-\infty) = 1$ and $J(-\infty) = 0$ with $U_L$ and $J_L$. In an interval of $\zeta_0 < \zeta < \infty$, the solution is also smooth, because, according to Eq. (20), the concentration and flux vanish ahead of the jump. Therefore, $U_L$ and $J_L$ are the magnitudes of the jumps in $U$ and $J$ at $\zeta_0$, i.e., $U(\zeta_0 -) - U(\zeta_0 +) = U_L$ and $J(\zeta_0 -) - J(\zeta_0 +) = J_L$.

Integration of Eq. (30) from $\zeta_0$ to $\zeta_0$ yields

$$-(U_L - U_R) + (J_L - J_R) = \varphi \int_{\zeta_0}^{\zeta_0} U(1 - U) d\zeta = 0,$$

because the integrand is bounded ($U$ is a bounded function), and the integration interval is infinitesimal. As

$$U_R = U(\zeta_0 +) = 0, \quad J_R = J(\zeta_0 +) = 0,$$

Eq. (B3) reduces to

$$J_L = U_L. \quad (B5)$$

Substitution of Eq. (B5) into Eq. (33) yields $U_L = (m + 1)U_L(1 - U_L)$, where $m = \varphi^2 - 1 - N\varphi > 0$. Consequently,

$$U_L = U(\zeta_0 -) = 2U_* = \frac{m}{m + 1} < 1, \quad 0 < U_L < 1. \quad (B6)$$

Comparison of Eqs. (46) and (B6) shows that $U_* = U_L/2 < U_L$. Therefore, the coefficient $a(U; \varphi, N)$ is positive and $dU/d\zeta < 0$ in a region of $-\infty < \zeta < 0$ where $U_L < U < 1$, i.e., the discussed solution $U(\zeta)$ to Eq. (44) monotonously decreases from unity at the left boundary $\zeta = -\infty$ to $U_L$ at $\zeta = 0$.

It is worth noting that $U_L = 0$ if $N = \varphi - \varphi^{-1}$ and $U_L \to 1$ if $N \to -\infty$ at a constant $\varphi$, while the case of $N \to \infty$ is not considered, because $N < \varphi - \varphi^{-1}$, as stated in the beginning of the present subsection.

In a semi-interval of $-\infty < \zeta < 0$ (here, $\zeta_0 = 0$ for simplicity), a solution to Eq. (44) is given by Eqs. (B1) and (B2) where $U_0 = U_L$ in order to satisfy the boundary condition of $U(0-) = U_L$. Therefore, the solution reads

$$U^m(1 - U)^n = U_L^m(1 - U_L)^n\exp(\varphi\zeta),$$

$$n = m + 2 > 0, \quad \zeta < 0. \quad (B7)$$

To conclude this subsection, let us obtain Eq. (B6) using another method. First, let us rewrite Eq. (44) in another, “conservative” form,

$$\frac{dF}{d\zeta} = -\varphi U(1 - U), \quad (B8)$$
where the function $F$ (the generalized total flux) is given by

$$F = \left[1 - (n + 1)(1 - U)\right]U. \tag{B9}$$

Equations (44) and (B8) and (B9) are equivalent to one another for a smooth function. However, contrary to Eq. (44), Eqs. (B8) and (B9) can be used for discontinuous solutions, because the function $F$ is continuous even for waves that are discontinuous at $\zeta_0$. Indeed, integration of Eq. (B8) over a small interval $\Delta \zeta$ around $\zeta_0$ yields

$$F(\zeta_0 + \Delta \zeta/2) - F(\zeta_0 - \Delta \zeta/2) = -\int_{\zeta_0 - \Delta \zeta/2}^{\zeta_0 + \Delta \zeta/2} \phi U(1 - U)d\xi \rightarrow 0, \text{ if } \Delta \zeta \rightarrow 0. \tag{B10}$$

The function $F$ vanishes at $\zeta_0 + 0$, i.e., $F(\zeta_0 + 0) = 0$, due to Eq. (B4). Then, the continuity of the total flux yields

$$F(\zeta_0 - 0) = F(\zeta_0 + 0) \Rightarrow U_L[1 - (m + 1)(1 - U_L)] = 0, \tag{B11}$$

thus resulting in Eq. (B6).

2. Piecewise smooth TW with discontinuous derivatives at the sharp leading front

In the case of $N = \varphi - \varphi^{-1}$, see item (ii) in Sec. III B, Eqs. (B1) and (B2) are consistent with the boundary condition given by Eq. (27) only if the TW solution is smooth in a semi-interval of $\zeta \leq 0$ and $U(\zeta) = 0$ at $\zeta > 0$, i.e., the TW solution has discontinuous derivative at the sharp leading front. In other words, the TW solution is a piecewise smooth function. In the considered case, $m = 0, n = 2$, and Eq. (B1) reads

$$(1 - U)^2 = \exp(\varphi \zeta), \varphi \leq 0. \tag{B12}$$

Equation (B12) satisfies both Eq. (44) and boundary conditions of $U(\infty) = 1$ and $U(0) = 0$. Therefore, the piecewise smooth TW solution is as follows:

$$U(\zeta) = \begin{cases} 1 & \text{if } \zeta \leq 0 \\ 0 & \text{if } \zeta > 0. \end{cases} \tag{B13}$$

3. Smooth TWs in the entire interval of $-\infty < \zeta < \infty$

In the case of $\varphi - \varphi^{-1} < N < \varphi + \varphi^{-1}$, see item (iii) in Sec. III B, we have $-2 < m < 0, 0 < n < 2$, and the boundary conditions given by Eq. (27) are satisfied. If $U_0 = 1/2$, then, Eqs. (B1) and (B2) read

$$U^n(1 - U)^n = 2^{-(m+n)} \exp[\varphi(\zeta - \zeta_0)],$$

$$m + n = 2(m + 1) = 2(\varphi^2 - N\varphi),$$

$$-2 < m + n < 2.$$  

The asymptotic behavior of the solution is as follows:

$$U \propto \exp\left[-(N - \varphi + \varphi^{-1})^{-1}\zeta\right] \rightarrow 0, \quad \zeta \rightarrow \infty, \tag{B14}$$

$$1 - U \propto \exp\left[\varphi + \varphi^{-1} - N\right]^{-1}\zeta \rightarrow 0, \quad \zeta \rightarrow -\infty. \tag{B15}$$

At the leading edge, the decay rate of the TW solution is equal to $(N - \varphi + \varphi^{-1})^{-1}$, see Eq. (B14). The same decay rate results from substitution of $\Lambda \varphi = 1$ into the dispersion relation (A4), which reads

$$-(N - \varphi + \varphi^{-1})\kappa + 1 = 0 \tag{B16}$$

in this case.

The flux $J$ is given by Eq. (33), which yields $J > 0$ if $\varphi - \varphi^{-1} < N < \varphi$, $J = 0$ if $N = \varphi$, and $J < 0$ if $\varphi < N < \varphi + \varphi^{-1}$.

As discussed in Sec. III B, the smooth TW solution obtained at $\Lambda \varphi = 1$ is not relevant.

4. Piecewise smooth TW with discontinuous derivatives at the trailing edge

In the case of $N = \varphi + \varphi^{-1}$, see item (iv) in Sec. III B, Eqs. (B1) and (B2) can be consistent with the boundary condition given by Eq. (27) only if the TW solution is smooth in a semi-interval of $\zeta \geq 0$ and $U(\zeta) = 1$ at $\zeta < 0$, i.e., the TW solution has discontinuous derivative at the trailing edge. In other words, the TW solution is a piecewise smooth function. In the considered case, $m = -2, n = 0$, and Eq. (B1) reads

$$U^{-2} = \exp(\varphi \zeta), \quad \zeta \geq 0. \tag{B17}$$

Equation (B17) satisfies both Eq. (44) and boundary conditions of $U(0) = 1$ and $U(\infty) = 0$. Therefore, the piecewise smooth TW solution is as follows:

$$U(\zeta) = \begin{cases} 1 & \text{if } \zeta < 0 \\ \exp(-\frac{\varphi}{2}\zeta) & \text{if } \zeta \geq 0. \end{cases} \tag{B18}$$

Substitution of $N = \varphi + \varphi^{-1}$ into Eq. (33) yields the following normalized flux:

$$J = -U(1 - U) < 0, \quad \zeta \geq 0. \tag{B19}$$

The obtained piecewise smooth TW solution with $\Lambda \varphi = 1$ is not relevant; see Sec. III B.

5. Piecewise smooth TW with jump discontinuity at the trailing edge

In the case of $N > \varphi + \varphi^{-1}$, see item (v) in Sec. III B, we have $m = \varphi^2 - 1 - N\varphi < -2$ and, similarly to case (i), Eq. (44) has a singularity, because $a(U,\varphi, N) = 0$, where $a$ is given by Eq. (46). Repeating the analysis done in subsection 1 of the present Appendix, we arrive at the following results.

The functions $U$ and $J$ jump at the trailing edge. If $\zeta_0$ is a position of the jump, then, in a semi-interval of $-\infty < \zeta < \zeta_0$, the concentration and flux are equal to 1 and 0, $U_L = U(\zeta_0^-) = 1, J_L = J(\zeta_0^-) = 0$, respectively. In a semi-interval of $\zeta_0 < \zeta < \infty$, a smooth solution given by (B11) connects $U_R = U(\zeta_0^+) = 1$ and $J_R = J(\zeta_0^+) = 0$. Therefore, the magnitudes of the jumps in $U$ and $J$ at $\zeta_0$ are equal to $U(\zeta_0^-) - U(\zeta_0^+) = 1 - U_R$ and $J(\zeta_0^-) - J(\zeta_0^+) = -J_R$.

Integration of Eq. (30) from $\zeta_0$ to $\zeta_0 + 0$ yields

$$-(U_L - U_R) + (J_L - J_R) = 0. \tag{B20}$$

Because

$$U_L = U(\zeta_0^-) = 1, \quad J_L = J(\zeta_0^-) = 0, \tag{B21}$$

Eq. (B20) reduces to

$$-1 + U_R - J_R = 0, \quad J_R = U_R - 1. \tag{B22}$$
Substitution of Eq. (B22) into Eq. (33) yields \( U_R - 1 = (m + 1)U_R(1 - U_R) \), where \( m = \phi^2 - 1 - N\phi < -2 \). Consequently,

\[
U_R = U(\zeta_0^+) = -\frac{1}{m+1}, \quad 0 < U_R < 1, \quad J_R = \frac{m+2}{m+1} < 0. \tag{B23}
\]

Comparison of Eqs. (46) and (B23) shows that

\[
U_a - U_R = \frac{m}{2(m+1)} + \frac{1}{m+1} = \frac{m+2}{m+1} > 0. 
\]

Therefore, the coefficient \( a(U; \phi, N) \) is positive and \( dU/d\zeta \neq 0 \) in a region of \( \zeta_0 < \zeta < \infty \) where \( 0 < U < U_R \). In a semi-interval of \( 0 < \zeta < \zeta_0 \), a solution to Eq. (44) is given by Eqs. (B1) and (B2) where \( U_0 = U_R \). Therefore, the implicit solution reads

\[
U^n(1-U)^n = U^n(1-U)^n \exp(\phi \zeta), \quad 0 < \zeta < \infty. \tag{B24}
\]

The solution \( U(\zeta) \) given by Eq. (B24) monotonously decreases from \( U_R \) at \( \zeta_0^+ \) to zero at \( \zeta = \infty \). The asymptotic behavior of the solution at the leading edge is as follows:

\[
U \to 1 - U_R m/\eta(1-U_R) \exp[(\phi + \phi^{-1} - N)^{-1} \zeta] \to 0, \quad \zeta \to \infty. \tag{B25}
\]

The obtained piecewise smooth TW solution with \( \Delta \phi = 1 \) is not relevant, see Sec. III B.

**APPENDIX C: NUMERICAL SCHEME**

A numerical solution to PDEs (13) and (14) with \( Q = u(1-u) \) and \( \omega = u(1-u) \) was obtained using a finite volume scheme for the advection terms in these equations, e.g., see [49]. A finite space-time rectangle domain of \( (a_t, a_x) \times (0, \Theta) \) was discretized using a uniform grid with the mesh width \( \Delta \xi \) and the constant time step \( \Delta \theta \). Here, \( a_t = -150 \) and \( a_x = 150 \) are the left and right boundaries of the spatial subdomain, cell centers \( \xi_i = a_i + (i-1)\Delta \xi \) and instants \( \theta_n = n\Delta \theta \) constitute discrete mesh points \( (\xi_i, \theta_n), 1 \leq i \leq I \) and \( 0 \leq n \leq \eta \), the mesh step \( \Delta \xi = (a_x - a_t)/(I-1), I = 48,000 \). Obtained numerical approximations of solutions to PDEs (13) and (14) will be denoted with \( u^n_i \) and \( u^n_j \), respectively.

To avoid spurious oscillations (wiggles) when calculating the piecewise smooth (nondifferentiable and even discontinuous) TW solutions, and to minimize the impact of numerical diffusion, the total variation diminishing (TVD) nonlinear flux-limiter scheme \([46,49]\) was used. For smooth solutions, the scheme has the second-order accuracy. The source terms in PDEs (13) and (14) were discretized using the Euler explicit method. Discretized equations read

\[
\begin{align*}
u^{i,n+1}_+ & = u^{i,n}_+ - \frac{\Delta \theta}{\Delta \xi} \left( \frac{\Delta \xi}{2} \sigma^{i,n}_+ - u^{i-1,n}_+ \right) - \frac{\Delta \xi}{2} \sigma^{i-1,n}_+ + \Delta \theta S^{i,n}_+. \tag{C1} \\
u^{i,n+1}_- & = u^{i,n}_- + \frac{\Delta \theta}{\Delta \xi} \left( u^{i+1,n}_- - \frac{\Delta \xi}{2} \sigma^{i+1,n}_- \right) - u^{i,n}_- + \frac{\Delta \xi}{2} \sigma^{i,n}_- + \Delta \theta S^{i,n}_-. \tag{C2}
\end{align*}
\]

Here,

\[
\begin{align*}S^{i,n}_+ & = \frac{1}{2} \phi^{-2}(u^{i,n}_- - u^{i,n}_+ + \frac{1}{2}(1 - \phi^{-1}) N) \\
\times \left( u^{i,n}_+ + u^{i,n}_- \right)(1 - u^{i,n}_+ - u^{i,n}_-), \tag{C3} \\
S^{i,n}_- & = -\frac{1}{2} \phi^{2}(u^{i,n}_- - u^{i,n}_+ + \frac{1}{2}(1 - \phi^{-1}) N) \\
\times \left( u^{i,n}_+ + u^{i,n}_- \right)(1 - u^{i,n}_+ - u^{i,n}_-), \tag{C4}
\end{align*}
\]

and \( \sigma^{i,n}_+ \) and \( \sigma^{i,n}_- \) stand for the nonlinear minmod slopes,

\[
\begin{align*}\sigma^{i,n}_+ & = \minmod\left(\frac{u^{i,n}_- - u^{i-1,n}_-}{\Delta \xi}, \frac{u^{i+1,n}_+ - u^{i,n}_+}{\Delta \xi}\right), \tag{C5} \\
\sigma^{i,n}_- & = \minmod\left(\frac{u^{i,n}_- - u^{i-1,n}_-}{\Delta \xi}, \frac{u^{i-1,n}_- - u^{i,n}_-}{\Delta \xi}\right). \tag{C6}
\end{align*}
\]

where

\[
\minmod(a, b) = \begin{cases} a & \text{if } |a| < |b| \quad \text{and } \quad ab > 0 \\ b & \text{if } |a| > |b| \quad \text{and } \quad ab > 0 \\ 0 & \text{if } ab \leq 0 \end{cases}. \tag{C7}
\]

To keep the numerical process stable, the time step was chosen to satisfy Courant-Friedrichs-Levy (CFL) condition, i.e., \( \Delta \theta < \text{CFL} \Delta \xi \), where \( \text{CFL} < 1 \). The present calculations were carried out with \( \text{CFL} = 0.1 \). As stressed in Sec. I, a limit of \( \phi \to +0 \) (very short memory) is singular, because the reaction telegraph Eq. (12) reduces to the diffusion equation in this limit case. Accordingly, the present simulations were performed at \( \phi > 0.5 \).

The initial conditions are given by Eqs. (60) and (61) or (62) and (63) for step and ramp, respectively. The boundary conditions are given by Eq. (64).

To check the convergence of a numerical solution to an asymptotic TW, we tracked points \( \xi(\epsilon, \theta) \), where \( \xi(\Theta, \theta) = C \). Then, the speeds \( d\xi/C/\epsilon \) of these points were calculated. Five values of \( C \) were taken, i.e., \( C = 1/8, 1/4, 1/2, 3/4, 7/8 \). The numerical solution \( u^\epsilon \) was assumed to converge to the asymptotic TW solution when the speeds of the five level points coincided up to the fourth digit. In our calculations, this condition was fulfilled when the simulation time (transient time) was larger than 100, i.e., \( n \times \Delta \theta > 100 \).