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Numerical Estimation of the Aerodynamic Tones Radiated From a Centrifugal Fan
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Erik Sjösvärd
Department of Applied Mechanics
Division of Fluid Mechanics
Chalmers University of Technology

Abstract

Different types of sounds are always present in everyday life. When the sound is too loud
or has annoying frequencies serious health issues can arise, and minimisation of sound
is therefore always of great interest. Centrifugal fans are commonly used in ventilation
applications and induce a high level of flow-induced sound, which fan designers are con-
stantly trying to reduce. By performing aeroacoustical simulations, different fan models
can be evaluated at an early design stage resulting in a quicker and more cost efficient
development.

In the current study, a turbulent unsteady flow through a three dimensional centrifugal fan
has been simulated with the commercial Computational Fluid Dynamics (CFD) software
Fluent. The pressure field from the unsteady simulation was then coupled with the
acoustic analogy of Ffowcs William & Hawkings (FW-H) to propagate the radiated sound
into the far field. Both the aerodynamic and acoustical properties were investigated by
changing different model parameters and comparing with experimental measurements.
The parameter study included: comparison between a full domain model and a sector
model, two turbulence models – the realizable k - ε and the k - ω SST model, two pressure
discretizations – Presto and 2nd order Central Difference (CD) scheme and finally a
comparison between compressible and incompressible flow.

The numerical results show that the aerodynamic properties correspond well to experi-
mental measurements for all numerical cases. By using a full domain model, the sound
pressure level at the blade passage frequency can be predicted within 0.7 [dB] from the
experimental measurement, and by using a sector model the same tone is over predicted
by approximately 10 [dB]. The higher harmonics are not captured by the full domain
model whereas they are predicted with relative accuracy for the sector model. The ra-
diated sound is only partially affected by changing turbulence model, whereas pressure
discretization and incompressible flow assumption significantly alter the characteristics of
the radiated sound.

Keywords: Aeroacoustics, FW-H, Centrifugal Fan, URANS, Computational Fluid Dy-
namics, Sound Prediction, Fluent, Sector Domain
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Nomenclature

Greek Symbols

β∗ Modelling constant for the k − ω turbulence model

δij Dirac delta function

ε Turbulent dissipation rate

εijk Permutation symbol

η Lagrangian coordinate system following a surface surrounding a sound source

γ Heat capacity ratio

λ Wave length

µ Dynamic viscosity

ν Kinematic viscosity

νt Turbulent viscosity

ω Specific dissipation rate

ωi Vorticity in tensor notation

ρ Density

ρ0 Constant reference density

σ∗ Modelling constant for the k − ω turbulence model

σε Modelling constant for the k − ε turbulence model

σk Modelling constant for the k − ε turbulence model

σji Compressive stress tensor

τ Retarded time, τ = t−R/a0

τij Reynolds stress tensor, −u′iu′j
τw Wall shear stress

φ Angle between two element sides in Ansa

Roman Symbols

a Speed of sound

a0 Constant reference speed of sound

C CFL number
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Cµ Modelling constant for the k − ε turbulence model

cε,1 Modelling constant for the k − ε turbulence model

cε,2 Modelling constant for the k − ε turbulence model

e Internal energy

eij Viscous stress tensor

F Dipole sound source

Fl Blending factor in the k − ω SST model

f Frequency, region surface in Ffowcs-William & Hawkings equation

fi External load vector in tensor notation

fs Sampling frequency

fmax Highest frequency in sample

∆f Frequency resolution

H Heaviside function

I Turbulent intensity

k Thermal conductivity, turbulent kinetic energy

L Characteristic length of the flow

Lp Sound pressure level

Ls Characteristic length of sound source

Lw Sound power level

` Turbulent length scale

M Mach number

Mi Mach number of integration surface, Mi = vi
a0

Mr Component of Mi in direction of ri, Mr = Mi · ri
ṁ Mass flow rate

ni Unit vector in wall normal direction

PMech Mechanical energy level

PSound Sound energy level

p Pressure

p Averaged pressure

p′ Fluctuating pressure

p′L Pressure fluctuations from loading noise

p′T Pressure Fluctuations from thickness noise

pref Audible pressure at 1000 Hz

prms Root mean square of pressure

Q Monopole sound source, volume flow rate
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R Specific gas constant, distance between sound source and far-field observer

ri Unit vector in radiation direction

Sij Strain rate tensor or rate of deformation tensor

Sij Averaged strain rate tensor or rate of deformation tensor

T Temperature

Tij Lighthill’s stress tensor

Ts Sample time

t Time

∆t Time step

U Characteristic velocity of the flow

ui Instantaneous velocity component in tensor notation

un Fluid velocity normal to integration surface

up First wall normal cell velocity

ui Averaged velocity component in tensor notation

u′i Fluctuating velocity component in tensor notation

vi Surface velocity in xi direction

vn Surface velocity normal to integration surface

Wd Dipole sound power

Wm Monopole sound power

Wq Quadrupole sound power

Wref Reference acoustic power

xi Position vector in tensor notation

∆x Grid size

y Wall normal distance

y+ Dimensionless wall distance

∆yp First wall normal cell distance

Other Symbols

�2 d’Alembertian operator

Abbreviations

BPF Blade Passage Frequency

BSL Baseline

CAA Computational Aeroacoustics

CAD Computer Aided Design

xi



CD Central Difference

CFD Computational Fluid Dynamics

CFL Courant Freidrich-Lewy

DES Detached Eddy Simulation

DNS Direct Numerical Simulation

FFT Fast Fourier Transform

FW-H Ffowcs William & Hawkings

LES Large Eddy Simulation

MRF Moving Reference Frame

PANS Partially Averaged Navier Stokes

PID Part Identity

PRESTO PREssure STaggering Option

RMSE Root Mean Square Error

SAS Scale Adaptive Simulations

SLS Selective Laser Sintering

SPL Sound Pressure Level

SST Shear Stress Transport

URANS Unsteady Reynolds Averaged Navier Stokes
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1
Introduction

In this study the aeroacoustical effects of a centrifugal fan are investigated through Com-
putational fluid dynamics. The following chapter gives an introduction to why such a
study is relevant, what the specific objectives are and what lies beyond the scope of the
current study.

1.1 Background

Centrifugal fans are extensively used in ventilation systems where they are used to supply
industries and office facilities with a fresh supply of air. During operation, the centrifugal
fan gives rise to high levels of sound, where the main sound contributor is aerodynamic
sound [1].
Aerodynamic sound consists of two sound types, a tonal and a broadband part. For
centrifugal fans, the tones are produced by the centrifugal fan displacing air, or by the
forces exerted by the centrifugal fan on the air and produces clear tones at the blade
passage frequency and its higher harmonics [1]. The broadband sound is mainly produced
by turbulence interacting with the centrifugal fan, e.g. boundary layers, vortex shedding
and general turbulent fluctuating quantities in the flow, and results in multiple frequencies
of equal magnitude [2].
The sound radiated from ventilation fans can propagate throughout the ventilation system
and disturb the perceivers on the other side of the duct. By keeping the sound levels at
a minimum, a high competitive edge towards other fan producers can be established. At
Swegon (a Swedish ventilation manufacturer), the methodology to obtain the sound char-
acteristics of their fans involves 3D-printing a fan prototype using Selective Laser Sintering
(SLS), and testing the printed prototype in a sound test facility. This methodology is time
consuming and costly, and by performing aeroacoustical simulations the sound character-
istics of different fan models could be obtained earlier in the development process resulting
in both quicker and cheaper development.
The field of computational aeroacoustics can generally be divided into two different ap-
proaches, the Direct Approach and the Hybrid Approach. The direct approach is considered
the most accurate approach and resolves all the aerodynamic and acoustic variables from
the sound source up to the far field observer, which requires large computational resources
[3]. In the hybrid approach, the sound is decoupled from the flow field such that the near
field flow can be solved without considering the acoustics of the far field. The obtained
flow variables then serve as input in a separate computation regarding the far field acous-
tics [3]. Since only the near field needs to be resolved accurately the computational cost
for the hybrid approach is substantially lower compared to the direct approach.
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1. Introduction

Since the turbulence is a major contributor to the aerodynamic sound, the turbulence
must be accurately modelled for complete resolution of the acoustic field. Turbulence is
generally treated through techniques such as Direct Numerical Simulation (DNS), Large
Eddy Simulation (LES), Detached Eddy Simulation (DES) or Unsteady Reynolds Averaged
Navier Stokes (URANS) [3]. The techniques are mentioned in order of computational cost
and accuracy with the most accurate and costly first. In practical applications regarding
solid boundaries, DNS and LES are usually not feasible due to the high degree of spatial
resolution required close to the solid boundaries, making DES and URANS the only af-
fordable techniques [4]. URANS is by far the cheapest method for dealing with turbulence,
but is usually deemed to blunt for aeroacoustics. This is due to the strict empirical limits
on the flow physics that are not resolved by increasing the spatial or temporal resolution
[3]. However, there are multiple studies [5, 6, 7], indicating that the large scale fluctuations
related to the tonal sounds at the blade passage frequency and the higher harmonics can
be captured by the means of URANS.

1.2 Objectives

The main objective for this study is to create a basis of an industrialised methodology
regarding computational aeroacoustics and centrifugal fans for Swegon. The goal is to
predict the fundamental frequencies and approximate sound pressure levels of those fre-
quencies up to 1700 [Hz]. To reach the goal,

• Full domain models will be compared to sector models.
• Turbulence will be treated through different models and the effect will be studied.
• Different discretization schemes for pressure will be used.
• The acoustical effect of treating the flow as incompressible will be investigated.
• Various surfaces of the centrifugal fan will be used as sound sources.

1.3 Delimitations

• Time
– To be able to complete the project, knowledge within both computational fluid

dynamics and acoustics is needed. It is performed by one student during 20
weeks which can be considered a short time for a project of this magnitude.

• Computational Resources
– In industry, the time and computational resources are limited, and the simula-

tion methodology must be adapted to this constraint. Therefore the turbulence
will be treated solely through URANS turbulence models.
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2
Theory of Fluid Mechanics

The following chapter presents a theoretical background regarding fluid mechanics with
a further continuation into the governing equations, dimensionless numbers, turbulence
modelling and computational fluid dynamics relevant for this study.

2.1 Governing Equations

Viscous fluids can be described through coupled equations for mass, motion and energy
which denotes the governing equations [8]. Conservation of mass or the continuity equa-
tion, ensures that the mass flow entering a system equals to the mass flow leaving and can
be written as [8]

dρ

dt
+ ρ

∂ui
∂xi

= ∂ρ

∂t
+ ∂(ρui)

∂xi
= 0 (2.1)

The equation of motion or the Navier Stokes equation ensures an equilibrium between
motion and forces and can be written as [8]

∂(ρui)
∂t

+ ∂(ρuiuj)
∂xj

= ∂σji
∂xj

+ ρfi (2.2)

in which σji is the compressive stress tensor consisting of the pressure p, and the viscous
stress tensor eij , as

σji = −pδij + 2µSij −

(?)︷ ︸︸ ︷
2
3µSijδij︸ ︷︷ ︸

eij

(2.3)

where

Sij = 1
2

(
∂ui
∂xj

+ ∂uj
∂xi

)

and denotes the rate of deformation or the strain rate tensor [8].

The energy equation is derived from the first law of thermodynamics and relates internal
energy, velocity, temperature and pressure and can be written as [8]

d(ρe)
dt

= −p∂ui
∂xi

+ 2µSijSij −
2
3µSkkSii + ∂

∂xi
(k ∂T
∂xi

) (2.4)

3



2. Theory of Fluid Mechanics

So far, there are seven unknowns: four thermodynamical quantities (pressure, density,
internal energy and temperature) plus the three velocity components, but only five equa-
tions. By assuming thermodynamic equilibrium, the thermodynamic variables are related
through the equation of state such that [9]

p = p(ρ, T ) e = e(ρ, T )

If the fluid can be assumed to be a calorically perfect gas the equation of state can be
written as [9]

p = ρRT e = CvT (2.5)

in which R denotes the ideal gas constant, and Cv denotes the specific heat capacity at
constant volume.

Equations (2.1)-(2.5) together contain six equations and six unknowns, three velocity com-
ponents together with pressure, density and temperature. The equations are intricately
coupled and must be solved simultaneously. However, by assuming incompressible flow,
several simplifications can be made. The continuity equation can be reduced to Equation
(2.6), which further implies that (?) = 0 in Equation (2.3), reducing the Navier Stokes to
equation (2.7).

∂ui
∂xi

= 0 (2.6)

∂ui
dt

+ uj
∂ui
∂xj

= −1
ρ

∂p

∂xi
+ ∂

∂xj

[
ν
∂ui
∂xj

]
+ fi (2.7)

When there are no density variations the energy equation is decoupled from the Navier-
Stokes and continuity equation, resulting in four equations and four unknowns, three ve-
locity components and pressure. The energy equation only needs to be solved in problems
regarding heat transfer where the temperature is a desired quantity [9].

2.2 Dimensionless Numbers

In fluid mechanics there are many different dimensionless numbers, the relevant ones for
this project is presented in this section.

2.2.1 Reynolds Number

The Reynolds number is the quotient between inertia and viscosity and is given as [10]

Re = ρLU

µ
(2.8)

in which, L and U are characteristic length and velocity scales of the flow field. High
Reynolds numbers are an indication of turbulent flow while low Reynolds numbers points
at laminar flow [10].

4



2. Theory of Fluid Mechanics

2.2.2 Mach Number

The Mach number is defined as the flow velocity over the local speed of sound and is given
as [11]

M = u

a
(2.9)

The Mach number can be used as an indication if the flow can be treated as incompressible
or compressible. If M ≤ 0.3 density changes due to pressure are negligible and the flow is
thereby said to be incompressible [11].

2.3 Turbulence Modelling

The behaviour of fluids are either laminar or turbulent. In laminar flow, the flow behaves
orderly and flows in adjacent layers while for turbulent flows, the flow acts random with a
high degree of unsteadiness [9]. There is no exact definition for turbulence but, reference
[12], states the main characteristics as

• Irregular
– Turbulent flows are highly irregular, and may even seem random but they are

governed by the Navier Stokes equation.
• Diffusive

– The diffusivity increases in turbulent flows. Turbulence thereby increases the
transfer of momentum while reducing the separation at bluff bodies.

• High Reynolds numbers
• Three Dimensional

– Turbulence is partly created and sustained by the interactions between the
velocity gradients and vorticity. These interactions are called Vortex Stretching
and Vortex Tilting and are governed by

ωi = εijk
∂vk
∂xj

in which ωi is the vorticity vector in tensor notation and εijk is a permutation
symbol and is per definition three dimensional.

• Dissipative
– The turbulent energy is extracted by the large scale eddies from the mean flow,

and transferred down to the small scale eddies (Kolmorgorov scales) through
the cascade process where finally the turbulent energy is transformed into heat,
this transformation is known as dissipation.

2.3.1 Reynolds Averaged Navier Stokes

An approach to treat turbulence was given by Osbourne Reynolds [13], his approach is
known as Reynolds Decomposition. In which he suggested that the flow field can be
divided into a averaged part and a fluctuating part. In the case of incompressible flow,
the velocity and pressure components can be divided as

ui = ūi + u′i p = p̄+ p′ (2.10)

5



2. Theory of Fluid Mechanics

in which, the bar denotes an average value and prime a fluctuating value. The average
can expressed in many different ways with time and Favré averages as examples [14]. By
applying the Reynolds decomposition to the governing equations for incompressible flow
the following equations are obtained

∂ūi
∂xi

= 0

∂ūi
∂t

+ ∂

∂xj
(ūiūj) = −1

ρ

∂p̄

∂xi
+ ∂

∂xj

[
ν
∂ūi
∂xj
− u′iu′j

] (2.11)

where the extra term −u′iu′j exists on the right hand side of the momentum equation and
is denoted as the Reynolds stress tensor (the external force vector has been omitted). The
Reynolds stress tensor is responsible for the momentum transfer due to turbulent fluctu-
ations [15]. In three dimensions, the Reynolds stress tensor consists of six independent
components resulting in 10 unknowns, but only four equations. This predicament is known
as the Clousure Problem and is solved by modelling the Reynolds stresses [12].

2.3.2 Turbulence Models

Essentially, turbulence modelling comes down to model the Reynolds stresses and this can
be done in a variety of different ways. One of the easier methods of doing this is through
the Boussinesq Assumption, where a linear relation between the turbulent shear stresses
and the averaged strain rate is assumed, as is the case in laminar flow [15]. With the
Boussinesq assumption the Reynolds stresses can be written as

u′iu
′
j = −νtSij + 2

3kδij (2.12)

where k is the turbulent kinetic energy and Sij is the averaged strain rate

k = 1
2u
′
iu
′
i ≡

1
2
[
u′1u

′
1 + u′2u

′
2 + u′3u

′
3

]
Sij = 1

2

(
∂ūi
∂xj

+ ∂ūj
∂xi

)

The term νt is denoted turbulent viscosity and characterises the turbulence [12], it is
therefore not dependent on the fluid but on the flow. It has the same dimensions as
viscosity and is expressed in terms of the turbulent velocity and the turbulent length scale
[12]. Through this assumption, six unknown stresses are replaced with only parameter
namely the turbulent viscosity, naturally this is a major simplification [12].
Models based on the Boussinesq assumption are usually categorised on the number of extra
transport equations needed to obtain the turbulent viscosity, e.g. zero-equation models,
one-equation models and two-equation models [16].

2.3.2.1 k-ε Models

The k − ε model proposed by [17, 18], is a two equation model and contains transport
equations for both k and ε, where ε denotes the turbulent dissipation rate. These quantities
are used to model the turbulent viscosity and turbulent scales [14]. Since the model
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2. Theory of Fluid Mechanics

contains two variables the model is said to be complete and no prior knowledge of the
turbulent structures are needed. The standard k − ε model is given by [17, 18]

ρ
∂k

∂t
+ ujρ

∂k

∂xj
= ∂

∂xj

[
µt
σk

∂k

∂xj

]
+ µt

(
∂ūi
∂xj

+ ∂ūj
∂xi

)
∂ūi
∂xj
− ρε

ρ
∂ε

∂t
+ ujρ

∂ε

∂xj
= ∂

∂xj

[
µt
σε

∂ε

∂xj

]
+ cε,1

ε

k
µt

(
∂ūi
∂xj

+ ∂ūj
∂xi

)
∂ūi
∂xj
− cε,2ρ

ε2

k

(2.13)

The turbulent viscosity is obtained by dimensional analysis of the two quantities of the
model as seen in Equation (2.14), for closure coefficients and more information see [17, 18].

µt = Cµρ
k2

ε
(2.14)

The k − ε model performs poorly in flows with adverse pressure gradients [14], for which
there exists a continuation on the standard model that imposes realizability constraints on
the Reynolds stresses, hence the name realizable k − ε model. The realizable k − ε model
was proposed by [19], where it was found that the performance of the realizable k − ε
model was higher in several simulation cases such as rotating homogeneous shear flows,
boundary-free shear flows and backward facing step flows. The realizability constrains are
[19]

u′iu
′
i ≥ 0 no summation over i

|u′iu′j |[
u′2i u

′2
j

]1/2 ≤ 1 no summation over i and j, i 6= j

The constrains are ensured by modifying the turbulent viscosity through a varying Cµ and
solving another transport equation for ε. For more details regarding the realizable k − ε
model see [19].

2.3.2.2 k-ω Models

The k−ω model proposed by [20] is also a two equation model and uses k and ω as variables
for defining the turbulence, where ω = k/(β∗ε) and denotes the specific dissipation rate.
The k − ω model for compressible flows with heat transfer omitted is given by [20]

∂

∂t
(ρk) + ∂

∂xj
(ρujk) = τij

∂ui
∂xj

+ ∂

∂xj

[
(µ+ σ∗µt)

∂k

∂xj

]
− β∗ρωk

∂

∂t
(ρω) + ∂

∂xj
(ρujω) = γ

ω

k
τij
∂ui
∂xj

+ ∂

∂xj

[
(µ+ σµt)

∂ω

∂xj

]
− βρω2

(2.15)

The turbulent viscosity is given by equation (2.16), and for closure coefficients see [20].

µt = kρ/ω (2.16)

An advantage with the k−ω model is that it does not require any damping functions close
to the wall for the low Reynolds number area as the k − ε models does. But instead the
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2. Theory of Fluid Mechanics

free stream boundary condition for ω causes issues as both k → 0 and ω → 0 resulting in
µt being undetermined or µt →∞ [9].
To circumvent this problem Menter [21], proposed the k − ω Baseline (BSL) turbulence
model that blends the k − ε and k − ω model so that the k − ω model is used in the near
wall region (viscous sublayer and logarithmic layer) and gradually blends into the k − ε
model in the fully turbulent region far from the wall. Menter further improved the k − ω
BSL model to the k − ω Shear Stress Transport (SST) model by changing the definition
for the eddy viscosity. The new definition of the viscosity gives the shear stresses obtained
through his two equation model a higher resemblance with the shear stresses obtained
through more advanced Reynolds Stress models [21]. The viscosity for the k − ω SST
model is given by

µt = a1kρ

max[a1ω; ΩF2] (2.17)

where

a1 = 0.31
F2 = tanh(arg2

2)

arg2 = max
(

2
√
k

0.09ωy ; 500y
y2ω

)

The k−ω BSL and SST model uses the same equation for k as the standard k−ω model
but with different closure coefficients. But for the ω-equation a new source term appears
on the right hand side due to cross diffusion and is seen below, the ω equation also contains
new closure coefficients [21].

Source = 2ρ(1− Fl)σω2
1
ω

∂k

∂xj

∂ω

∂xj

In the above equation Fl ∈ [0, 1] and denotes the blending factor. In the near wall region
Fl = 1 and as the wall distance increases Fl → 0 [21].

2.4 Computational Fluid Dynamics

Computational Fluid Dynamics (CFD) is the combined discipline of physics, mathematics
and computer science used to model and simulate fluid flows [15]. This section contains
relevant aspects about CFD used in this project.

2.4.1 Wall Treatment

Turbulent boundary layers consists of four different regions and these regions can be
explained through an analogy with the Reynolds number.
If one forms the Reynolds number and uses the wall distance as characteristic length
for turbulent flows it can be found that for large distances from the wall the flow has
high a Reynolds number and is thereby turbulent. But as the wall distance decreases, the
Reynolds number decreases as well and eventually the viscous forces are of equal magnitude
as the inertial forces. Even closer to the wall the viscous forces are of higher magnitude
than the inertial forces indicating of a laminar flow. The boundary layer thereby consists

8



2. Theory of Fluid Mechanics

of a large region where the flow is dominated by inertia (logarithmic region and outer
region), a region where the flow is governed as much by inertia as of viscosity (buffer
region) and a thin layer where the flow is governed by viscosity (viscous sublayer) [9].

To determine where the transitions between the regions occur the dimensionless wall dis-
tance y+ can be used, where y+ is defined as [9]

y+ = y

ν

√
τw
ρ

= ∆yp
ν

√
τw
ρ

(2.18)

in which ∆yp is the distance between the solid boundary and the first cell centre in the
wall normal direction. τw is the wall shear stress and is defined as

τw = µ
∂u

∂y

∣∣∣∣∣
y=0

= µ
up

∆yp

To completely resolve a turbulent boundary layer with all regions, a great spatial resolution
is needed [9]. But instead of resolving the complete boundary layer a method known as
wall functions can be used which empirically gives the velocity in the first cell depending
on the y+ value [9].

2.4.2 Courant–Friedrich–Lewy Number

The Courant-Friedriches-Lewy (CFL) number is a dimensionless number that relates the
number of cells information travels during one time step while time marching in unsteady
numerical simulations. The CFL number is given by [15]

C ≥ u∆t
∆x (2.19)

where C is the CFL number, i.e. the number of cells travelled in one time step. ∆t and
∆x are the time step and mesh size respectively, while u is the speed at which information
travels through the computational domain. Low CFL numbers are good for stability and
convergence while large CFL numbers gives faster time marching. Explicit time schemes
require C ≤ 1 to ensure convergence while implicit time schemes are unconditionally stable
and can therefore have CFL numbers larger than one and still converge [15].

2.4.3 Moving Mesh Techniques

Fans are highly non stationary and the movement of the fans needs to be captured to
adequately resolve the surrounding flow. Two ways of doing this are explained in the
following subsections.

2.4.3.1 Moving Reference Frame

Moving Reference Frame (MRF) or frozen rotor approach is a procedure trying to incor-
porate rotational or translational effects into a steady simulation. In other words, a steady
solution can be computed even though the flow is inherently unsteady. With the MRF
solution procedure, the geometry is stationary and the fluid motion is augmented through

9
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additional source terms in the momentum equation such as coriolis and centripetal acceler-
ation. Since the MRF approach is stationary and the unsteady effects are added as source
terms, the solution procedure assumes that the unsteady interaction between the moving
and stationary frames are relatively weak. If there are strong unsteady interactions, these
can only be captured by treating the flow as transient, in which a sliding mesh approach
is more suited [22, 23].

2.4.3.2 Sliding Mesh

In the MRF approach, the motion is modelled through source terms in the momentum
equation. For the sliding mesh technique, the motion of the geometry is not modelled but
the geometry is actually moving with each time step, i.e. only applicable for transient
simulations. With the sliding mesh technique, the entire computational domain is divided
into a stationary and a non-stationary domain, with specific sliding interfaces between the
domains. As the non-stationary domain moves in time, physical quantities are interpolated
across the sliding interfaces to reflect the new position in the stationary domain. Since
there is no modelling of the motion, the technique can handle problems with very strong
transient effects, and doesn’t suffer from the same modelling assumptions as the MRF
approach [22, 23].
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3
Theory of Acoustics

The following chapter presents a theoretical background regarding acoustics with further
continuation into general acoustics, aeroacoustics, and some signal processing relevant for
this study.

3.1 General Acoustics

Sound can be defined as pressure fluctuations propagating through any medium, for ven-
tilation fans the medium is air [1]. The propagation can be derived from the continuity
equation (2.1) and the Navier Stokes equation (2.2) under the assumptions that the fluid
is quiescent with no external loads, and by neglecting molecular diffusion and relaxation.
With the mentioned assumptions the sound propagation can be written as a homogeneous
wave equation as [24, 25]

1
a2
∂2p

∂t2
− ∂2p

∂xi∂xi
= �2p = 0

∂2ρ

∂t2
− a2

0
∂2ρ

∂xi∂xi
= �2ρ = 0

(3.1)

depending on the acoustic variable and where �2 denotes d’Alembertian operator. The
absence of molecular diffusion implies that the entropy remains constant for a fluid element
[24]. With entropy constant, the change in density is related to the change in pressure
through the propagation speed or the speed of sound a. For an ideal gas this relation can
be written as [26]

a =
√
∂p

∂ρ
=
√
γRT (3.2)

or
p = a2ρ (3.3)

The wave length of specific tones are obtained by dividing the propagation speed with the
frequency of the tone as [27]

λ = a

f
(3.4)

and if the wave length is much smaller then the sound source i.e.

Ls
λ
� 1 (3.5)

the sound source is said to be acoustically compact [4].
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3. Theory of Acoustics

3.1.1 Sound Levels

The human ear perceives pressure fluctuations within a large range from 20 [µPa] as the
lower and 200 [Pa] as the upper limit for frequencies in the range of a few hertz up to
20 [kHz] [25]. At 1000 [Hz] there is a heightened perception and it is at this frequency
that the lowest audible pressure fluctuation of 20 [µPa] is perceived and is known as the
reference pressure in air pref [28]. Both the Sound Pressure level (SPL) and the Sound
Power Level (SWL) are used to quantify the emitted sound, and are defined as [1]

Lp(dB) = 20 · log10

(
prms
pref

)
(3.6)

LW (dB) = 10 · log10

(
W

Wref

)
(3.7)

where W is the sound power of the noise source, and the reference acoustic power Wref =
10−12 [W ].

3.1.2 Sound Soucres

The right hand side of equation (3.1) can be non zero resulting in an inhomogeneous wave
equation with the terms on the right hand being called sound sources. In aeroacoustics,
three basic sound sources exists namely monopole, dipole and quadrupole sources and
these are briefly explained in the following section.

3.1.2.1 Monopole

Monopole or simple source is the most fundamental sound source. It can be described as
a pulsating sphere where the volume is changing with respect to time resulting in a mass
flow rate or mass injection [28]. A pulsating sphere is symmetric and thus, the radiation
can be said to be equally good in all directions [24]. If the mass injection is represented
by ∂Q

∂t , the wave equation can be written as [27]

�2p = ∂Q

∂t

For monopole sound sources the propagated sound power scales as

Wm ∝
ρ0d

2U4

a
(3.8)

where for fans, U is the tangential velocity and d is the circumference divided by the
number of blades [29].

3.1.2.2 Dipole

Dipoles can be described as two monopoles superimposed in antiphase, i.e. when the first
monopole is expanding the second monopole is contracting [28]. For two monopoles in
antiphase to be called a dipole the distance between them must be small compared to the
wave length of the produced sound, i.e. compact [28]. Due to the antiphase, the radiation
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has its absolute value at the axis of the two monopoles, which reduces to zero at an angle
perpendicular to the axis [24]. The antiphase is also responsible for producing a net force
on the fluid instead of net volume flow [24], and the wave equation can therefore be written
as

�2p = −∂Fi
∂xi

The propagated sound power for dipoles scales with [29]

Wd ∝
ρ0d

2U6

a3 (3.9)

By comparing equation (3.9) and (3.8) it can be seen that the scaling difference in gener-
ated sound power between monopole and dipole sound sources can be written as [29]

Wd

Wm
∝M2

resulting in inefficient generation for low mach numbers and efficient radiation for high
mach numbers.

3.1.2.3 Quadrupole

Quadrupoles can be described as two dipoles of equal strength but at opposite locations
and can be either in a longitudinal or lateral state depending if the two dipoles have a
common axis or are located side by side [25]. Quadrupoles are the main sound source in
air flows in which there are no solid boundaries, and occurs mainly due to the transfer of
momentum in air flows [28]. According to Lighthill [30], the wave equation for quadrupoles
could be written as

�2p = − ∂2Tij
∂xi∂xj

and will be showed more thoroughly in Section 3.2.2.1. The sound power for quadrupoles
scales with [29]

Wq ∝
ρ0d

2U8

a5 (3.10)

comparison between equation (3.9) and (3.10) gives

Wq

Wd
∝M2

indicating that quadrupoles are very inefficient radiators for low mach numbers but very
efficient at high [29].

3.1.3 Aerodynamic Sound

The generated sound produced by ventilation fans can be divided into
• Aerodynamic
• Electromagnetic
• Mechanical
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where the aerodynamic sound is the largest contributor of the overall sound [1]. The
aerodynamic sound can be categorised as either tonal or broadband. Tonal sounds (clear
tones) have distinct dominant frequencies while broadband sounds contain multiple fre-
quencies of the same magnitude spread through out the entire frequency spectra (random)
[1]. Distinct frequencies or tones are produced by the fan blades displacing air (monopole
source) and the fan blades interacting with the flow (dipole source). The broadband sound
is produced by turbulence interfering with the solid boundaries [2], and consists of both
dipole (vortex shedding and boundary layers) and quadrupole sources (air turbulence) [1].
The distinct tones produced by the monopole and dipole sources are radiated at the blade
passage frequency and the higher harmonics [1].

3.2 Computational Aeroacoustics

Computational Aeroacoustics (CAA), is the combined field of computational aerodynamics
and acoustics and deals with flow induced sound, in which the sound sources are predicted
and the sound propagated numerically [31]. In CAA there are conceptually two different
approaches on how to deal with the propagation of sound characteristics to the far field,
the Direct Method and the Hybrid Method [3].

3.2.1 Direct Method

The Direct method can be considered the most exact aeroacoustical simulation, the fully
compressible unsteady Navier Stokes equation is solved in a computational domain that
stretches from the sound source to the far field observer. The spatial and temporal resolu-
tion must be high to fully resolve all aerodynamic and acoustic variables, combined with a
long distance from the sound source to the far field observers generates a large amount of
cells and time steps resulting in a very computational heavy simulation [3, 31]. Acoustic
waves are non dissipative and non diffusive, but many current numerical schemes in com-
putational fluid dynamics are highly dissipative and diffusive resulting in acoustic waves
being distorted and damped before reaching the far-field [3, 31]. There are no numerical
schemes that produce accurate results for both CFD and acoustics and trade offs are often
necessary [3, 31].

3.2.2 Hybrid Method

With the hybrid method, the far-field acoustics are decoupled from the aerodynamic near-
field sound resulting in two separate computations. By decoupling the near-field and
far-field sound, the stringent demands can be relaxed since the two computations can be
tailored for each individual task. The first step is to calculate the pressure and velocity
fluctuations in the near field, and secondly, use the computed fluctuations as input vari-
ables in a separate computation where the sound is transported to the far-field [3, 31]. The
far field transportation can be done in different ways with computational transport and
analytical transport being two examples. In the computational transport method, partial
differential equations are solved as in CFD, but since the transportation is focused only on
the acoustics, it generally suffices to solve more simple differential equations such as the
linearised Euler equations or ordinary wave equations. The analytical transport method
is based on an integral formulation where the sources are integrated along a surface or
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a volume surrounding the aerodynamic area [3, 31]. There are many different analytical
transport methods, e.g. the Lighthill’s acoustic analogy which was further extended by
Ffowcs William & Hawkings. These will be presented in more detail in section 3.2.2.1 and
3.2.2.2

3.2.2.1 Lighthill’s Acoustic Analogy

Lighthills acoustic analogy gives the acoustic radiation of sound induced by a flow field
with the assumptions that the surrounding fluid is isotropic, at rest and that there are
no solid boundaries present. In 1952, Sir James Lighthill published an article [30], in
which he derived a inhomogeneous wave equation from the continuity equation (2.1) and
momentum equation (2.2). It was derived by multiplying the continuity equation with ui,
adding it to the momentum equation, subtracting and adding the term a2

0
∂ρ
∂xi

, which gives
the first part as 1

∂(ρui)
∂t

+ a2
0
∂ρ

∂xi
= ∂Tij

∂xi
(3.11)

By differentiation of the continuity equation with respect to time, taking the divergence
of the above equation and subtracting the results finally yields the Lighthill’s equation as

∂2ρ

∂t
− a2

0
∂2ρ

∂xi∂xi
= �2ρ = ∂2Tij

∂xi∂xj
(3.12)

in which Tij is the Lighthill’s turbulence stress tensor that gives the acoustic field generated
by a quadrupole source and is given by

Tij = ρuiuj − a2
0ρδij + pδij − eij (3.13)

To be able to obtain the propagated sound at least some knowledge about Tij is needed
and a few simplifications can be made [26]. Lighthill argues that for a turbulent flow field
the inertia effects are typically much larger then the viscous effects, i.e. ρuiuj � eij , and
by assuming that the density and pressure fluctuations are small within the flow field, Tij
then reduces to Tij ≈ ρuiuj inside the flow field. Outside of the flow field, where one of
the main assumptions was that the surrounding fluid was at rest, thus, far away from the
flow field the velocity ought to be small meaning the ρuiuj → 0. Furthermore, the viscous
stresses are also known to be small and it can therefore be concluded that Tij equals to
zero outside of the flow field [30]. The approximations of Lighthill’s turbulent stress tensor
can be summarised as seen below.

Tij =
{
ρuiuj If inside the flow field
0 Else

By solving the Lighthill’s equation one can predict the sound radiation from a flow region
embedded in a quiescent fluid with no solid boundaries, or when the solid boundaries can
be neglected. The solution can then be expressed through the free space Green’s function
as [26]

ρ(x, t)− ρ0 = 1
4πa2

0

∂2

∂xi∂xj

∫
Tij(y, τ)

R
dy (3.14)

1subscript 0 indicates constant reference values

15



3. Theory of Acoustics

where R = |x − y| and denotes the distance between the sound source and the far-field
observer. The integral is evaluated at the far-field location and must therefore be evaluated
at a retarded time τ = t−R/a0, which is the elapsed time for the sound to propagate to
the far-field observer.

3.2.2.2 Ffowcs Williams & Hawking’s Acoustic Analogy

Lighthills equation is only valid when the solid boundaries can be neglected, but in many
engineering applications solid boundaries are present and directly influence the sound
generation [26]. Fans is one such application when the effect of solid boundaries can not
be neglected and a different sound emission theory is thus needed. Curle [32] extended the
Lighthill’s acoustic analogy to include stationary surface effects while Ffowcs Williams &
Hawkings (FW-H) [33] included effects of surfaces with arbitrary motion. For complete
derivation of the FW-H equation see [33]; the propagated sound according to FW-H can
be written as[

∂2

∂t
− a2

0
∂2

∂xi∂xi

]
(ρ− ρ0) =

∂2TijH(f)
∂xi∂xj

− ∂

∂xi

[
σijδ(f) ∂f

∂xj

]
+ ∂

∂t

[
ρ0viδ(f) ∂f

∂xi

] (3.15)

where the first term on the right hand side is the quadrupole sound source from Lighthill’s
analogy, the second and third term are the dipole and monopole sources related to the
solid boundaries. In equation (3.15), f denotes the sound source surface, and the spatial
derivative equals the normal, i.e. ∂f

∂xj
= nj . By again using Green’s free space function an

analytical solution can be obtained as

ρ(x, t)− ρ0 = 1
4πa2

0

(
∂2

∂xi∂xj

∫ [
Tij

R|1−Mr|

]
dη

− ∂

∂xi

∫ [
σijnj

R|1−Mr|

]
dS(η)

− ∂

∂xi

∫
V0

[
ρ0u̇i

R|1−Mr|

]
dη

+ ∂2

∂xi∂xj

∫
V0

[
ρ0uiuj

R|1−Mr|

]
dη

)
(3.16)

in which η is a Lagrangian coordinate system following the surface. Mi is the Mach number
of the moving surface and Mr is the component of Mi in the direction of ri. The terms
included within

[
...
]
are evaluated at the far-field observer, i.e. at a retarded time [33].

The first term in equation (3.16) corresponds to the solution from Lighthill’s equation,
while the three remaining terms are associated with the solid boundaries. The first of
these terms are the sound produced by the fluctuating force from the solid boundaries on
the fluid, and the two remaining represents the generated sound from volume displacement
[26].
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3.3 Signal Treatment

In acoustics pressure fluctuations are usually sampled in time and thereby form a discrete
signal. This section contains relevant information regarding signal treatment such as
Fourier transform and sampling rates.

3.3.1 Fourier Transform

The Fourier Transform is an operator that transforms a signal from the time domain to
the frequency domain through [34]

F (ω) =
∫ ∞
−∞

f(t)e−iωtdt (3.17)

The transformation can only take place if the function f(t) is continuous or piece-wise
continuous. In many engineering applications the function is not always continuous where
an approximation of the ordinary Fourier transform named Discrete Fourier Transform
(DFT) or Fast Fourier Transform (FFT) can be used instead [34].

3.3.2 Sampling Rate

To be able to reproduce a signal through sampling, the minimum sampling frequency
must be at least twice the highest frequency of the function [35], see Equation 3.18. The
minimum sampling frequency is known as the Nyquist rate.

fs = 2 · fmax (3.18)
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4
Methodology

Computational resources were limited in this study, and a hybrid approach instead of
a direct approach was therefore more suited. The hybrid approach used in this study
involves sampling the pressure fluctuations during a transient simulation and propagate
these to the far-field observers using Ffowcs-William and Hawkings acoustic analogy. To
capture the transient behaviour of the centrifugal fan a sliding mesh technique has been
adopted, in which the centrifugal fan actually rotates with each time step.

4.1 Softwares

The main softwares used in this project are Ansa 16.1 for geometry cleaning and mesh
generation, Fluent 16.1 for CFD simulations and post-processing, CFD-Post 16.1 and
Matlab 2014b for further post-processing.

• Ansa is a pre-processing tool developed by Beta CAE Systems S.A. and is com-
monly used in the computer aided engineering industry. Ansa provides methods for
cleaning CAD-geometries i.e. repairing holes and intersections, but also gives the
possibility to create surface and volume meshes required for CFD-simulations.

• Fluent is a CFD-software developed by Ansys with the possibility to model a broad
variety of flows. Fluent is extensively used throughout the literature for simulations
regarding pressure fluctuations for acoustics, [36, 37, 38], and is an appropriate choice
for this study as well.

• Cfd-Post is a post-processing software developed by Ansys with the ability to
easily visualise physical quantities of interest through contour plots, streamlines or
tables for example.

• Matlab is a mathematical engineering tool developed by Mathworks, and gives
the possibility to perform various mathematical operations such as Fourier trans-
forms, matrix manipulations and visualisation of data.

4.2 Creation of the Computational Domain

This section presents a comprehensive view on how the computational domain and the
mesh was created. This includes modifications made to the domain, grid topology, number
of cells and grid density in different regions.
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4.2.1 Computational Domian

Swegon supplied a complete CAD-geometry of the centrifugal fan with all its surrounding
parts corresponding to the actual model used in their experimental testing for aerody-
namics and acoustics. The obtained model can be seen in Figure 4.1a, in which the flow
enters from the top and leaves through the bottom.

(a) (b)

Figure 4.1: In (a), geometry of the centrifugal fan within its test casing supplied by
Swegon. In (b), the extended domain to mitigate boundary effects on the flow.

As seen in Figure 4.1a, the distance between the centrifugal fan and the outlet is short.
To mitigate boundary effects on the solution, the computational domain was extended as
seen in Figure 4.1b. The extended part is treated as an outlet to not impose wall boundary
conditions where there aren’t any walls. The different colours in Figure 4.1b, represent
different Part Identities (PIDs) in Ansa. By dividing the complete model into separate
PIDs, it was possible to customise the mesh generation and to set individual boundary
conditions. The PIDs used for the different parts of the centrifugal fan are visualised in
Figure 4.2a. Table 4.1 gives the colour scheme for the individual PIDs.

Table 4.1: PIDs used to categorise the computational domain in Figure 4.1b and Figure
4.2.

PID Colour
Impeller Inlet White
Impeller Inlet Bottom Light Orange
Blades Blue
Shroud Red
Shroud Top Purple
Back plate Dark Green
Interfaces Cyan
Inlet Side Yellow
Outlet Side Dark Orange
Outlet Light Green

To be able to run MRF and Sliding mesh simulations the domain had to be divided into
a rotating and stationary domain. For the sliding mesh technique, two coinciding sliding
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interfaces had to be created as well. One interface belonging to the rotating domain and
one interface belonging to the stationary domain, more about the sliding interfaces can be
found in Section 2.4.3. The centrifugal fan together with the rotating interfaces are shown
in Figure 4.2b.

(a) (b)

Figure 4.2: In (a), a closeup of the centrifugal fan. In (b), the centrifugal fan together
with the sliding interfaces in a cut through the middle.

4.2.2 Mesh Generation

An unstructured hybrid grid topology was used to capture the complex features of the
two domains. The surface mesh was generated with triangular elements, while the volume
mesh contains penta elements for the boundary layers, together with pyramid and tetra
elements for the remaining volume. The rotating region, containing the centrifugal fan,
has a relatively high grid density which gradually decreases into a less dense grid for the
stationary domain. Each fan blade has between 120 − 160 grid nodes along the profile
and 38 − 48 grid nodes in the spanwise direction. The volume mesh was created in two
steps, first the boundary elements were extruded from the wall surfaces, and from which,
the remaining volume was grown. The first boundary layer cell on the centrifugal fan
surfaces was placed at a height of 30 % of the length of the surface mesh and grew with a
factor of 1.3. For the stationary boundary layers, the first height was 20 % of the surface
mesh and grew with a factor of 1.3. The remaining volume for both the stationary and
rotating domain were grown from the boundary elements with a factor of 1.3. The growth
of the volume mesh was limited in an area surrounding the centrifugal fan. The refinement
stretches from half a fan height below the fan to half a fan height above fan and all the way
to the outlet side. Within this region, the element size was limited to 15 [mm]. According
to reference [39], at least 10 elements are needed to accurately resolve an acoustic wave.
The aim of this study was to capture the fundamental frequencies below 1700 [Hz], at
which the wave length can be calculated through Equation (3.4) to 0.20 [m]. Thus, in the
refined region surrounding the centrifugal fan, there are approximately 13.3 elements per
highest desired acoustic wave length. Figure 4.3a, shows the computational grid in the
entire domain, where the refined region surrounding the centrifugal fan is clearly seen.
Between the shroud of the fan and the impeller inlet is a small gap to ensure that rotations
are possible in the real fan model. For the modelling to be as realistic as possible this
gap was kept open and the sliding interfaces were placed within the gap. A coarse grid
resolution with two grid nodes and a fine resolution with six grid nodes were used, see
Figure 4.3.
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(a)

(b) (c)

Figure 4.3: Resolution of the gap between Shroud Top and Impeller bottom for coarse
grid (a) and fine grid (b).

The centrifugal fan geometry together with its surroundings are rotationally symmetric
and can be divided into seven sectors. Studies such as [40, 41, 42], suggests that sector
models can be used to predict the main features of the sound spectrum. By modelling only
a sector, the flow and turbulent structures are assumed perfectly symmetric which is never
completely satisfied. The periodic boundaries influence the creation of turbulent structures
which could result in an over prediction of the sound pressure levels [40]. By using an
azimuthal sector of 360/7 = 51.42857o, the computational time can be drastically reduced
while grid distribution remains the same. The grid density of the sector is between the
two grid densities of the complete models mentioned above, with four grid cells in the gap
between shroud and impeller inlet. The sector model contains four periodic boundaries,
two rotating and two stationary and the same sliding interfaces as for the full domain
model. The periodic boundaries were made conformal as required by Fluent. For specific
number of cells within the three computational grids, see Table 4.2.
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The quality of the computational grid was determined in terms of skewness and angles
of the grid cells. The angle is calculated with equation 4.1, and should be below 0.7 for
tetras, pentas and pyramid elements recommended by Ansa. The skewness is kept below
0.92 for all cells in the domain, and was below the value of 0.98 recommended by Fluent.

Angle = max
[max(φ)− F

180− F ,
F −min(φ)

F

]
F = 60 for tria faces.
F = 90 for quad faces.

(4.1)

Table 4.2: The number of cells in the different regions of the computational domain for
the two computational domains.

Region Type No. Of Cells
Coarse Fine Sector

Stationary Boundary Layers Pentas 135816 135816 20407
Stationary Remaining Pyramids & Tetras 2291285 3166100 338664
Stationary Total 2427101 3301916 359071

Rotating Boundary Layers Pentas 594222 511368 88161
Rotating Remaining Pyramids & Tetras 2173790 2539631 383559
Rotating Total 2768012 3050999 471720

Total Domain 5195113 6352915 830791

4.3 Numerical Simulation

This section presents how the aerodynamics are coupled and solved together with the
acoustic prediction. Firstly, the CFD-procedure is briefly described, followed by one sec-
tion involving the the aerodynamics and one section regarding the acoustic prediction.

Steady
MRF

Simulation

Transient
Simulation

Sample
Pressure

Solve Wave
Equation

Figure 4.4: The complete computational procedure to obtaining the sound characteristics
in the far-field

The complete computational procedure can be visualised in Figure 4.4 and starts with
running steady MRF simulations of the centrifugal fan. By analysing the steady flow, an
initial understanding of the flow can be obtained and variables such as pressure increase,
torque and volume flow of the fan can be evaluated for credibility of the simulation. The
steady MRF simulation also gives an excellent initialisation from which to start the tran-
sient simulations. By doing so, the time for reaching a developed state can be much
reduced. During the transient simulation, a sliding mesh technique has been adopted
where the impeller slides relative to the casing. In a study by [43], the sliding mesh tech-
nique was adopted for a centrifugal pump, in which good resemblance with experimental
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results were found and has served as a guideline for similar studies since then. When the
above mentioned variables start exhibiting a periodic behaviour, the flow is regarded as
fully developed and the pressure sampling can begin. When an appropriate number of
samples have been obtained the acoustic wave equation can be solved to obtain the sound
characteristics in the far-field.

4.3.1 Aerodynamics

In this study, Fluent 16.1 has been used to solve the compressible and incompressible
flow equations through the finite volume method. For both cases, the fluid is treated as
air with standard properties from Fluent. When the flow was considered compressible,
air was treated as an ideal gas. Incompressible flow can usually be assumed when the flow
is low subsonic (M ≤ 0.3), see Section 2.2.2. The highest mach number in the computa-
tional domain equals approximately 0.14 and is clearly subsonic. There are also multiple
studies, [36, 44, 45], suggesting that the acoustic sound sources can be predicted with
an incompressible flow assumption. But, if the sound source regions are not acoustically
compact, the presence of the solid boundaries are felt by the hydrodynamic field as well
as the acoustic field [4]. When the sources are not acoustically compact, the Green’s func-
tion must be tailored to the individual geometry at hand to accurately account for surface
reflections [4]. The FW-H equation makes use of the Green’s free space which implies
that for non compact sound sources, the flow must be obtained from a compressible flow
simulation [4]. The influence of compressible/incompressible flow was investigated to find
the main differences.

4.3.1.1 Pressure Velocity Coupling

A pressure based solver has been used in this study, this implies that mass conservation
of the velocity field is achieved by correcting the pressure and repeating this procedure.
The governing equations can either be solved sequentially or coupled, i.e. one at a time,
or all together. By solving the equations sequentially, the memory usage is lower since
only one equation needs to be stored in the memory at a time, but the procedure must be
repeated several time yielding a low convergence rate. By instead using a coupled solver,
all governing equations are solved simultaneously which requires more memory but yields
higher convergence rate. The model is of relatively small size, and memory will not be the
limiting factor, which is why the coupled solver was used for the benefits with a higher
rate of convergence. Table A.1 and Table A.2 gives the general solution control settings
used for the numerical simulations in Fluent.

4.3.1.2 Time Step

The chosen time step is related to the angular velocity of the centrifugal fan so that 1o
is rotated per time step. Similar studies related to prediction of tonal noise of centrifugal
fans such as [46, 36, 45] uses 300, 400 and 363 time steps per revolution. With a rotational
velocity of 3500 [rpm], a time step of ∆t = 4.7619 · 10−5 [s] is obtained. According to the
Nyquist criterion, see Section 3.3.2, such a time step will be able to resolve frequencies up
to 10500 [Hz] and was far above the highest desired frequency of 1700 [Hz].
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However, in reference [3], a more conservative criterion is suggested. The time step should
be taken as the tenth of the inverse of the highest desired frequency as

∆t = 1
10fmax

(4.2)

With the chosen time step, the highest resolved frequency according to Equation (4.2)
equals fmax = 2100 [Hz].

4.3.1.3 Discretization

In computational aeroacoustics the magnitude difference of scales between aerodynamics
and aeroacoustics posses a great challenge, where the energy ratio can be in the order of
[3].

PSound
PMech

= 10−4M5 (4.3)

When performing aerodynamic simulations, errors are introduced which are in the same
magnitude as the acoustics. To obtain relevant sound characteristics, the diffusion and
dispersion errors must be kept as low as possible, otherwise the numerical errors will
introduce a numerical noise of the same magnitude [3].

Density, momentum, energy and turbulent quantities were discretized with a 2nd order
upwind scheme. The second order schemes were considered accurate enough while still
retaining a high level of stability. Pressure on the other hand was discretized with a 2nd
order central difference scheme and the Presto (PREssure STaggering Option) scheme.
The latter scheme is more accurate for interpolating face pressure values together with
acoustic analogies [47]. The aforementioned pressure schemes were both included in the
parameter study.

The temporal discretization scheme used was a 2nd order implicit time scheme. An implicit
scheme was selected due to small cell sizes in the rotating domain. For implicit schemes, the
spatial grid size does not directly determine the temporal step through the CFL number
as it does for explicit schemes, see Section 2.4.2. Thus, a larger time step could be used
while still retaining stability. The acoustic CFL numbers for the full domain coarse, full
domain fine and sector grid can be seen in Figure 4.5.
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Figure 4.5: Acoustic CFL numbers divided into 50 sections for the full domain coarse
(a), full domain fine (b) and sector grid (c).
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4.3.1.4 Turbulence models

The flow through the centrifugal fan is highly turbulent and the turbulence needs to be
resolved in an appropriate manner to be able to obtain accurate flow variables. The
most accepted methods are LES or URANS, where URANS can be performed at a much
lower computational effort. However, URANS only provides the possibility to capture the
large scale motions and therefore only information about tonal sounds can be provided
[4]. Within URANS, there is no consensus about what turbulence model that should be
used for centrifugal fan acoustic simulations. Different versions of the k − ε turbulence
model are a common choice [37, 45], and so is the k − ω SST turbulence model [36, 7].
Seeing that both types of turbulence models are commonly used, the two types were used
in this study as well. According to reference [48], the k − ω SST model displays a high
performance in complex flows regarding separation and adverse pressure gradients which
could be expected around the blades of the fan. While the realizable k − ε as mentioned
in Section 2.3.2.1, shows a higher performance compared to the normal k − ε model in a
variety of different flows. See Table A.3 for specific values for the closure coefficients used
for the two turbulence models in Fluent.

4.3.1.5 Boundary Conditions

In the experimental testing, the centrifugal fan was connected to a motor with a fixed
rotational velocity. The pressure difference over the centrifugal fan was specified and for
the given pressure difference, the volume flow was measured. The boundary conditions
used for the numerical simulation are set to resemble that situation. At the inlet, the
mass-flow and volume flow were specified to the measured value for the compressible
and incompressible simulations respectively. At the outlet the pressure was specified to
atmospheric pressure. The walls are treated as no-slip surfaces where the velocity equals
zero in a local reference frame. For specific values regarding the boundary conditions see
Table 4.3 for compressible flow and Table 4.4 for incompressible flow.

4.3.1.6 Turbulence Boundary Conditions

The turbulence at the inlet was defined with the assumption of fully developed flow, in
which the turbulence can be characterised by intensity and length scale through equation
(4.4) [23]

I = 0.16 · (ReD)−1/8

` = 0.07 ·D
(4.4)

in which ReD is the Reynolds number based on the inlet side diameter. The back flow
turbulence at the outlet was defined through the same equations as for the inlet, but here
D equals the outlet side. For specific values regarding the boundary conditions see Table
4.3 and Table 4.4.

4.3.1.7 Wall Treatment

Depending on where the first cell is located different modelling approaches are needed, as
explained in Section 2.4.1. By using Fluent’s Enhanced Wall Treatment function, Flu-
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Table 4.3: Boundary conditions used for the compressible simulation.

Boundary Boundary Condition Boundary Values
Inlet Mass-flow Inlet ṁ = 0.4907 [m3/s]

Tin = 288.16 [oC]
Outlet Pressure Outlet Pout = 101325 [Pa]

Tout = 288.16 [oC]
Walls No-slip Surface uw,local = 0 [m/s]
Inlet Turbulence Intensity & Length Scale Iin = 4.094 [%]

`in = 0.0371 [m]
Back Flow Turbulence Intensity & Length Scale Iout = 4.34 [%]

`out = 0.0728 [m]

Table 4.4: Boundary conditions used for the incompressible simulation.

Boundary Boundary Condition Boundary Values
Inlet Velocity Inlet vin = 1.85 [m/s]
Outlet Pressure Outlet Pout = 101325 [Pa]
Walls No-slip Surface uw,local = 0 [m/s]
Inlet Turbulence Intensity & Length Scale Iin = 4.094 [%]

`in = 0.0371 [m]
Back Flow Turbulence Intensity & Length Scale Iout = 4.34 [%]

`out = 0.0728 [m]

ent has the possibility to check the first cell height, and depending on the y+ value apply
either a low Reynolds model or a wall function. Thus, the first cell can be located either in
the viscous sublayer, buffer region or log-law region without accuracy deterioration. For
more information regarding the enhanced wall treatment see reference [22]. This model
has to be chosen for the realizable k − ε model but is default for the k − ω SST model.

4.3.1.8 Convergence

The general convergence criteria used in this study was 10−4 for turbulent quantities,
continuity and momentum and 10−7 for energy. Physical quantities such as static pressure
at the inlet, volume flow at the outlet and torque of the centrifugal fan are also considered
when determining convergence of the solution. The steady simulations can not capture the
entire transient behaviour of the rotating fan, in which all the residuals do not decrease
below 10−4. In these cases the above mentioned quantities were observed, and when they
ceased to change with iterations the solution was deemed to be converged.

4.3.1.9 Aerodynamic Evaluation

The acoustics are built upon the aerodynamics, and for good acoustic predictions the
aerodynamics must be resolved adequately enough. The aerodynamic performance of the
numerical simulation was validated against experimental data through a PQ-curve where
the pressure increase (P) is visualised with respect to the volume flow rate (Q). There was
not enough time to perform transient sliding mesh simulations for different flow rates and
the pressure increase was instead obtained through steady MRF simulations. The pressure
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increase over the centrifugal fan was calculated as the pressure difference between the inlet
and outlet boundary. The volume flow rate was monitored at the outlet boundary, taking
into considering both the outflow and the reversed flow. The average over 100 iterations
after convergence was used for obtaining the pressure and volume flow rate.

4.3.1.10 Summary of Cases

Changing turbulence models, pressure discretization, incompressible/compressible flow
together with three different meshes yielded a lot of different simulations to be executed.
To be able to get them all done in time only one case was simulated on all three grids,
namely, compressible flow, with realizable k−ε model and the Presto scheme as pressure
discretization. The comparison between the turbulence models, pressure discretizations
and compressible/incompressible flow were all performed on the sector model. A summary
of the cases examined is given below.

Table 4.5: Table showing grid and modelling parameters for the various numerical cases
simulated in this study.

Grid Turbulence Model Pressure Discretization Compressibility

Full Domain Models
Case A Coarse Realizable k − ε Presto Compressible
Case B Fine Realizable k − ε Presto Compressible

Sector Models
Case D1 Sector Realizable k − ε Presto Compressible
Case D2 Sector k − ω SST Presto Compressible

Case E1 Sector Realizable k − ε 2nd order CD Compressible
Case E2 Sector k − ω SST 2nd order CD Compressible

Case F1 Sector Realizable k − ε Presto Incompressible
Case F2 Sector k − ω SST Presto Incompressible

4.3.2 Acoustic Prediction

The acoustic predictions in the far-field have been obtained through the acoustic analogy
of Ffowcs-William & Hawking (FW-H). The inhomogeneous wave equation of FW-H con-
sists of monopole, dipole and quadrupole sources, where the monopole and dipole sources
usually are mentioned as thickness and loading sources due to their physical nature. In
this study, the integration formulation of Brentner and Farassat [49] has been adopted,
in which the solution to the inhomogeneous FW-H equation can be written as seen in
Equation (4.5). In the mentioned equation, the contribution due to quadrupoles outside
of the source region has been neglected, which is a valid approximation when the flow
is subsonic [49]. This can be understood more clearly by observing Equation (3.8) and
Equation (3.10).

p′(x, t) = p′T (x, t) + p′L(x, t) (4.5)
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In the above equation p′ = p− p0, and the thickness and loading terms are given by [49]

4πp′T (x, t) =
∫
f=0

[
ρ0( ∂∂t(Uini)− Uiṅi)

ri(1−Miri)2

]
dS +

+
∫
f=0

ρ0Uini
(
r ∂∂t(Miri) + a0(Miri −M2

i )
)

r2
i (1−Miri)3

 dS (4.6)

4πp′L(x, t) = 1
a0

∫
f=0

[
∂
∂t(Liri)

ri(1−Miri)2

]
dS +

+
∫
f=0

[
Liri − LiMi

r2
i (1−Miri)

]
dS +

+ 1
a0

∫
f=0

Liri
(
ri
∂
∂t(Miri) + a0(Miri −M2

i )
)

r2
i (1−Miri)3

 dS
(4.7)

where

Ui = vi + ρ

ρ0
(ui − vi)

Li = σijnj + ρui(un − vn)

In the above equations ni and ri represent the unit vectors in the wall normal and radiation
direction respectively. The reduced solution to the FW-H-equation proposed through
equations (4.5)-(4.7) are as the complete FW-H-solution obtained by using Green’s free
space function. When Green’s free space functions is used one neglects any surfaces
between sound sources and observer points. The observer points used in this study are
located 1.5 [m] above and below the centrifugal fan as seen in Figure 4.7 in scale. It
should also be noted that the integrals are evaluated at a retarded time τ , explained in
Section 3.2.2.2. The retarded time is dependent of the free field speed of sound. In this
study a0 = 340 [m/s], and is calculated through Equation (3.2) with the inlet/outlet
temperature listed in Table 4.3. For the incompressible simulations when temperature is
not solved for, the same propagation speed was used for a fair comparison. Depending on
the study, different surfaces are used for pressure sampling to feed the acoustic analogy. A
common choice is to use only the surfaces of the centrifugal fan [36, 45], and sometimes the
volute tongue is also included [6, 46]. In the current study, since there is no volute tongue,
the pressure was sampled on the centrifugal fan surfaces and on the surfaces related to
the impeller inlet. The effects of choosing different source sources were investigated for all
numerical cases.
The pressure sampling at the source surfaces could not begin until the flow had reached
a quasi-steady state, i.e. when physical quantities start showing a periodic behaviour.
Figure 4.6 shows the static pressure difference between inlet and outlet for Case A with
respect to simulated time, where a periodic behaviour was reached after approximate
0.25 [s]. Table 4.6 gives the time and revolutions needed to reach periodic behaviour for
the other numerical cases. When the flow had reached a developed state, the pressure
fluctuations were sampled during six fan revolutions.
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The pressure fluctuations sampled during the unsteady calculations were then used to
compute the pressure signal at the location of the far-field observer points through Equa-
tion (4.5). The observer point downstream of the fan is hereafter refereed to as observer
point 1 (OP 1) while the observer point located upstream of the fan is refereed to as
observer point 2 (OP 2).
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Figure 4.6: Static pressure increase with
respect to simulated time for Case A.

Convergence
Case Time Revolutions

A k − ε Real. 0.25 15.16
B k − ε Real. 0.2 11.67
D - 1 k − ε Real. 0.25 14.58

- 2 k − ω SST 0.2 11.67
E - 1 k − ε Real. 0.2 11.67

- 2 k − ω SST 0.18 10.5
F - 1 k − ε Real. 0.1714 10 1

- 2 k − ω SST 0.2 14

Table 4.6: Time and number of revolu-
tions until developed flow for the numeri-
cal cases.

Figure 4.7: Location of OP 1 and OP 2 used in the numerical prediction as well as the
experimental measurements.

4.4 Post-Processing

Post-processing involves dealing with the obtained data after the simulations have been
performed. In this study, both the aerodynamics and the acoustics were analysed, and
the following section gives what was analysed and how it was performed.

1Due to convergence problems, Case F1 was started from Case F2, and could explain why a converged
state could be reached in a quicker time compared to Case F2

30



4. Methodology

4.4.1 Contour Plots

Contour plots were used to analyse the distribution of the mean and fluctuating pressure
on the source surfaces. Fluent has the possibility sample physical quantities during each
time step to calculate the mean and Root Mean Square Error (RMSE) values. The RMSE
value indicates how much a given quantity fluctuates from the mean, by visualising the
RMSE value of pressure on the source surfaces the regions responsible for the sound can
be located. The time averaging was performed during the last two revolutions of the
centrifugal fan when the pressure was sampled for the FW-H propagation.

4.4.2 Frequency Resolution

The sampling of the pressure fluctuations was performed during six fan revolutions, i.e.
a total sampling time of 0.10286 [s]. The sample time determines the resolution in the
frequency domain through Equation (4.8). The frequency resolution for the numerical
simulations can then be calculated to ∆fsim = 9.72 [Hz]. The sampling for the experi-
mental pressure signal was performed during ≈ 4 [s] which yields a frequency resolution
of ∆fexp = 0.25 [Hz].

∆f = 1
Ts

(4.8)

For comparison between the numerical results and the experimental data, the frequency
resolution must be the same. The frequency resolution can be reduced with three steps.
Divide the complete signal into time segments of equal length as the numerical data,
performing the Fourier transform on each time segment and take the average over all seg-
ments. With the mentioned procedure, the frequency resolution of the experimental data
will match the numerical data and a accurate comparison can be made. Figure 4.8a shows
the experimental signal divided into segments of equal time as the numerical simulations
and Figure 4.8b shows the first time segment. Figure 4.9 shows the experimental data
for the two observer points with two different frequency resolutions. The lower resolution
corresponds to the resolution in the numerical simulations.
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Figure 4.8: The experimental data at OP 1 divided into time segments of equal length
as the numerical data (a). The first time segment of the experimental data (b).
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Figure 4.9: Experimental data for OP 1 (a) and OP 2 (b) with two different frequency
resolutions. The blue curves have a frequency resolution of 0.25 [Hz] while the gray curves
have a frequency resolution of 9.27 [Hz].
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5
Results

This chapter presents the aerodynamic and aeroacoustical results from the numerical sim-
ulation cases presented in Section 4.3.1.10. To evaluate the large scale aerodynamics, a
PQ-curve is presented for each numerical case and compared with experimental data. The
aerodynamic result is finalised by visualising contour plots of the time averaged mean and
RMSE pressure field for the three numerical grids. The aeroacoustical results involve fast
Fourier transforms of the propagated pressure signals scaled by the reference pressure in
air to obtain the sound pressure level. First, the difference between the numerical grids
are presented, followed by a comparison between the two turbulence models with different
modelling parameters such as pressure discretization and incompressible flow. At the end
the two pressure discretizations, and compressible/incompressible flow are compared to
each other for a better understanding of their individual effect.

5.1 Aerodynamic Results

Volume Flow Rate [m
3
/s]

0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55

P
re

s
s
u

re
 I

n
c
re

a
s
e

 [
P

a
]

200

300

400

500

600

700

800

900

Experimental Data
Case A
Case B
Case D1

(a)
Volume Flow Rate [m

3
/s]

0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55

P
re

s
s
u

re
 I

n
c
re

a
s
e

 [
P

a
]

200

300

400

500

600

700

800

900

Experimental Data
Case D1
Case D2
Case E1
Case E2
Case F1
Case F2

(b)

Figure 5.1: PQ curve for the different numerical cases. (a) shows Case A, Case B and
Case D1, i.e. three different grids. (b) shows Case D-F, i.e. different model parameters.

Figure 5.1a, shows the PQ-curve for Case A, B and D1. The trend of the three numerical
grids are similar and show good agreement with the experimental data. For all cases, the
highest agreement is found for a flow rate of 0.36 [m3/s]. For lower flow rates, the models
under predicts the pressure increase, while at higher flow rates the models over predict the
pressure increase. Figure 5.1b shows the PQ-curve for Case D-F, i.e. a comparison be-
tween the two turbulence models, pressure discretization and compressible/incompressible
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flow. The pressure increase predicted by the k − ω SST turbulence model shows a higher
agreement to the experimental data compared to the Realizable k − ε turbulence model
for most of the flow rates. The predictions made with the Presto scheme also shows a
better agreement with the experimental data for both turbulence models when compared
to the 2nd order CD scheme. The difference between compressible and incompressible flow
are minor for both turbulence models. The acoustic predictions were made for the flow
rate Q = 0.408 [m3/s]. At the mentioned flow rate the pressure increase and percentage
of over prediction is listed in Table 5.1 and visualised in Figure 5.2 1.

Table 5.1: Pressure increase over the centrifugal fan at a flow rate of Q = 0.408 where
the acoustic predictions were made.

Case
Exp. A B D1 D2 E1 E2 F1 F2

∆P [Pa] 638.2 666.1 672.1 666.2 646.6 669.3 669.0 670.2 654.7
Error [%] — 4.4 5.3 4.4 1.3 4.9 4.8 5.0 2.6
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Figure 5.2: Percentage of over prediction at the flow rate where the acoustic predictions
were made.

At the volume flow rate of 0.408 [m3/s] the difference in predicted pressure increase be-
tween cases A, B and D1 are within 1 % of each other. Case A and D1 shows a slightly
higher correspondence towards the experimental data with an over prediction of 4.4 %,
while Case B over predicts the pressure increase by 5.3 %. At the mentioned flow rate, the
k−ω STT turbulence model shows a higher agreement towards the experimental data for
all numerical cases when compared to the realizable k−ε turbulence model. The difference
between the turbulence models is more pronounced when using the Presto scheme for
pressure discretization (Case D and Case F). For the 2nd order CD scheme as pressure
discretization, i.e. Case E, the difference in predicted pressure increase is negligible be-
tween the turbulence models, but worse in comparison to the Presto scheme. Overall,
Case D2 gives the most accurate prediction with an error of 1.3 %, which increases to
2.6 % when the flow is assumed to be incompressible (Case F2). Switching discretization

1Over prediction through the following formula, PNum−PExp

PExp
· 100

34



5. Results

scheme to the 2nd order CD scheme further increases the error to 4.8 % (Case E2). For the
realizable k−ε model, the difference between Case D1, E1 and F1 is not as pronounced as
for the k − ω SST model. However, Case D1 with the Presto scheme yields the highest
agreement with an over prediction of 4.4 % which increases to 4.9 % and 5.0 % for the 2nd
order CD scheme and incompressible flow respectively.

5.1.1 Time Averaged Pressure - Case A, Case B and Case D1

Figure 5.3 shows the time averaged mean pressure field, and Figure 5.4 the RMSE pressure
field at the surfaces used as source surfaces for the acoustic prediction. In the real model,
the top of the shroud overlaps the bottom of the impeller inlet as can be seen in Figure
4.2b, for visualisation purposes the impeller inlet has been translated upwards. Case A,
Case B and Case D1 is shown from top to bottom. For the Case D1, the entire centrifugal
fan as been reconstructed through the periodic boundaries.

Observing the time averaged pressure on the inside of the centrifugal fan and impeller inlet,
Figure 5.3a, 5.3c and 5.3e, it is seen that the appearance is almost identical to each other.
The only notable difference is for Case A, where there is a slightly larger low pressure area
on the leading edge when compared to Case B and Case D1. Observing the outside of the
centrifugal fan and impeller inlet in Figure 5.3b, 5.3d and 5.3f, it is again seen that the
resemblance towards each other is really high and there are almost no obvious distinctions.
Case A and Case B has three distinct pressure contours at the impeller inlet, from dark
orange to light orange. For Case D1 there is only two indicating that there is a higher
pressure difference between the inside and outside of the impeller inlet for Case D1. It
can also be noted that the mean pressure field is entirely symmetric for the full domain
models, and visually there is no major difference from the sector model.

Comparing the RMSE value of pressure inside of the centrifugal fan and impeller inlet for
Case A and Case B, Figure 5.4a and Figure 5.4c, it is seen that the RMSE pressure field
differs on both the inside of the centrifugal fan and impeller inlet. At the impeller inlet,
the pressure contours have the shape of arcs for Case A, while for Case B, the pressure
field is more smooth, but both cases experience equally large pressure fluctuations at the
bottom of the impeller inlet. Considering the centrifugal fan, a large difference between
the RMSE pressure fields can be observed for Case A and Case B. Case B shows high
RMSE values on the leading edge of the blade, especially close to the backplate, whereas
Case A only shows a thin line at the leading edge and trailing edge. Case A does however
have a larger area with higher values on the suction side of the blade which is not present
for Case B. The pressure field on the shroud also shows a large difference, Case B show
clear arcs while Case A does not. It is clearly seen that the entire RMSE pressure field
is not symmetric, but the areas of large fluctuations are. Observing the outside of the
centrifugal fan and impeller inlet in Figure 5.4b and Figure 5.4d, the pressure field is more
alike between the two cases. Case A does however have a larger area of high RMSE values
at the trailing edge of the blade that Case B does not have. The RMSE values on the
pressure side of the blade are also higher for Case A when compared to Case B.

Observing the inside of the centrifugal fan for the sector model, Figure 5.4e, and comparing
it with the two full domain models, Figure 5.4a and Figure 5.4c, a few things can be noted.
The the largest fluctuations appear at the leading edge with a similar appearance as Case
B. The RMSE pressure field is also more evenly distributed on the suction side of the
blade for Case D1 which is not the case for neither Case A and Case B, it is also noted
that the magnitude is generally higher with no dark blue areas indicating low fluctuations.
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The impeller inlet differs greatly when compared to the full domain models, the RMSE
values are higher allover the impeller inlet for Case D1 with the lowest RMSE value being
in the range of ≈ 1.5 − 2.5 [Pa] as to 0 − 0.625 [Pa] for Case A and Case B. Clear high
magnitude arcs can also be seen, these arcs coincide with the location of the periodic
boundaries. Observing the outside on the centrifugal fan and impeller inlet in Figure 5.4f,
a higher resemblance towards Case B can be seen. The high magnitude fluctuations are
located at the leading and trailing edge with approximately the same magnitude. The
bottom of the impeller inlet also shows high RMSE values for both Case D1 and Case B,
but the appearance differs greatly. For Case B the high magnitude area is smooth with
distinct transitions, whereas for Case D1, the transition is not as distinct, with arcs as
before, and high magnitude "rings".
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(a) (b)

(c) (d)

(e) (f)

Figure 5.3: Time averaged pressure contours on the surfaces of the centrifugal fan and
impeller inlet. Case A - inside (a), outside (b). Case B - inside (c), outside (d). Case D1
- inside (e), outside (f).
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(a) (b)

(c) (d)

(e) (f)

Figure 5.4: RMSE values on the surfaces of the centrifugal fan and the impeller inlet.
Case A - inside (a), outside (b). Case B - inside (c), outside (d). Case D1 - inside (e),
outside (f).
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5.2 Acoustic Results

Figure 5.5a and Figure 5.5b shows the Fourier transform of the experimental pressure
signal at the two observer points. The frequency resolution of the signal is decreased to
match the numerical simulations as mentioned in Section 4.4.2. At OP 1, Figure 5.5a, the
blade passage frequency and its three higher harmonics are clearly seen in the experimental
data, as well as a prominent tone at 120 [Hz]. Slightly above the blade passage frequency,
there is a less distinguishable but still noticeable tone as well. At OP 2, Figure 5.5b,
the sound characteristics are different from OP 1. The blade passage frequency is not as
pronounced as a tone at a slightly lower frequency. The first harmonic is more distinct,
and the sound pressure level is even higher compared to the first harmonic at OP 1.
There are two noticeable tones in the vicinity of the first harmonic, one below and one
above. Both the second and third harmonic can be seen in the spectrum, but there are
also several tones slightly above both harmonics. Table 5.2 gives the experimental sound
pressure levels at the blade passage frequency and the three higher harmonics for the two
observer points.

Frequency [Hz]
10

2
10

3

S
o

u
n

d
 P

re
s
s
u

re
 L

e
v
e

l 
[d

B
]

30

35

40

45

50

55

60
Experimental Data OP1
Fundamental Frequencies

(a)
Frequency [Hz]

10
2

10
3

S
o

u
n

d
 P

re
s
s
u

re
 L

e
v
e

l 
[d

B
]

30

35

40

45

50

55

60
Experimental Data OP2
Fundamental Frequencies

(b)

Figure 5.5: Fast fourier transform of the experimental pressure signals at OP 1 (a) and
OP 2 (b).

Table 5.2: Experimental sound pressure levels at the blade passage frequency and the
three higher harmonics for OP 1 and OP 2.

BPF 1st Harmonic 2nd Harmonic 3rd Harmonic
408 [Hz] 816 [Hz] 1224 [Hz] 1632 [Hz]

Exp. OP 1 54.13 48.95 45.75 39.74
Exp. OP 2 44.88 51.44 41.07 37.88

5.2.1 Comparison Between the Numerical Grids

The three first cases consists of the compressible, realizable k − ε turbulence model and
pressure discretized with the Presto scheme on the three numerical grids. Figure 5.6
shows the frequency spectrum for OP 1 while Figure 5.7 shows the frequency spectrum
for OP 2. Table 5.3, gives the sound pressure levels at the blade passage frequency and
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the three higher harmonics for OP 1 and is visualised in Figure 5.8a-5.8b. Sound pressure
levels for the blade passage frequency and the higher harmonics for OP 2 are listed in
Table 5.4 and is visualised in Figure 5.8c-5.8d.
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Figure 5.6: Fast Fourier transform of the propagated pressure signals at OP 1 for Case A,
Case B and Case D1. In (a), only the centrifugal fan surfaces are used as source surfaces.
In (b), centrifugal fan and impeller inlet are used as source surfaces.

At OP 1, using only the centrifugal fan as source surface, Figure 5.6a, the sound pressure
levels are under predicted on all numerical grids. Great similarities are found between the
two full domain cases, Case A and Case B. A distinct tone is found at 250 [Hz] which is
not present in the experimental data. Both cases predict the blade passage frequency and
the tone slightly above but with a severe under prediction of the sound pressure levels.
The higher harmonics are not distinguishable and are masked together with multiple
frequencies of more of less equal amplitude. The sector model, Case D1, also predicts the
tone at 250 [Hz] and with similar amplitude as Case A. The blade passage frequency is
accurately predicted, but the amplitude is under predicted by 3.50 [dB]. The tone just
above the blade passage frequency is not predicted by the sector model as it is by the
full domain models. As for Case A and Case B, Case D1 also fails to predict the first
harmonic of the blade passage frequency but captures another tone slightly above which is
not visible in the experimental data. The second harmonic is captured, but the amplitude
is under predicted by 7.59 [dB]. The third harmonic is more accurately predicted with an
under prediction of 1.69 [dB]. By using the centrifugal fan and impeller inlet as source
surfaces a different result is obtained, see Figure 5.6b. With the different source surfaces,
Case A and Case B now accurately predicts the blade passage frequency within 0.7 [dB]
whereas Case D1 now shows an over prediction of 11.37 [dB]. Case A and case D1 also
captures the tone slightly above the blade passage frequency while Case B does not. Case
A and Case B still do not capture the higher harmonics with any accuracy, but Case D1
does. With the different source surfaces, Case D1 now predicts the first harmonic within
1.53 [dB], the second harmonic within 3.29 [dB] and third harmonic within 6.62 [dB].
At OP 2, using only the centrifugal fan surfaces as source surfaces, Figure 5.7a, Case A
and Case B show similar behaviour as for OP 1. The two cases predict more of less the
same frequencies but with different amplitudes. Neither of the mentioned cases are able to
predict the prominent tone just below the blade passage frequency. Similar to OP 1, the
blade passage frequency is captured by the sector model, but at this location the sound
pressure level is over predicted. The first harmonic is not captured with any accuracy as
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Figure 5.7: Fast Fourier transform of the propagated pressure signals at OP 2 for Case A,
Case B and Case D1. In (a), only the centrifugal fan surfaces are used as source surfaces.
In (b), centrifugal fan and impeller inlet are used as source surfaces.

for OP 1, however, it is noticeable for Case D1, but the amplitude is far off. The second
and third harmonic are predicted with more accuracy, the second within 2.44 [dB] and
the third within 0.13 [dB]. With the centrifugal fan and impeller inlet as source surfaces,
Figure 5.7b, all cases severely over predict the blade passage frequency. As for OP 1,
neither Case A or Case B are able to capture the higher harmonics whereas the sector
model is able to predict the first, second and third harmonic within 0.13 [dB], 0.96 [dB]
and 5.42 [dB] respectively.

Table 5.3: Sound pressure level at the blade passage frequency and the three higher
harmonics for Case A-C at OP 1.

Source Surface BPF 1st Harmonic 2nd Harmonic 3rd Harmonic
Exp. OP 1 54.13 48.95 45.78 39.74
Case A Fan 27.73 6.88 18.65 17.58
Case B Fan 20.23 9.44 13.72 15.10
Case D1 Fan 50.63 23.23 38.16 38.05
Case A Fan, Imp. Inlet 54.49 17.00 18.17 17.66
Case B Fan, Imp. Inlet 54.81 20.58 20.41 16.23
Case D1 Fan, Imp. Inlet 65.50 47.42 42.45 33.12

Table 5.4: Sound pressure level at the blade passage frequency and the three higher
harmonics for Case A-C at OP 2.

Source Surface BPF 1st Harmonic 2nd Harmonic 3rd Harmonic
Exp. OP 2 44.88 51.44 41.07 37.88
Case A Fan 26.87 4.89 15.41 20.28
Case B Fan 21.38 16.01 12.45 12.58
Case D1 Fan 50.78 37.93 43.47 37.76
Case A Fan, Imp. Inlet 57.28 20.56 14.90 24.22
Case B Fan, Imp. Inlet 57.49 26.11 24.60 14.70
Case D1 Fan, Imp. Inlet 68.41 51.31 42.03 32.46
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Figure 5.8: Sound pressure level at the blade passage frequency and the three higher
harmonics for Case A, Case B and Case D1 at OP 1 (a-b) and OP 2 (c-d). In (a) and (c),
only the centrifugal fan surfaces are used as source surfaces. In (b) and (d), centrifugal
fan and impeller inlet are used as source surfaces.

Observing OP 1 in Figure 5.8a-5.8b it can be seen that the selection of source surfaces
greatly influence the propagated sound. Case A and B are able to accurately predict
the blade passage frequency but not the higher harmonics. Case D1 shows a major over
prediction for the blade passage frequency, but the trend for the higher harmonics is
satisfactory. Observing OP 2 in Figure 5.8c - 5.8d, it can be seen that neither of the
numerical cases exhibit a clear resemblance towards the experimental data regarding the
trend, where the sound pressure level is higher for the first harmonic than for the blade
passage frequency. But for absolute values, case D1 is relatively close for the higher
harmonics while Case A and Case B are not.

5.2.2 Comparison Between Case D1 and Case D2

In the following section, the k − ω SST turbulence model is introduced, (Case D2), and
compared with the Realizable k − ε model, (Case D1). Figure 5.9 shows the propagated
sound pressure levels to OP 1, and Figure 5.10 shows the propagated sound pressure levels
to OP 2. Table 5.5 gives the sound pressure level at the blade passage frequency and the
three higher harmonics at OP 1 and is visualised in Figure 5.11a-5.11b. Table 5.6 gives
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the sound pressure levels at the blade passage frequency and the higher harmonics at OP
2, and is visualised in Figure 5.11c-5.11d.
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Figure 5.9: Fast Fourier transform of the propagated pressure signals at OP 1 for Case
D1 and Case D2. In (a), only the centrifugal fan surfaces are used as source surfaces. In
(b), centrifugal fan and impeller inlet are used as source surfaces.

Visualising the propagated sound pressure at OP 1 with the centrifugal fan as source sur-
face, Figure 5.9a, a high resemblance between the two turbulence models can be observed.
Both models predict the blade passage frequency with reasonable accuracy. The predic-
tion by Case D2 is within 0.14 [dB] from the experimental data as to 3.50 [dB] for Case
D1. Case D2 also fails to predict the first harmonic with any accuracy and both models
shows results far from the experimental sound pressure level. For the second harmonic,
Case D2 gives a slightly better prediction compared to Case D1, with 5.57 [dB] off com-
pared to 7.59 [dB]. For the third harmonic the predictions made by Case D1 shows a
higher resemblance towards the experimental data with a prediction within 1.69 [dB] as
compared to 6.22 [dB] for Case D2. When the centrifugal fan and impeller inlet are used
as source surfaces, Figure 5.9b the blade passage frequency is now over predicted for both
cases, and especially for Case D2. Case D2 also shows a lower resemblance for the higher
harmonics when compared to Case D1, being of by more than 5 [dB]. With only the
centrifugal fan as source surface, the results by Case D2 shows a higher correspondence
to the experimental data for all fundamental frequencies except the third harmonic, see
Figure 5.11a, in comparison with Case D1. But with the centrifugal fan and impeller inlet
as source surface, the sound pressure levels are more accurately predicted by Case D1
for all fundamental frequencies when compared to Case D2, and is clearly seen in Figure
5.11b.
Observing the sound pressure levels at OP 2 with the centrifugal fan as source surface,
Figure 5.10a, the results between the two cases are equally similar as for OP 1. The two
models over predicts the blade passage frequency and the second harmonic, whereas the
third harmonic is over predicted by Case D2 and under predicted by Case D1. As for
OP 1, neither of the two cases are able to accurately capture the first harmonic and the
tone below the blade passage frequency. The error in sound pressure levels are slightly
higher for Case D2 when compared to Case D1, see Figure 5.11c. The error in sound
pressure levels are 9.02 [dB], 4.43 [dB] and 1.31 [dB] compared to 5.92 [dB], 2.44 [dB]
and 0.13 [dB] for the blade passage frequency, the second and third harmonic for Case D2
and Case D1 respectively. Using the centrifugal fan and impeller inlet as source surfaces,
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Figure 5.10: Fast Fourier transform of the propagated pressure signals at OP 2 for Case
D1 and Case D2. In (a), only the centrifugal fan surfaces are used as source surfaces. In
(b), centrifugal fan and impeller inlet are used as source surfaces.

Figure 5.10b, the blade passage frequency is clearly noticeable but severely over predicted
for both cases, with Case D2 predicting the highest sound pressure level. The first and
second harmonic are more accurately predicted by Case D1, with the sound pressure levels
being predicted within 0.13 [dB] and 0.96 [dB] whilst the prediction by Case D2 are off by
3.98 [dB] and 1.09 [dB]. For the third harmonic Case D2 are closer to the experimental
data with 0.65 [dB] off as to 5.42 [dB] for Case D1. Observing Figure 5.11d, it can be seen
that Case D1 is closer then Case D2 for the first and second harmonic, but the general
trend is more accurately captured for Case D2.

Table 5.5: Sound pressure level at the blade passage frequency and the three higher
harmonics for Case D at OP 1.

Source Surface BPF 1st Harmonic 2nd Harmonic 3rd Harmonic
Exp. OP 1 54.13 48.95 45.78 39.74
Case D1 Fan 50.63 23.23 38.16 38.05
Case D2 Fan 54.27 32.03 40.18 33.52
Case D1 Fan, Imp. Inlet 65.50 47.42 42.45 33.12
Case D2 Fan, Imp. Inlet 69.55 43.73 40.69 31.71

Table 5.6: Sound pressure level at the blade passage frequency and the three higher
harmonics for Case D at OP 2.

Source Surface BPF 1st Harmonic 2nd Harmonic 3rd Harmonic
Exp. OP 2 44.88 51.44 41.07 37.88
Case D1 Fan 50.81 37.97 43.51 37.75
Case D2 Fan 53.90 36.76 45.50 39.19
Case D1 Fan, Imp. Inlet 68.41 51.31 42.03 32.46
Case D2 Fan, Imp. Inlet 72.40 47.46 39.98 38.53
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Figure 5.11: Sound pressure level at the blade passage frequency and the three higher
harmonics for Case D1 and Case D2 at OP 1 (a-b) and OP 2 (c-d). In (a) and (c), only
the centrifugal fan surfaces are used as source surfaces. In (b) and (d), centrifugal fan and
impeller inlet are used as source surfaces.

5.2.3 Comparison Between Case E1 and Case E2

In the following section the pressure is discretized with the 2nd order CD scheme for the
realizable k− ε model (Case E1) and k−ω SST model (Case E2). Figure 5.12 and Figure
5.13 shows the propagated sound pressure levels to OP 1 and OP 2 respectively. Table
5.7 gives the sound pressure levels at the blade passage frequency and the three higher
harmonics for OP 1 and is visualised in Figure 5.14a - 5.14b for different source surfaces.
Table 5.8 gives the sound pressure levels at OP 2, and is visualised in Figure 5.14c - 5.14d
for different source surfaces.

Observing OP 1 in Figure 5.12a with the centrifugal fan as source surfaces, it can be
seen that both models show very similar behaviour for frequencies below blade passage
frequency. At the blade passage frequency the two models clearly under predicts the sound
pressure level. Case E1 with approximately 5.9 [dB] and Case E2 with approximately
9.6 [dB]. The first harmonic is not noticeable for Case E1 where it is surrounded by
multiple frequencies of equal amplitude. For Case E2, this is not the case and the first
harmonic is clearly seen, albeit gravely under predicted. The prediction of the second
harmonic shows a higher resemblance between the cases, with Case E2 showing the highest
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Figure 5.12: Fast Fourier transform of the propagated pressure signals at OP 1 for Case
E1 and Case E2. In (a), only the fan surfaces are used as source surfaces. In (b), fan and
impeller inlet are used as source surfaces.

level of correspondence with a difference of 3.43 [dB] compared to 8.18 [dB] for Case E1.
For the third harmonic the two cases yields almost the same sound pressure level but
differ with more than 8.5 [dB] to the experimental data. Observing Figure 5.14a, it is
seen that the general trend is more accurately captured by Case E2, even though the
blade passage frequency is further away from the experimental data. Switching to the
centrifugal fan and impeller inlet as source surfaces, Figure 5.12b, the two cases shows
a higher resemblance towards each other then with only the centrifugal fan as source
surfaces. The same frequencies are predicted with only slight differences in the sound
pressure levels, see Figure 5.14b. In the mentioned figure, it is seen that Case E2 shows
better results for the blade passage frequency and the second harmonic, and that the two
cases are equally bad for the first and third harmonic. The blade passage frequency and
the second harmonic is predicted within 0.84 [dB] and 1.15 [dB] for Case E2 as to 3.28 [dB]
and 3.29 [dB] respectively for Case E1. For the first harmonic, the accuracy decreases for
Case E2 while it increases for Case E1, but both cases are far from the experimental
data. Considering the third harmonic, changing source surfaces gives minor effects on the
predicted sound pressure levels for the two cases, with differences of about 1 [dB] each.

At OP 2 with the centrifugal fan as source surface, Figure 5.13a, the similarities between
Case E1 and Case E2 are higher in comparison to OP 1. The two cases predicts almost
exactly the same frequencies with similar amplitudes. For the blade passage frequency
Case E2 is 1.41 [dB] off as to 3.12 [dB] for Case E1, the sound pressure level of the
first harmonic is almost identical between the models despite a high level of under pre-
diction. For the second harmonic, the sound pressure levels predicted by Case E1 are
closer to the experimental data and vice versa for the third harmonic, see Figure 5.14c.
By switching source surfaces, Figure 5.13b, neither of the cases shows good agreement for
the blade passage frequency and the first harmonic with a considerate over prediction and
under prediction respectively, see Figure 5.14d. The second harmonic are more accurately
predicted, especially for Case E1 with 0.72 [dB] off as to 2.8 [dB] for Case E2.
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Figure 5.13: Fast Fourier transform of the propagated pressure signals at OP 2 for Case
E1 and Case E2. In (a), only the centrifugal fan surfaces are used as source surfaces. In
(b), centrifugal fan and impeller inlet are used as source surfaces.

Table 5.7: Sound pressure level at the blade passage frequency and the three higher
harmonics for Case E at OP 1.

Source Surface BPF 1st Harmonic 2nd Harmonic 3rd Harmonic
Exp. OP 1 54.13 48.95 45.78 39.74
Case E1 Fan 48.27 19.15 37.60 30.39
Case E2 Fan 44.53 40.65 42.35 31.21
Case E1 Fan, Imp. Inlet 57.41 34.72 42.46 29.00
Case E2 Fan, Imp. Inlet 53.29 36.11 44.59 32.10

Table 5.8: Sound pressure level at the blade passage frequency and the three higher
harmonics for Case D at OP 2.

Source Surface BPF 1st Harmonic 2nd Harmonic 3rd Harmonic
Exp. OP 2 44.88 51.44 41.07 37.88
Case E1 Fan 48.00 36.06 42.16 33.73
Case E2 Fan 43.47 36.04 44.51 35.79
Case E1 Fan, Imp. Inlet 61.45 40.51 40.35 30.81
Case E2 Fan, Imp. Inlet 57.54 26.75 43.87 34.46
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Figure 5.14: Sound pressure level at the blade passage frequency and the three higher
harmonics for Case E1 and Case E2 at OP 1 (a-b) and OP 2 (c-d). In (a) and (c), only
the centrifugal fan surfaces are used as source surfaces. In (b) and (d), centrifugal fan and
impeller inlet are used as source surfaces.

5.2.4 Comparison Between Case F1 and Case F2

In the following section the two turbulence models, realizable k − ε (Case F2) and k − ω
SST (Case F2), are run with the assumption of incompressible flow. Figure 5.15 and
Figure 5.16 gives the sound pressure levels with respect to frequency for OP 1 and OP 2.
Table 5.9 gives the sound pressure levels for the blade passage frequency and the higher
harmonics for OP 1, and is visualised in Figure 5.17a-5.17b. Table 5.10 gives the sound
pressure levels for OP 2 and is visualised in Figure 5.17c-5.17d.

Observing OP 1 with the centrifugal fan as source surface, Figure 5.15a, great similarities
are found between the two turbulence models. The sound pressure levels at blade passage
frequency and the first harmonic are under predicted by both turbulence models, but
Case F2 shows a slightly higher sound pressure level for the mentioned frequencies. For
the second harmonic, the prediction in sound pressure level is almost identical between the
models, approximately 2 [dB] under the experimental values. For the third harmonic, Case
F1 shows an over prediction of roughly 3 [dB] while Case F2 shows an under prediction
of about 5 [dB]. Including the impeller inlet as source surface, the baseline is increased,
resulting in an over prediction at the blade passage frequency and an accurate prediction
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at the first harmonic. It can also be noted that the tone slightly above the blade passage
frequency is captured by both models. At around 1100 [Hz], the sound pressure levels
in frequency spectrum starts to increase, and both the higher harmonics are far from
the experimental values. Visualising Figure 5.17a - 5.17b, it is seen that the non of the
turbulence models are able to capture the trend of the experimental data.
Observing OP 2 with the centrifugal fan as source surface, Figure 5.16a, the similarities
between the models are equally great as for OP 1. The same frequencies are found through-
out the spectrum and the sound pressure levels are of roughly equal amplitude. At OP 2,
the sound pressure level at the blade passage frequency is accurately predicted for both
models, within 1 [dB]. But all the higher harmonics are relatively far off the experimental
data, this is clearly seen in Figure 5.17c. Switching source surface, the trend is roughly
about the same as for OP 1. The baseline is increased, resulting in an over prediction for
the blade passage frequency but an accurate prediction for the first harmonic. The sound
pressure levels start to greatly deviate from the experimental values above 1100 [Hz], see
Figure 5.17d.
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Figure 5.15: Fast Fourier transform of the propagated pressure signals at OP 1 for Case
F1 and Case F2. In (a), only the centrifugal fan surfaces are used as source surfaces. In
(b), centrifugal fan and impeller inlet are used as source surfaces.

Table 5.9: Sound pressure level at the blade passage frequency and the three higher
harmonics for Case F at OP 1.

Source Surface BPF 1st Harmonic 2nd Harmonic 3rd Harmonic
Exp. OP 1 54.13 48.95 45.78 39.74
Case F1 Fan 43.23 32.77 43.76 42.54
Case F2 Fan 46.59 35.75 43.89 34.58
Case F1 Fan, Imp. Inlet 60.20 48.24 61.40 60.25
Case F2 Fan, Imp. Inlet 64.06 47.05 64.03 53.93
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Figure 5.16: Fast Fourier transform of the propagated pressure signals at OP 2 for Case
F1 and Case F2. In (a), only the centrifugal fan surfaces are used as source surfaces. In
(b), centrifugal fan and impeller inlet are used as source surfaces.
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Figure 5.17: Sound pressure level at the blade passage frequency and the three higher
harmonics for Case F1 and Case F2 at OP 1 (a-b) and OP 2 (c-d). In (a) and (c), only
the centrifugal fan surfaces are used as source surfaces. In (b) and (d), centrifugal fan and
impeller inlet are used as source surfaces.
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Table 5.10: Sound pressure level at the blade passage frequency and the three higher
harmonics for Case F at OP 2.

Source Surface BPF 1st Harmonic 2nd Harmonic 3rd Harmonic
Exp. OP 2 44.88 51.44 41.07 37.88
Case F1 Fan 44.13 38.80 46.32 43.43
Case F2 Fan 45.94 37.44 48.73 42.14
Case F1 Fan, Imp. Inlet 63.11 51.06 63.36 62.25
Case F2 Fan, Imp. Inlet 66.67 51.62 65.53 55.96

5.2.5 Pressure Discretization

In the following section, the effects of the pressure discretization are investigated. The
Presto scheme is compared with the 2nd order CD scheme for the two turbulence models.
For the realizable k − ε model, (Case D1 and Case E1), the frequency spectra for OP 1
and OP 2 are shown in Figure 5.18, while the sound pressure levels at the fundamental
frequencies for OP 1 and OP 2 are shown in Figure 5.19. For the k−ω SST model, (Case
D2 and Case E2), the spectra is shown in Figure 5.20, while the sound pressure levels with
respect to fundamental frequencies are shown in Figure 5.21. In the following section, the
centrifugal fan and impeller inlet are used as source surfaces.
When the Presto scheme is used, the baseline is highly increased for both turbulence
models. It is clearly seen by adding all the frequency components together which yields
the Overall Sound Pressure Level (OASPL). The OASPL value for each case is listed in
Table 5.11, where a significant increase is noted for the Presto scheme. The discrepancy
is especially significant for the k−ω SST model, Case D2 and Case E2, where the OASPL
difference is close to 15 [dB] for both observer points. For the realizable k−ε model, Case
D1 and E1, the discrepancy is smaller but still significant with a difference of approximate
8 [dB] and 7 [dB] for OP 1 and OP 2.

Table 5.11: Overall sound pressure levels for the two turbulence models discretized with
either Presto (Case D) or cd (Case E). OP 1 is shown in (a) while OP 2 is shown in (b).

(a)

Case OASPL [dB]
D1 69.94
E1 62.00
D2 73.68
E2 58.45

(b)

Case OASPL [dB]
D1 72.83
E1 65.91
D2 76.51
E2 62.21

By observing the frequency spectra for the realizable k − ε in Figure 5.18a - 5.18b a few
things can be noted. With the Presto scheme, the sound pressure level at the blade
passage frequency is greatly over predicted for both observer points, whereas it is only
over predicted at OP 2 for the CD scheme. Case D1 does predict the tone slightly above
the blade passage frequency which is not the case for Case E1. Observing the sound
pressure levels at the fundamental frequencies in Figure 5.19a and OP 1, it can be seen
that the overall trend of Case D1 shows a higher resemblance towards experimental data
even though the blade passage frequency is highly over predicted. Case E1 only shows good
agreement for the blade passage frequency and the second harmonic while the first and
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third harmonic are severely under predicted. Considering the sound pressure levels at the
fundamental frequencies at OP 2, Figure 5.19b, Case D1 shows a higher level of agreement
towards the experimental data when compared to Case E1. The first and second harmonic
are almost exactly predicted by Case D1, but as for OP 1, the blade passage frequency is
highly over predicted, while the third harmonic is badly under predicted. Generally, the
Presto scheme yields a higher sound pressure level for all the fundamental frequencies
and shows a higher similarity with the experimental data, except for the blade passage
frequency at OP 1 where the CD scheme is closer.
Observing the spectra and the sound pressure levels at the fundamental frequencies at OP
1 for the k−ω SST model in Figure 5.20a and Figure 5.21a, a similar behaviour as for the
realizable k−ε model is found. The Presto greatly over predicts the sound pressure level
for the blade passage frequency and under predicts the first, second and third harmonic,
but the trend is relatively accurate. As for the k − ε model, the CD scheme is only
close to the experimental data for the blade passage frequency and the second harmonic,
but for the k − ω SST model it is almost spot on. Considering OP 2, Figure 5.20b and
Figure 5.21b, Case D2 shows a higher correspondence towards the experimental data when
compared to Case E2. For the first, second and third harmonic, Case D2 are very close,
but with a severe over prediction for the blade passage frequency. The trend for Case E2
does not correspond to the experimental data, even though the second and third harmonic
are relatively close.
Generally it can be noted that the Presto scheme gives a more broadband type sound,
the spectrum contains multiple frequencies with equal magnitude which is not the case
for the CD scheme. With the CD scheme more or less only the blade passage frequency
and the higher harmonics are noticeable, i.e. more tonal type sound. The trends from
Presto scheme for both the realizable k−ε and k−ω SST model show a higher agreement
to experimental data, with relatively accurate predictions of the first, second and third
harmonic but with a over prediction for the blade passage frequency. The CD scheme
shows good predictions for the blade passage frequency at OP 1, and good predictions for
the second harmonic at both observer points.
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Figure 5.18: Sound pressure levels with respect to frequency for OP 1 (a) and OP 2 (b).
Realizable k− ε with pressure discretized with Presto (orange) and pressure discretized
with 2nd order CD scheme (green).
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Figure 5.19: Sound pressure levels at the blade passage frequency and the higher har-
monics at OP 1 (a) and OP 2 (b). Realizable k−ε with pressure discretized with Presto
(orange) and pressure discretized with 2nd order CD scheme (green).
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Figure 5.20: Sound pressure levels with respect to frequency for OP 1 (a) and OP 2 (b).
k−ω SST with pressure discretized with Presto (blue) and pressure discretized with 2nd
order CD scheme (magenta).
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Figure 5.21: Sound pressure levels at the blade passage frequency and the higher har-
monics at OP 1 (a) and OP 2 (b). k − ω SST with pressure discretized with Presto
(blue) and pressure discretized with 2nd order CD scheme (magenta).

5.2.6 Compressibility

In the following section, the effects of incompressible flow are investigated for the two
turbulence models. For the realizable k− ε model, (Case D1 and Case F1), the frequency
spectra for OP 1 and OP 2 are shown in Figure 5.22, while the sound pressure levels at
the fundamental frequencies for OP 1 and OP 2 are shown in Figure 5.23. For the k − ω
SST model, (Case D2 and Case F2), the spectra are shown in Figure 5.24, while the sound
pressure levels with respect to fundamental frequencies are shown in Figure 5.25. In the
following section, the centrifugal fan and impeller inlet are used as source surfaces.
Observing the frequency spectra for the realizable k−ε model, Figure 5.22a - 5.22b, it can
be noted that by using an incompressible approach the frequencies above 1100 [Hz] start
to increase. It can also be noted that the low frequency fluctuations seems to be magnified
by using an incompressible flow assumption. For Case D1, there are two noticeable tones
at roughly 160 [Hz] and 230 [Hz] which are greatly magnified in Case F1. Both cases
over predicted the blade passage frequency, and both cases capture the first harmonic.
At 1100 [Hz], Case F1 start to exhibit an increase in sound pressure levels resulting in a
non accurate prediction of the higher harmonics. The trends can be seen in Figure 5.23a
- 5.23b where the divergence of Case F1 is clearly visualised for the two observer points.
The trends for Case D1 are more in line with the trend of the experimental data, especially
for OP 1, albeit severe over prediction of the blade passage frequency and an increasing
under prediction for the higher harmonics. From Figure 5.23a - 5.23b it can also be noted
that the spectra for the incompressible case at OP 1 and OP 2 are very similar to each
other.
Visualising the frequency spectra for the k− ω SST model Figure 5.24a - 5.24b, the same
trends as for the realizable k − ε model can be seen. Amplification of the low frequency
tones and an increase at frequencies above 1100 [Hz]. The trends are more easily seen in
Figure 5.25a - 5.25b, where it can be noted that the trend for incompressible case are far
off the experimental trend, while the compressible case shows a higher resemblance. As
for the realizable k − ε mode, there are great similarities between the frequency spectra
for OP 1 and OP 2 for the incompressible case.
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Figure 5.22: Sound pressure levels with respect to frequency for OP 1 (a) and OP 2 (b).
Compressible Realizable k − ε (orange) and incompressible (pink).
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Figure 5.23: Sound pressure levels at the blade passage frequency and the higher harmon-
ics at OP 1 (a) and OP 2 (b). Compressible Realizable k− ε (orange) and incompressible
(pink).
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Figure 5.24: Sound pressure levels with respect to frequency for OP 1 (a) and OP 2 (b).
Compressible k − ω SST (blue) and incompressible (magenta).
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Figure 5.25: Sound pressure levels at the blade passage frequency and the higher har-
monics at OP 1 (a) and OP 2 (b). Compressible k − ω SST (blue) and incompressible
(magenta).

56



6
Discussion

The following chapter contains three distinct parts, the first part involves issues encoun-
tered during the methodology. After which the results are discussed and analysed with the
aim to try and give possible explanations for the physical observations. Finally, different
sources of error are presented and what they imply.

6.1 Methodology Related

The following section contains information regarding issued that occurred while setting up
the different models. The problems are discussed and possible mitigations are suggested.
These problems are related to implementation of the sector domain in Fluent, and re-
garding the sampling of pressure for the FW-H acoustic analogy on parallel processors.

6.1.1 Sector Model

To set up the physical problem with sliding domains was relatively straight forward for
the full domain models. No divergences or unphysical behaviour occurred, which can
not be said for the sector model. The first several tries suddenly diverged at a specific
time step, leaving now clue to what was causing the problems. Later it was found that
the periodic boundaries, both stationary and rotating, had to be conformal and special
attention was given to obtain this in Ansa. This solved the initial divergence issue but new
issues regarding the coupling between the sliding interfaces and the periodic boundaries
arose. When the flow was treated as compressible, for certain time steps, the temperature
would drastically increase for a few cells at the sliding interface between the rotating and
stationary domain causing the pressure to drastically increase through the ideal gas law,
Equation (2.5), yielding erroneous results in the entire computational domain. Since the
effect was only appearing for a few cells it was thought to be related to the quality of
the mesh and several new meshes with different element types and sizes were generated
but no improvement was found. It should be noted that the quality of the original mesh
in terms of skewness and angles were far above the criteria recommended by Fluent,
and the same mesh density had already been used for a full domain model with no issues
regarding the temperature. The mentioned behaviour occurred for both turbulence models
and both pressure discretizations. By limiting the temperature to physical temperatures
actually present in that location, the issue was mitigated and no erroneous results were
obtained regarding any flow variables. This is not a completely satisfactory method since
it is very case dependent and requires a trial and error approach. When the flow was
treated as incompressible there was no temperature but then the pressure at the same
location started to diverge. In Fluent, the pressure can’t be limited in the same was as
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temperature and a different solution procedure had to be used. This complication was
mitigated by reducing the under relaxation factors for momentum and pressure, leading to
a higher amount of inner iterations within each time step to reach the same convergence
criteria. It should be noted that this only occurred for the realizable k− ε model and not
for the k − ω SST model and the reason for this has not been found. There seems to be
problems related to the sliding interfaces in conjunction with the periodic boundaries. A
possible mitigation solution could be to use conformal interfaces, i.e. in every time step
there is an exact match in all dimensions between the rotating and stationary interfaces.
Due to non-planar interface surfaces and the complexity of creating such a conformal
interface this was not investigated any further. The issue could also be related to the
implementation of the sliding interfaces together with the periodic boundaries in Fluent,
and softwares specifically designed for rotating machinery such as Cfx might be more
suited.

6.1.2 Pressure Sampling on Parallel Processors

An issue that arose during the study was that the pressure sampling for the FW-H equa-
tion had to be done in one simulation when the computational domain is parallelised for
multiple processors. Every time a simulation is restarted, the mesh is parallelised in a
different way. This difference results in a miss match in the FW-H sampling file that
expresses it self as a pressure value several magnitudes larger than the rest of the signal.
After a few time steps this effect dies out and the pressure signal returns to its normal
state, but for a slightly different mean value. If this miss match occurs at the beginning
or the end of the pressure signal, the corrupted part is easily removed, but if it occurs
in the middle, the entire signal is ruined. Since the FW-H sampling files must be read
sequentially, the entire signal must be created in one simulation. This issue is the main
reason for the low frequency resolution of the numerical simulation. A mitigation for
this could potentially be to force the same parallelisation in the setup, so that the same
parallelisation is always used.

6.2 Results Related

The current section contains a discussion about possible reasons to why specific results are
obtained. The section is divided into the same main subsections as the Results chapter
with an Aerodynamic and Acoustic subsections.

6.2.1 Aerodynamic

The PQ-curves were all generated from steady state MRF simulations, this is of course a
simplification in comparison with the transient sliding mesh simulations. The MRF model
assumes that the unsteady interactions between the stationary and rotating domains are
weak, and if this is not the case the results can be erroneous as mentioned in Section
2.4.3.1. The sliding mesh technique was only used for the flow rate at which the acoustic
prediction was performed. At that specific flow rate, the pressure difference was increased
by only 1 − 2 [Pa] indicating good agreement between the steady MRF model and the
transient sliding mesh model. But for flow scenarios close to the maximum and minimum
flow limit, there might be highly unsteady flow phenomenons present, where a transient
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simulation together with the sliding mesh technique might be necessary. At flow rates
close to stall, i.e. minimum flow rate, there were high variations for flow variables between
iterations which indicates that a transient simulation might be needed.

The k − ω SST model shows a higher correspondence towards the experimental data for
almost all flow rates except the lowest close to Q = 0.225 [m3/s]. But as mentioned in
the previous paragraph, a transient simulation would probably alter the results for both
turbulence models. When the centrifugal fan rotates, there is an adverse pressure gradient
on the suction side, see Figure 5.3, of the blade which causes separation at the trailing
edge. The k − ω SST model is supposed to be superior to the realizable k − ε model
at handling adverse pressure gradients and separation which is probably one of the main
reasons for the more accurate results.

The two models are also improved by using the Presto scheme as compared to the 2nd
CD scheme. According to Fluent, the Presto scheme gives more accurate results in
cases with steep pressure gradients, which is usually the case in rotating flows.

It comes as no surprise that the difference between compressible and incompressible flow is
minor regarding the pressure increase over the fan. The highest mach number is approxi-
mately 0.14 and is far below the criterion of 0.3 at from which compressibility effects must
be taken into consideration as mentioned in Section 2.2.2. Nonetheless, including com-
pressibility effects shows a higher resemblance towards the experimental data, indicating
that the compressible effects aren’t completely negligible even though the mach number
is as low as 0.14.

6.2.1.1 Time Averaged Pressure

Observing the RMSE pressure field on the centrifugal fan and impeller inlet surfaces in
Figure 5.4, a difference between the two full domain cases can be seen. Between Case A
and Case B, the only difference in setup is the mesh resolution within the gap between
the impeller inlet and the shroud. It is likely that this change is one of the reason for the
differences. When there is only two nodes within the gap, the flow could potentially be
obstructed in certain time steps depending on the interpolation. This obstruction could
lead to a slightly different flow field that effects the RMSE pressure field at the blades and
inside of the shroud. Another potential cause could be due to development of the flow.
Case A have marched further in time and the flow field may have developed further when
compared to Case B. The latter explanation could also be one of the reasons to why there
is such a difference between the sector model and the two full domain models. Since the
sector domain is only one seventh of the full domain size, the flow could potentially develop
up to seven times faster. Comparing Case A, Figure 5.4a to Case D1, Figure 5.4e, it is
noted that the there are arcs starting to form on the impeller inlet for Case A, and that
these have already been developed for Case D1. This would support the argument that all
fluctuations haven’t reached a periodic state and that further time marching is necessary.
The criterion for convergence was that the pressure increase over the centrifugal fan had
reached a periodic state. This basically means that the large scale motions have settled,
but there could still exist small scale fluctuations that haven’t reached a converged state
which would effect the RMSE pressure field. Since the time averaged pressure field, Figure
5.3, is so alike between all of the cases it is safe to say that the large scale fluctuations
have reached a converged state.
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It can’t be ruled out that the distinct difference between Case A and Case D1 could be an
effect of the periodic boundaries. As previously mentioned, the mean pressure field shows
good agreement between the cases and the pressure field is also symmetric, indicating that
periodic boundaries don’t effect the mean flow to that extent. The similarity found for
the time averaged pressure is not found for the RMSE pressure field, and might indicate
that the periodic boundaries impose to harsh constraints on the fluctuating pressure field
and potentially causes the difference seen for RMSE values for pressure.

6.2.2 Acoustic

The upcoming section follows the same structure as the acoustic result section. Comparing
the different numerical grids, turbulence models, discretization scheme for pressure and
treating the flow as incompressible.

6.2.2.1 Full Domain Models and Sector Model

The full domain models produce substantially lower sound pressure levels compared to
sector model throughout the entire frequency spectra. Observing the pressure fluctuations
in the different models, it can be noted visually that the RMSE pressure field is higher
in the sector model compared to the full domain models which of course influences the
propagated sound. But why there is a higher degree of pressure fluctuations in the sector
model has not been found. The grid density in the sector model is in between the two full
domain models and the difference in pressure fluctuations must be due to something else.
Two possbile causes were discussed in Section 6.2.1.1.

Another reason for the over prediction for the sector model could be related to how the
source surfaces are reconstructed through the periodic boundaries for the acoustic prop-
agation. If the source surfaces are reconstructed without taking the propagation into
consideration, source surfaces will be completely in phase. In a study regarding a five
bladed axial fan [50], a sector model and a full domain model is compared, where it was
found that the sector model gives similar frequencies but the baseline of the spectrum is
raised by roughly 7 [dB] in comparison with the full domain model. In the mentioned
study, the sound sources for the five bladed model were actually incoherent, whereas the
sound sources for sector model became coherent through the reconstruction which was
thought to be the main reason for the higher prediction. The same argument can be
applied to the current study, even though a study regarding the coherence of the sound
sources haven’t been investigated. If the increase is scaled with the number of blades, a
seven bladed configuration would result in a prediction 9.8 [dB] 1 over the full domain
models. Figure 6.1 compares the two full domain models, Case A and Case B, with Case
D1 with 9.8 [dB] subtracted. It is clearly seen that by reducing the sound pressure level
with the mentioned amount the correspondence between the cases is striking, except for
the higher harmonics which aren’t present in the full domain models.

Observing all the frequency spectra, it is clear that choosing the right surfaces as sound
sources are crucial when calculating the sound pressure levels at the observer points,
especially for the full domain models. Observing the pressure fluctuations in Figure 5.4,
it is clearly seen that the pressure varies greatly at the impeller inlet which supports the
argument that it should be included when comparing to experimental data. One should

1 7 [dB]
5 [Blades] · 7 [Blades] = 9.8 [dB]

60



6. Discussion

Frequency [Hz]
10

2
10

3

S
o

u
n

d
 P

re
s
s
u

re
 L

e
v
e

l 
[d

B
]

-10

0

10

20

30

40

50

60

70

80
Experiments OP1
Case A
Case B
Case D1 - 9.8 dB

(a)
Frequency [Hz]

10
2

10
3

S
o

u
n

d
 P

re
s
s
u

re
 L

e
v
e

l 
[d

B
]

-10

0

10

20

30

40

50

60

70

80
Experiments OP2
Case A
Case B
Case D1 - 9.8 dB

(b)

Figure 6.1: Frequency spectrum for the two full domain cases and the sector model, with
9.8 [dB] subtracted from the sector model

though be aware of the free field condition. The wave equation of FW-H is solved by the
use of Green’s free space function, i.e. that there is no obstruction between the sound
sources and the observer points. This assumption is not completely fulfilled for any of the
two observer points. The centrifugal fan is obstructing the free field for the impeller inlet
for OP 1 and vice versa for OP 2.
When observing the experimental sound pressure levels at OP 2, Figure 5.5b, it can be
seen that the sound pressure levels at the blade passage frequency is much lower than for
OP 1, Figure 5.5a. The numerical estimation for the blade passage frequency at OP 1 is
also more accurate in comparison with the estimation for OP 2. The two observer points
are more or less the same distance from the sound sources, and since free field propagation
is assumed, the difference in predicted sound pressure level at the two observer points is
solely due to directivity of sound. This is not enough to explain the over prediction of
the blade passage frequency at OP 2. The main reason for the over prediction is believed
to be related to reflections and scattering effects of parts not included in the numerical
model, and the inlet side. In the experimental measurements, there are several structural
components present that are not included in the numerical estimation e.g. motor. The
inlet side is also more narrow in comparison to the outlet side, and duct effects might
therefore be more pronounced for OP 2. If this is the case, it is a phenomenon that the
current methodology wont be able to capture due to the free field radiation, and this would
also explain the over prediction at OP 2.
The sector models seem to be able to capture both the blade passage frequency as well
as the higher harmonics, whereas the full domain models only capture the blade passage
frequency. The reason for this have not been fully understood, but a possible explanation
is that it is related to the development of the flow. The blade passage frequency is
highly dependent on the hydrodynamic pressure whereas the higher harmonics are more
dependent on smaller fluctuations related to the passing of each blade. It could be the
case that the higher harmonics will emerge if the simulation of the full domain models are
run for a longer time. If this assumption is found to be true, the benefits for using a sector
model are huge in comparison with full domain models.
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For OP 2, Figure 5.5b, there is a significant tone just below the blade passage frequency.
But this tone is not one single tone as can be seen in Figure 4.9b, but due to the reduced
frequency resolution they merge into one peak. None of the numerical simulations are
able to capture these tones, which suggests that they appear due to a phenomenon not
captured by the numerical models. Observing the entire pressure signal for OP 2 in Figure
4.9b, it can be seen that it is characterised by broadband sound, and this is explained by
the measurements being made in a normal room and not in a anechoic room as OP 1. The
mentioned tones could therefore be artifacts from the measurements and would therefore
not be captured through the numerical model.

6.2.2.2 Turbulence Models

The two turbulence models generate very similar results in an aeroacostic perspective.
They capture the same fundamental frequencies and the sound pressure levels at the men-
tioned frequencies are within approximately 4 [dB] of each other. The similarities can
possible be explained by the similarities of the turbulence models. Both are two equation
eddy viscosity models based on the Boussinesq assumption with turbulent kinetic energy
as one of the turbulent variables. By using less alike turbulence models, e.g. based on
more or less equations, or turbulence models not based on the Boussinesq assumption at
all such as Reynolds Stress Models, the difference might be more pronounced. By observ-
ing the pressure increase over the centrifugal fan for the flow rate at which the acoustic
prediction was performed in Figure 5.2. It can be seen that the difference between the
turbulence models are very slight, at most a couple of percentage depending on the pres-
sure discretization and flow assumption. Since the two models are alike in an aerodynamic
perspective and in a model perspective, it seems reasonable that they are alike in an acous-
tic perspective as well. The pressure discretization and incompressible flow assumption
affects the propagated sound to a higher extent than the turbulence models.

6.2.2.3 Pressure Discretization

The two pressure discretization yields very different results compared to each other for
both turbulence models. Independently of the surfaces used as source sources, the Presto
scheme captures the sound pressure level trend with respect to fundamental frequencies
with more accuracy when compared to the CD scheme for both observer points, see Figure
5.18 and Figure 5.20. From the mentioned figures, it can also be seen that the Presto
scheme is able to capture more broadband sound, which indicates that the scheme is able
to resolve pressure fluctuations at a higher degree. No information about how the Presto
scheme is implemented or it’s general solution procedure have been found and the reason
for the higher level of broadband sound remains unknown. Presumable, it uses more nodes
in the interpolation allowing for a higher degree of freedom. Since pressure fluctuations are
resolved at a higher degree for the Presto scheme, other important tones can be captured
as well. Observing Figure 5.18a, it can be seen that by using the Presto scheme the tone
slightly above the blade passage frequency is captured with good accuracy while it is not
captured for the CD scheme.

The Presto scheme is recommended by Fluent for flows with steep pressure gradients
such as rotating flows, but also for using together with the acoustic analogy of FW-H
and utilises a staggered grid for interpolation of the cell face values. By doing so, the
requirements for memory increases due to the extra nodes in the staggered grid. During
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the numerical study it was also found that the Presto scheme also has a lower convergence
rate, requiring 30−50 % more iterations within each time step when compared to the CD
scheme.

6.2.2.4 Compressibility

By using an incompressible flow simulation to feed the acoustic analogy there are a few
notable effects on the frequency spectra, Figure 5.22 - 5.24. For both turbulence models,
firstly, the low frequency tones (below 350 [Hz]) seem to be magnified, and there are
also new tones present. Secondly, the magnitude of the blade passage frequency is lower
for an incompressible flow approach. Thirdly, after approximately 1100 [Hz] there is
a sudden increase in sound pressure levels that contaminates the entire spectrum. The
latter behaviour is not seen for any of the similar studies, [36, 45], where an incompressible
approach was adopted. As mentioned in the first paragraph in Section 4.3.1, the FW-H
equation is solved with the Green’s free space function, which requires a compressible flow
approach if the sound sources are non compact. In the mentioned studies the centrifugal
fans are small with a diameter of 70 an d 80 [mm] each, and the sound source does
thereby satisfy the compactness criterion for the frequency range in question. In this
study, when the impeller inlet is used as sound source, the diameter of the sound source
equals the length of an approximately 650 [Hz] wave. Suggesting that the compactness is
violated at 650 [Hz] which does not correspond to what is seen in the frequency spectra.
However, since the simulation is performed on a sector model where only the radius is
present, the radius of the domain equals the length of an 1300 [Hz] wave which almost
coincides with the frequency where the unphysical increase in sound pressure levels occur.
Indicating that it is the violation of the compactness criterion of the sound sources that
causes the unphysical increase in sound pressure levels. With this line of reasoning, if
an incompressible approach would have been used for for the full domain models, the
unphysical increase in sound pressure level would have occurred for 650 [Hz] instead,
rendering the incompressible approach almost unusable for the current centrifugal fan. No
full domain model have been simulated with incompressible flow and mentioned reason is
only a hypothesis that needs to be verified or refused.

The increased magnitude at the blade passage frequency for the compressible case can
possibly be explained by the higher level of pressure information within a compressible
flow simulation. Using a compressible approach, both the hydrodynamic pressure and
the acoustic pressure can be obtained, whereas only the hydrodynamic pressure can be
obtained by the incompressible approach.

6.3 Sources Of Error

• Due to a miss communication, the numerical study was performed at a lower volume
flow rate compared to the experimental data. The volume flow rate used for the
numerical simulations was 0.408 [m3/s], while the experimental sound characteristics
were measured for a volume flow rate of 0.425 [m3/s]. With an error of 4 %, the
change in sound pressure level would most likely be negligible since decibel is a
logarithmic scale. However, it cannot be ruled out, that an increase of volume
flow rate by 4 % could alter the flow structures which in turn could influence the
propagated sound.
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• In reference [23], it is mentioned that the FW-H equation is solved with the assump-
tion that there is no acoustic interference between the acoustic sources. In reality
there is most likely acoustic interference between the centrifugal fan and the impeller
inlet which is not captured.

• In the experimental data, the sound will be affected by the outlet side and inlet
side. But when the FW-H equation is solved with the Green’s free space function,
the sound is propagated as if free field conditions apply. This means that scattering
and reflections of the sound towards the observer points will not be captured by the
numerical model.

• There are structural components present in the experimental domain during mea-
surements that are not included in the numerical domain.
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Conclusion

The main objective of this thesis was to investigate and propose a methodology regarding
numerical prediction of the flow induced sound generated by a centrifugal fan. The numer-
ical prediction is supposed to replace experimental measurements at earlier development
stages to quickly reach a conclusion regarding which of two fan models that shows the
most promising results. In order to save computational resources and time, turbulence
was only modelled through URANS.
A hybrid aeroacoustical approach was adopted, in which only the near field pressure
field is solved for and used in conjunction with an acoustic analogy for propagation of
the sound to the far field. The acoustic analogy of Ffowcs William & Hawkings has
been used together with the integral formulation of Brentner and Farassat. In order to
reach the above mentioned goal, different numerical grids have been investigated, full
domain models have been compared to sector models, different turbulence models have
been investigated, various pressure discretization have been tested, aeroacoustical effect
of different sound sources, and finally, the assumption of compressible or incompressible
flow has been explored. The concluding remarks are summarised below:

• When using a full domain model it is evident that the pressure fluctuations on the
surfaces of the impeller inlet and centrifugal fan are of importance to the propagated
sound, and the mentioned surfaces should be used as source sources in the FW-H
equation. When using a sector model, that choice isn’t as evident but it is still clear.

• Using a full domain model gives an accurate prediction of the sound pressure level
at the blade passage frequency for the downstream observer point, with a prediction
within 0.7 [dB] to the experimental measurements. But the higher harmonics have
not been found, and one of the reason for this is probably that the flow is not
fully developed. By using a sector model, sound pressure level at the blade passage
frequency is over predicted by 10 [dB], but the higher harmonics are captured with
higher accuracy. The over prediction of the sector model is thought to be related
to the reconstruction of the acoustic sources through the periodic boundaries. The
reconstruction gives seven in-phase sources which in turn cause the over prediction.
By subtracting 10 [dB], the frequency spectra of the sector model coincide with
those of the full domain models, except for the tones of the higher harmonics that
are present in the sector models.

• The choice of turbulence model has only a slight effect of the propagated sound
pressure levels, and both the realizable k − ε and k − ω SST turbulence model
yield a satisfactory result. The aeroacoustical effect of changing turbulence model
is minor in comparison to switching discretization scheme for pressure or switching
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to incompressible flow. The realizable k − ε model shows the best agreement to the
experimental data for the downstream observer point whereas k− ω SST shows the
best agreement for the upstream observer point.

• The sound pressure level trend at the fundamental frequencies are captured with
more accuracy for the Presto scheme, but yields a major over prediction at the
blade passage frequency. The central difference scheme is able to accurately predict
the amplitude of the blade passage but fails to capture the trend of the higher
harmonics.

• The predicted sound pressure levels at the blade passage frequency and the first har-
monic with an incompressible flow approach are very similar to the predicted sound
pressure levels using a compressible flow approach. But, when using an incompress-
ible flow approach, the sound pressure levels drastically increase after 1100 [Hz] and
the higher harmonics are thereby lost. The sudden increase is thought to be related
to the compactness of the source, and that the FW-H equation requires compressible
flow for non-compact sources.

For a fast comparison between the sound pressure level trends between two fan models,
the sector domain model is sufficient. If the absolute sound pressure level at the blade
passage frequency is required, the full domain model is recommended. Turbulence can be
modelled with both the realizable k− ε and the k−ω SST model, but pressure should be
discretized with the Presto scheme. The assumption of incompressible flow can be made
if only the blade passage frequency is required, if higher frequencies are required the flow
must be treated as compressible.
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8
Future Work

A lot of work has been put into this study but there are still many things to investigate be-
fore a complete methodology regarding aeroacoustics for centrifugal fans can be obtained.
The main questions are stated below:

• Why is there such a difference between the full domain model and the sector model?
Firstly, why the over prediction? A few reasons for the over prediction have been
discussed, but a further investigation is needed. Secondly, why does the sector model
predict the higher harmonics while the full domain model does not? This was only
briefly discussed and a more thorough investigation is needed.

• In this study, only two different meshes were tested, and the only difference was the
number of nodes within the gap between the bottom of impeller inlet and top of the
shroud. A thorough mesh study is needed, where the effects of different mesh sizes
on the propagated sound are investigated.

• Investigation of the current solution procedure for different fans. The methodology
proposed must be tested for a variety of fan models preferably with different sizes,
increased or decreased number of fan blades, multiple flow rates etc.

• Investigate non-reflective boundary conditions. In this study, the outlet and inlet
boundaries were not treated as non-reflective as the flow did not seem to fluctuate
close to those boundaries. But there might have been pressure waves that bounced
back into the domain and contaminated the "true" sound.

• Increasing the order of accuracy of the discretization schemes. In this study only
second order schemes were used for discretization. By increasing the discretization
scheme order the numerical diffusion could possible be reduced. With a reduction in
numerical diffusion, the pressure waves could possibly be less distorted which would
alter the pressure fluctuations at the wall surfaces in the domain and in the end the
propagated sound. Seeing that changing discretization scheme for pressure severely
changed the results, the effect of changing discretization scheme for other quantities
must be studied.

• In this study only URANS turbulence models have been used. It would be very
interesting to carry out simulations with eddy resolving capabilities and investigate
what effect this would have on the acoustic predictions. To still try to keep the
simulation costs down a hybrid-LES approach such as DES could be used, but also
second generation URANS models such as PANS or SAS could be used.
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• It would be interesting to use an actual acoustic software for the far field propagation
to validate the propagation tool in Fluent for the full domain model. For the sector
model, it seemed that one of the reasons for the over prediction was due to the
reconstruction of the sector domain for the FW-H equation. With another acoustic
software this effect might be mitigated.

• In the acoustic analogy by FW-H, free field radiation is assumed, and scattering
and reflections are not captured. By coupling the near field pressure field with a
computational transport method, these effects could be captured and a more realistic
estimation could be obtained.

• Only the pressure increase over the centrifugal fan was used to validate the aerody-
namics. This is a rather blunt measure, and more experimental data could increase
the accuracy of the numerical model and in the end the acoustics. For example,
pressure could be measured on the centrifugal fan or surrounding wall to ensure that
the fluctuations in the near field are reasonable. Another option is to measure the
velocity at different locations to create experimental velocity profiles to which the
numerical simulations can be compared to.
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Appendix 1

The first two sections involve solver settings used in all numerical simulations including
Flow Courant Number, Explicit Relaxation Factors and Under Relaxation Factors. Fol-
lowed by the closure coefficients used for the realizable k − ε and k − ω SST turbulence
models.

A.1 Flow Settings for Compressible Flow

The solver settings used when the flow was treated as compressible for both turbulence
models are shown in Table A.1.

Table A.1: Solution controls for the compressible simulation cases for the two turbulence
models.

Realizable k − ε k − ω SST

Flow Courant Number 200 200

Explicit Relaxation Factors
Momentum 0.75 0.75
Pressure 0.75 0.75

Under Relaxation Factors
Density 1 1
Body Forces 1 1
Turbulent Kinetic Energy 0.8 0.8
Turbulent Dissipation Rate 0.8 —
Specific Dissipation Rate — 0.8
Turbulent Viscosity 0.8 0.8
Energy 1 1
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A. Appendix 1

A.2 Flow Settings for Incompressible Flow

The solver settings used when the flow was treated as incompressible for both turbulence
models are shown in Table A.2.

Table A.2: Solution controls for the incompressible simulation cases for the two turbu-
lence models.

Realizable k − ε k − ω SST

Flow Courant Number 200 200

Explicit Relaxation Factors
Momentum 0.55 0.75
Pressure 0.55 0.75

Under Relaxation Factors
Density 1 1
Body Forces 1 1
Turbulent Kinetic Energy 0.8 0.8
Turbulent Dissipation Rate 0.8 —
Specific Dissipation Rate — 0.8
Turbulent Viscosity 0.8 0.8

A.3 Closure Coefficients

The closure coefficients used for the two turbulence models throughout the study are
shown in Table A.3.

Table A.3: Closure coefficients used in the numerical simulations for the Realizable k−ε
turbulence model (left) and the k − ω SST turbulence model (right).

Realizable k − ε k − ω SST
Parameter Value Parameter Value

Cε,1 1.9 α∗∞ 1
σε 1 α∞ 0.52
σk 1.2 β∗∞ 0.09
σE 0.85 a1 0.31
σW 0.85 Inner βi 0.075

Outer βi 0.0828
Inner σε 1.176
Outer σε 1
Inner σω 2
Outer σω 1.168

σE 0.85
σW 0.85

Production Limiter 10
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