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Abstract—Krylov subspace iterative techniques consist of find-
ing the solution of a scattering problem as a linear combination of
“generating vectors” obtained through successive matrix-vector
multiplications. This paper extends this approach to domain-
decomposition. Here, on each subdomain a subspace is obtained
by constructing the segments of each generating vector associated
with the subdomain, and by weighting these segments indepen-
dently, which provides more degrees of freedom. The method is
tested for scattering by a sphere and a rectangular plate, as well
as radiation from connected arrays with strongly coupled antenna
elements. It is shown that substantial computational savings can
be obtained for the sphere and the array. This opens up new
perspectives for faster solutions of multi-scaled problems.

Index Terms—domain-decomposition, CBFM, GMRES,
Krylov subspace iteration, connected arrays

I. INTRODUCTION

CONVENTIONAL iterative techniques, such as the Full
Orthogonalization Method (FOM) or the Generalized

Minimal Residual Method (GMRES) [1], have proved their
capability and efficiency to solve large-scale electromagnetic
problems. They define a set of current distributions on the
whole domain through successive matrix-vector multiplica-
tions (mat-vecs) and then solve for their expansion coeffi-
cients in an iterative manner. However, these methods become
computationally expensive for a large number of generating
vectors. To avoid this, a restart procedure is often used, which
in addition helps to improve the condition number of the
generated system of equations, thereby improving the accuracy
of the method.

Many improvements on the GMRES method can be found in
the literature. For example, in [2] an adaptive deflation strategy
is proposed, which retains useful information at the time of a
restart to avoid stagnation and improve the convergence rate.

The generating vectors in GMRES can also be seen as
Macro Basis Functions (MBFs) [3], [4]. A similar approach
is used in domain-decomposition methods like the Character-
istic Basis Functions Method (CBFM) [5] and the Synthetic
Functions method (SFX) [6]. A major difference between them
is that MBFs in GMRES (or FOM) are defined on the whole
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computational domain and belong to a Krylov subspace, while
CBFM-like techniques split the structure into subdomains and
analyze them in isolation through the definition of set of
independent MBFs on each subdomain, obtained by exciting
the subdomain in various ways1. Assuming that MBFs are
obtained using a multiple-scattering (between subdomains)
methodology, a “rule of thumb” is proposed in [7] stating that
both FOM and CBFM provide a similar accuracy when the
number of iterations in FOM is equal to the average number
of MBFs per subdomain in CBFM. However, in some cases,
the CBFM yields better accuracy, owing to the fact that it
provides more degrees of freedom (DoFs).

In this paper we propose a domain-decomposition approach
to Krylov subspace iteration, where MBFs (or CBFs) on
each subdomain are naturally constructed from the different
segments of the generating vectors.

The paper is organized as follows. In Sec. II we formulate
a reduced system of equations built from segments of the
generating vectors as MBFs, while avoiding extra mat-vecs.
Next, an algorithm for the restart procedure is described in
Sec. III. The proposed approach is validated in Sec. IV for the
case of a perfectly conducting sphere, a rectangular plate, and
an array of electrically connected and disconnected tapered-
slot antennas. A discussion about complexity and accuracy of
the approach follows in Sec. V and conclusions are drawn in
Sec. VI.

II. SEGMENTED KRYLOV SUBSPACE AS MBFS

Consider the Method of Moments (MoM) matrix equation:

ZI = e, (1)

where Z is the N ×N MoM matrix; e is the N ×1 excitation
vector and I is a vector containing the expansion coefficients
for the elementary basis functions. Accordingly, the reduced
CBFM system of equations can be written as

Z̃̃I = ẽ, (2a)

Z̃i,j = KH
i Zi,jKj , (2b)

ẽi = KH
i ei, (2c)

where i, j = 1 . . .M are sub-domain indices; H is the
Hermitian operator and Ki is the set of MBFs. The method
proposed here consists of selecting as MBFs on a given

1More about the relationship between CBFM-like approaches and Krylov
subspace iterative methods can be found in [7].
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subdomain the corresponding segments of the generating vec-
tors. Those segments correspond to entries associated to basis
functions defined on the subdomain of interest. Hence, the
newly proposed MBF selection reads:

Ki =
[
k
(1)
i = ei | k(2)i | . . . | k(P )

i

]
, (3)

in which generating vector k is formed iteratively as

k(p+1) = Zk(p) for p = 1 . . . P − 1, (4)

where index i refers to the MBF vector entries related to
subdomain i.

It is important to point out that the most computationally
expensive part of the MoM matrix reduction (2b), namely the
matrix-matrix product Zi,jKj , can be carried out during the
subspace construction (4). For this purpose, (4) is built from
M2 smaller matrix-vector products resulting in the M2 vectors
v
(p)
i,j , expressed as

v
(p)
i,j = Zi,jk

(p)
j . (5)

Segment i of the vector k(p+1) (at the next iteration) is
obtained by a simple summation of vectors v

(p)
i,j as

k
(p+1)
i =

∑
j

v
(p)
i,j . (6)

If the vectors v
(p)
i,j are concatenated in a matrix Q as

Qi,j =
[
v
(1)
i,j | v

(2)
i,j | . . . | v

(p)
i,j

]
, (7)

then the MoM matrix reduction (2b) can be rewritten as

Z̃i,j = KH
i Zi,jKj = KH

i Qi,j , (8)

which allows one to reduce by a factor close to two the time
involved in (2)-(4), as compared to a straight-forward imple-
mentation. The appendix explains how (8) can be modified
when the set of MBFs needs to be orthogonalized.

III. CBFM WITH RESTARTS

The accuracy of the CBFM method can be significantly im-
proved down to machine precision by introducing a restart pro-
cedure similar to that used in a restarted GMRES method [1]:

• Step 1. Initialize the final solution Ifin = 0.
• Step 2. Set the excitation vector e in (2c) to the initial

excitation vector e0.
• Step 3. Build and solve the reduced system of equa-

tions (2a), compute the solution Ij = Kj Ĩj for j =
1, . . . ,M . Note that the reduced system of equations can
be built progressively, similar to the internal iterations in
GMRES.

• Step 4. Add the result to the final solution, Ifin = Ifin + I.
• Step 5. Compute the residue r = e0 − ZIfin.
• Step 6. Set the excitation vector e to the residue r and

go to Step 3 until the required residue is reached.
The main difference with GMRES is that the subspace is

restarted on every subdomain.

IV. NUMERICAL RESULTS

In this section the proposed approach is compared to the
GMRES algorithm in terms of an error in surface current
versus the solving complexity. The complexity is defined
herein as the number of elementary operations “ab+” (floating
point product of complex scalar numbers and summation with
another complex number), required to solve the problem, while
the relative error in the surface current is computed as

ε = 20 log10

√∑
n

|Iapprox
n − I ref

n |2
/√∑

n

|I ref
n |2

 , (9)

where Iapprox is the current expansion coefficient vector, ob-
tained using the proposed approach or restarted GMRES; and
Iref is the reference solution, obtained by direct solution of the
MoM matrix equation (1).

The structures considered hereafter are subdivided into
subdomains to have nearly equal and compact surfaces; for
antenna arrays each subdomain is chosen to be a single
antenna element. One possible way to improve the division
into subdomains is through the so-called graph-partitioning
technique (see e.g. [8]).

The system of equations (1) is assumed to be precondi-
tioned for both CBFM and GMRES using the preconditioner
described in [9], during which auxiliary subdomains are con-
sidered [7] in order to deal with the nearest interactions.
Furthermore, a simplified version of GMRES is used [10],
which implements the Gram-Schmidt orthogonalization of
the vectors in the Krylov sub-space instead of using the
Arnoldi iteration. This approach has a similar complexity as
the original GMRES algorithm, while it is structurally closer
to the CBFM.

For each geometry considered below a series of simula-
tions have been performed for different numbers of CBFM-
“generating vectors” and different numbers of internal itera-
tions (between restarts) for GMRES, and the best convergence
curves of both methods are compared. Under “an iteration”
for CBFM approach we understand hereafter a procedure
consisting of (i) building the reduced system of equations of
size PM ×PM , which involves P mat-vecs, and (ii) solving
this system.

Three geometries are considered:
• (Fig. 1) A sphere with radius 1.58λ, divided into M = 96

or M = 384 subdomains. The number of elementary
basis functions (RWG) is N = 30720. The sphere is
excited by a plane wave.

• (Fig. 2) A rectangular plate with size 12λ, divided into
M = 144 or M = 256 subdomains. The number of RWG
basis functions is N = 42960. The plate is excited by a
plane wave under 45 degrees incidence.

• (Fig. 3) A 121-element dual-polarized array of both
connected and disconnected Vivaldi tapered slot antennas.
The numbers of RWG basis functions are N = 41975
and N = 39325 respectively. The array is uniformly
excited by delta-gap voltage sources at each antenna
element. The connected Vivaldi array has been designed
by ASTRON [11].
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Fig. 1 demonstrates the convergence rate of the newly
defined iterative CBFM and GMRES for the sphere. If one
aims at an accuracy in the surface current of e.g. 50 dB,
the domain-decomposition approach is more than twice faster
than GMRES, i.e. with twice smaller operations count. The
convergence in case of 96 subdomains is faster for both
methods, and this can be explained by the influence of the
preconditioner, which accounts for all adjacent neighbours of
each subdomain. This is true as long as the solution time of the
reduced system of equations is small compared to the matrix-
vector product needed to produce that system of equations.
As explained in Section V, this supposes that the number of
subdomains M remains small compared to F 2, where F > 1
is the DoF reduction factor2, which is satisfied in all numerical
examples considered here.

(a) 96 subdomains. (b) 384 subdomains.
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Fig. 1. Numerical example 1: A sphere with radius 1.58λ, divided into (a)
96 subdomains and (b) 384 subdomains, and excited by an incident plane
wave. Subfigure (c) compares the convergence rates of restarted GMRES and
CBFM. The restart positions are indicated with circles.

Similar observations are made for the square plate shown in
Fig. 2. However, the advantage of using the iterative CBFM is
not significant in this case as compared to the more strongly
coupled subdomains in the other examples.

The more complicated Vivaldi array case is demonstrated in
Fig. 3. As expected, the disconnected array is a much easier
case for numerical analysis, since no current can physically
flow from one subdomain to another, which reduces mutual
coupling, such that the convergence is much faster. The figure
also shows that for the connected array the proposed domain-
decomposition approach is more than a factor two faster, as
compared to a conventional GMRES approach.

In all numerical examples the CBFM reaches an accuracy
better than −50 dB in only 1 to 2 iterations (for 0 to 1
restarts), with the number of mat-vecs per iteration equal to

2F = Nsd/P is average ratio between numbers of elementary basis
functions and MBFs on each subdomain

(a) 144 subdomains. (b) 256 subdomains.
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Fig. 2. Numerical example 2: A rectangular plate with size 12λ, divided into
(a) 144 subdomains and (b) 256 subdomains, and excited by a plane wave
under 45 deg incidence. Subfigure (c) compares the convergence rates of
restarted GMRES and CBFM. The restart positions are indicated with circles.

P as indicated in the legends of Figs. 1–3. GMRES requires
1 to 5 restarts to achieve similar accuracy levels.

It worth noting that we used an integral error in the surface
current as a main figure of merit in this study. However,
antenna characteristics, such as the antenna impedance and ra-
diation pattern, are most commonly used by antenna designers.
The relation between respective errors is not straightforward,
however it can be assumed that the error in surface current
and the error in antenna characteristics are of same order (see
e.g. the approximation error analysis in [12], where different
reflector antenna feeds are considered).

(a) connected array. (b) disconnected array.
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Fig. 3. Numerical example 3: (a) A connected and (b) disconnected 121-
element dual-polarized Vivaldi array, divided into 121 subdomains, and
excited by a delta-gap voltage sources at each antenna element. Subfigure
(c) compares the convergence rates of restarted GMRES and CBFM. The
restart positions are indicated with circles.
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V. DISCUSSION

When well preconditioned, GMRES converges very rapidly
(i.e. within a few tens of iterations), almost irrespective of the
number of unknowns. As explained in [10], GMRES amounts
to solving a reduced system of equations, whose size (i.e.
number of DoFs), corresponds to the number of iterations.
For large problems, this solution takes a negligible time as
compared to that involved in the mat-vec operations. This
means that, without significant increase in the computation
time, one can afford more DoFs, as is the case with the
approach proposed here, since the number of DoFs now
corresponds to the number of mat-vecs P multiplied by the
number of subdomains. Without any specific matrix-vector
multiplication, solving the reduced system of equations has
a complexity (PM)3 (here it is worth to mention that there
are methods to reduce this exponent, see e.g. [13]), while the
complexity of mat-vecs is PN2. The increase of computational
time is hence small as long as P 2M � N2

sd, where N2
sd is the

average number of elementary basis functions per subdomain.
It is pointed out that the gained accuracy does not seem to

be commensurate with the increase of the degrees of freedom.
More precisely, the achieved accuracy is not as good as that
we may expect from GMRES when the number of iterations
equals the total number of CBFs in the problem (in that case
GMRES exploits the same number of DoF, at the expense of
an excessive number of mat-vecs). This is probably due to
the possible slight discontinuity between current distributions
on contiguous subdomains; part of the newly generated DoFs
may actually be needed to correct this deficiency.

In the very worst case, i.e., when the iterative CBF approach
essentially provides the same accuracy as GMRES, one has
two methods, one based on GMRES and one based on CBFs,
with comparable accuracies when the number of iterations in
the former is equal to the number of CBFs per subdomains
in the latter. That equality is obtained by construction of
the proposed method, since one new CBF per segment from
the new generating vector is created at every iteration. It is
interesting to notice that this equality precisely corresponds
to the rule of thumb delineated from numerical experiments
in [7] where MBFs (or CBFs) were created in a multiple-
scattering fashion, and it is shown here that this rule of thumb
constitutes a lower bound for the capabilities of the iterative
CBF (or MBF) approach.

It appears that a clear advantage beyond this rule is obtained
with CBFs when – as proposed here – the CBFs on a given
subdomain are simply taken as the segments of the generating
vectors (which correspond to the subdomain of interest). Other
(either purely algebraic or more physical) ways of creating the
CBFs may allow us to further benefit from the larger number
of DoFs created through the subdomain-based approach.

VI. CONCLUSIONS

This work has introduced a domain-decomposition tech-
nique into Krylov subspace iteration, such as in GMRES for
instance. This method is similar to the CBFM, here the MBFs
are generated by simple segmentation of the pre-computed
vectors of the Krylov subspace. The achieved convergence is

faster than with GMRES by a factor ranging from 1.05 (the
rectangular plate with large subdomains) to 2.6 (the connected
Vivaldi array) while keeping the same accuracy. This opens
new perspectives for the solution of multi-scaled radiation and
scattering problems.

APPENDIX

To keep a well-conditioned reduced system of equations, the
set K of MBFs should be orthogonalized by means of, e.g., a
QR-decomposition. This slightly complicates the acceleration
technique described in the Sec. II. The updated acceleration
can be carried out in the following way.

Let us denote the orthogonalized matrix K as Ko, then (2b)
becomes

Z̃i,j = KoH
i Zi,jK

o
j . (10)

After performing the QR-decomposition for each sub-
domain j, Kj = Ko

jRj , Eq. (10) can be rewritten as

Z̃i,j = KoH
i Zi,jKjR

−1
j = KoH

i Qi,jR
−1
j , (11)

which only involves small matrices, and based on (7), is the
final expression of the (i, j) block of the reduced MoM matrix.
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