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CHAPTER 2

MULTIDIMENSIONAL OPTIMIZED
OPTICAL MODULATION FORMATS

M. Karlsson1 and E. Agrell2

1Photonics Laboratory, Department of Microtechnology and Nanoscience
Chalmers University of Technology, Gothenburg, Sweden

2The Communication Systems Group, Department of Signals and Systems
Chalmers University of Technology, Gothenburg, Sweden

2.1 Introduction

The development of advanced digital signal processing (DSP) to enable intradyne
coherent optical receivers [1–3] caused a paradigm shift within optical communica-
tions, and there is little doubt that the future of optical transport will be coherent.
Coherent receivers ideally map the optical signal to the electrical domain, which en-
ables a lot of novel advanced communication algorithms to be implemented in optical
links, e.g., digital equalization and advanced modulation. One of the most profound
developments was that intradyne receivers enabled all four quadratures of the optical
signal (or in optical terms amplitude, phase, and polarization states) to be modulated
and detected. This was realized already in the early 90s when Betti et al. investigated
the modulation of all four quadratures in optical links [4–7]. Even if coherent de-
tection was demonstrated already in 1990 by Derr [8], it was too complicated to be
commercially interesting and the research faded.

title, edition.
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2 MULTIDIMENSIONAL OPTIMIZED OPTICAL MODULATION FORMATS

As optical transmission systems had traditionally used rudimentary modulation
(typically on-off-keying (OOK) or differential phase-shift-keying (DPSK), [9]), the
coherent receivers meant great opportunity to study novel modulation formats, tai-
lored for the emerging coherent optical links. The first such format used was the
polarization-multiplexed quadrature shift keying (PM-QPSK) [2,3], which in its sim-
plest form is binary phase shift keying (BPSK) in all four quadratures in parallel. As
coding and modulation are key building blocks in the design of any communication
link, it is a natural first approach to separate them and study the performance of each
block separately. Most of the research reviewed and presented in this chapter will be
dealing with the modulation format only, but we emphasize that that is only part of
the problem in designing a good optical transmission link. The second part is to add
forward error correcting (FEC) codes, preferably tailored and co-optimized with the
modulation formats, an area often referred to as coded modulation. However, a dis-
cussion on that topic is beyond the scope of this chapter, and we refer the interested
reader to, e.g., [10, 11] for a recent overview and introduction.

The choice of modulation format in a link is crucial in that it sets an upper limit
on the achievable spectral efficiency, which loosely speaking measures how well the
channel real estate (bandwidth and signaling dimensions) are utilized. The addition
of FEC will always reduce the spectral efficiency (but with the crucial benefit of in-
creasing the noise tolerance). Nevertheless there is a deep relation between coding
and modulation. Specifically, all FEC codes can be interpreted as a multidimen-
sional modulation format by considering a sequence of time slots as dimensions.
The converse does not necessarily hold. Although many multidimensional modu-
lation formats, in particular those with a regular structure, can be interpreted as a
low-dimensional modulation format in combination with a FEC code, this is not al-
ways the case. The relation between modulation and coding will be discussed further
in sections 2.2.1 and 2.4.

In the choice of modulation format, there is an inherent threefold trade-off be-
tween the spectral efficiency, the noise tolerance and complexity of the format. In
this chapter, we aim to shed some light on these trade-offs, by investigating rela-
tively simple, low-dimensional formats in 4 dimensions. Such research is not new;
4d formats were investigated already in the 70s by Welti and Lee [12] and by Zetter-
berg and Brändström [13]. Also, the work by Biglieri [14] contains some of the 4d
formats we will discuss in this chapter, as well as discussions on lattices and lattice
cuts, which we will also cover. The novelty is the application to the optical channel
with its specifics and trade-offs when it comes to signal generation, transmission,
and detection. Therefore we will devote quite some effort to review and describe
implementations and experiments.

This chapter is organized as follows. In the next section, we will give basic def-
initions and performance metrics for modulation formats that are common in the
literature. In section 2.3, the most interesting formats and their performances are
theoretically described and characterized. Next, in section 2.4, we study how low-
dimensional codes can be used to extend the known formats to higher dimensions
and spectral efficiencies. In section 2.5, the relatively large body of experimental
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work done on multidimensional modulation in coherent links that has been done in
the last few years is reviewed, and finally section 2.6 concludes.

2.2 Fundamentals of digital modulation

An optical communication channel, like any other physical propagation or storage
medium, is what in communication theory is called a waveform channel, which com-
municates a time-varying voltage (or electric field) from one point to another. If the
channel is used to transmit digital data, then there are only a finite number of possible
waveforms of a given length, and every such waveform corresponds to a certain se-
quence of bits. The process of mapping bits into waveforms and vice versa is called
digital modulation. This can be done in a multitude of ways, depending on the type
of channel. Some common optical system models, and their preferred modulation
techniques, are reviewed in section 2.2.1. In section 2.2.2, we discuss several optical
channel models that have been proposed to account for the fiber propagation effects.

In order to compare modulation formats and select a suitable one for implemen-
tation in a particular communication system, a performance metric is needed. There
is a multitude of such metrics, for a variety of purposes. A modulation format that
is superior in one sense may very well be inferior in another. This is the topic of
section 2.2.3.

2.2.1 System models

A multidimensional channel is one that offers the possibility of transmitting multiple
waveforms simultaneously. These waveforms could consist of the two quadratures
of an amplitude- and phase-modulated lightwave, the two polarizations, multiple
wavelengths in a wavelength-division multiplexed (WDM) system, multiple modes,
or multiple cores. Each of the parallel waveforms can be thought of residing in one
dimension. The traditional paradigm, and the least complex solution, is to transmit
independent data on all of these dimensions. However, improved performance can be
obtained by encoding data jointly on several dimensions, i.e., by multidimensional
modulation. This improvement is most prominent if the waveforms interfere with
each other during transmission, but significant gains can be achieved even if the
waveforms are transmitted independently. The topic of multidimensional modulation
will be revisited in section 2.5.5.

The mapping of bits into waveforms can be thought of as a three-step process.
First, redundant bits are added to the payload. This overhead serves several pur-
poses: to indicate a frame structure, which allows the interpretation of the received
bit stream as a sequence of data packets; to provide address information for proper
routing; and to provide error resilience via FEC. These functions, albeit crucial for
the operation of an optical communication network, are all outside the scope of the
present chapter.

Second, m bits at a time are mapped into a symbol, which is a vector in an N -
dimensional space. The set X of all M = 2m symbols are called a constellation.
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This is the single most important entity in the definition of a modulation format;
indeed, it is so important that the term “modulation format” is sometimes used as a
synonym for constellation.

Third, the sequence of symbols is mapped into a set of waveforms. The standard
way to do this is via a linear modulator. Denoting the sequence of N -dimensional
symbols with x[k], for k = . . . , 0, 1, 2, . . ., the vector of N waveforms is computed
as

x(t) =
∑
k

x[k]φ(t− kT ), (2.1)

where T is the symbol time and φ(t) is a given pulse shape.
At this point, it should be emphasized that the discrete-time sequence x[k] is

fundamentally different from its continuous-time counterpart x(t) and they should
not be confused with each other. The waveforms x(t) needs to be considered in order
to analyze signal spectra as well as propagation effects such as distortions, filtering,
added noise and other hardware limitations. On the other hand, the sequence x[k] is
the quantity of interest to analyze bit and symbol error rates (BER and SER), mutual
information, channel capacity, etc.

The vector x(t) represents N baseband waveforms. Each of these waveforms
are now multiplied with a carrier, for transmission over an N -dimensional channel,
which, as explained in the beginning of this subsection, consists of multiple quadra-
tures, polarizations, wavelengths, modes, and/or cores.

At the receiver side, the reverse operations are performed using a coherent re-
ceiver. First, the symbol clock, carrier phase, and polarization are recovered using
either blind or pilot-aided estimation algorithms [15–17]. A balanced detector now
outputs the N received baseband waveforms, represented by the vector y(t), which
should hopefully resemble x(t).

Second, the waveforms are filtered and sampled. The obtained sequence of N -
dimensional vectors is

y[k] =

∫ ∞
−∞

y(t)h(kT − t)dt (2.2)

for k = . . . , 0, 1, 2, . . ., where h(t) is the impulse response of the receiver filter. The
received symbol sequence x̂[k] is now determined by identifying, independently for
each k, the point in X closest to y[k], in some well-defined sense that depends on
the channel model. Ideally, the receiver filter is chosen as a matched filter h(t) ∼
φ(Td − t), where Td is the processing delay. Furthermore, the pulse φ(t) is chosen
to satisfy the T -orthogonality criterion∫ ∞

−∞
φ(t)φ(t− kT )dt = 0, for all integers k 6= 0, (2.3)

which avoids intersymbol interference for linear channels, i.e., y[k] depends on x[k]
but not on x[k ± 1],x[k ± 2], . . .

Third and last, the received bit sequence is obtained by concatenating the bits
corresponding to each symbol. Then the digital overhead is removed, which includes
the operations of FEC decoding and frame synchronization.
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It is also possible to consider blocks ofK symbols x[k],x[k+1], . . . ,x[k+K−1]
as a supersymbol, taken from a constellation of NK dimensions. In general, this
technique improves the performance at the cost of a higher transmitter and receiver
complexity. A similar effect can be achieved at a more manageable complexity by
applying a FEC code before modulation. Specifically, if a block code with codeword
length n = mK is applied to the bit stream before modulation, the resulting symbol
sequence can be regarded either as a sequence of dependent N -dimensional symbols
or as a sequence of independent NK-dimensional supersymbols. We will see exam-
ples of such NK-dimensional constellations designed from standard FEC codes in
section 2.4.

2.2.2 Channel models

A complication for optical links is that the fiber propagation of the signal wave-
form is conventionally modeled with a nonlinear partial differential equation, the
nonlinear Schrödinger equation (NLSE), where fiber dispersion, nonlinearities and
amplifier noise distorts the signal. This is not the desired discrete-time model that
a communication engineer would like to have when designing the coding and mod-
ulation algorithms. There are generally three problems associated with taking the
fiber propagation to a usable discrete-time model. (i) To correctly model the transi-
tions between symbols and waveforms (discrete and continuous time). Usually the
transmitter is modeled as a continuous pulse source multiplied with with discrete
data in each symbol time, ignoring the sum in (2.1). This works fairly well, but one
may have unwanted intersymbol interference in the symbol borders that is often ne-
glected. The receiver side, going from the continuous waveform to a discrete data
sample, is often modeled as an integrate-and-dump filter, i.e., restricting the integral
in (2.2) to an interval of length T . This is not penalty-free, and it is theoretically com-
plicated when the signal spectrum is distorted or broadened so one cannot guarantee
matched filtering or sampling without aliasing. (ii) The NLSE and fiber transmission
is nonlinear in the general case, and often operated in a regime where the nonlin-
earity cannot be neglected. In this case, the received signal is generally affected by
intersymbol interference even if (2.3) is satisfied and linear ISI in the channel is re-
moved. (iii) The coherent receiver should have negligible distortions, i.e., operate
in a regime (strong local oscillator with low phase noise) where it linearly maps the
optical field to the electrical domain for sampling and detection. In addition, perfect
timing synchronization and compensation for channel impairments are assumed.

Often these problems are neglected, which leads to the standard additive white
Gaussian noise (AWGN) model for coherent links, where the signal is only distorted
by additive amplifier spontaneous emission (ASE) noise [18, 19]. Good agreement
between simulations and experiments are evidence that this approach works reason-
ably well for many systems.

Of the above problems, the nonlinearity is the most serious one, but thanks to the
recent developments of the Gaussian noise (GN) model [20–22], it can be dealt with
by a simple extension of the AWGN model. The GN model applies to links with
strong dispersive broadening during propagation and electronic dispersion compen-
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sation in the receiver. Then the impact of the nonlinearity can be accurately modeled
as additive white Gaussian noise with a variance proportional to the average signal
power cubed, which was first observed by Splett et al. already in 1993 [23]. In such
links, the presented format optimizations (which rely on the noise being uniform in
all dimensions) will still work well. The GN model is known to agree well with ex-
periments and to be a useful system design tool, but the usefulness for, e.g., capacity
estimates in nonlinear links can be questioned [24].

A second model accounting for fiber nonlinearities is the nonlinear phase-noise
model [25, pp. 157, 225]. This applies to links where the dispersion is negligible,
e.g., with optical in-line compensation and/or low baudrates. Then the nonlinear
self-phase modulation will, together with the ASE noise, lead to constellations with
a spiraling shape. The model has also been extended to dual polarizations by Beygi
et al. [26].

2.2.3 Constellations and their performance metrics

The starting point for digital modulation theory is, since long before the invention
of fiber-optic communications, the scenario consisting of an additive white Gaus-
sian noise channel, no coding, optimal detection (maximum likelihood, ML), and
asymptotically low error probability. In this scenario, the BER and SER are both
proportional to Q(d/

√
2N0) [27, 28], where Q = (2π)−1/2

∫∞
x

exp(−z2/2)dz is
the Gaussian Q function, d is the minimum Euclidean distance between points in
the constellation, and N0 is the noise power spectral density. Modulation formats
are therefore traditionally designed in order to maximize (a normalized version of)
the minimum distance d. Nevertheless, such modulation formats are often applied
even in scenarios where the minimum distance does not govern the performance,
such as for non-Gaussian or nonlinear channels, in coded systems, with suboptimal
receivers, or at nonasymptotic error probabilities.

The following performance metrics are often used to quantify the performance of
modulation formats [28].

Spectral efficiency The spectral efficiency or normalized bit rate is defined as [29,
30]

β =
log2M

N/2
,

whereN andM , as defined in section 2.2.1, give the number of dimensions and con-
stellation points, resp. The spectral efficiency gives the number of bits per channel
use, where every (complex) channel use involves two dimensions. It also gives the
bitrate per bandwidth, in bit/s/Hz, if Nyquist signaling is applied (sinc pulse shap-
ing). A related quantity is β/2, which gives the number of bits per dimension, and
can be interpreted as the data rate per bandwidth in bit/s/Hz, if rectangular pulse
shaping is applied and bandwidth is defined as the width of the spectral main lobe.
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Average and peak symbol energy The average symbol energy, also called the
second moment or the mean squared Euclidean norm, is

E =
1

M

∑
x∈X
‖x‖2

and the peak symbol energy is

Emax = max
x∈X
‖x‖2.

If the pulse φ(t) in (2.1) satisfies (2.3), then

lim
n→∞

1

2nT

∫ nT

−nT
‖x(t)‖2dt ∼ E

T

∫ ∞
−∞

φ2(t)dt,

i.e., the continuous-time average energy is proportional to the discrete-time average
energy E. Unfortunately, there exists no analogous relation between the continuous-
time and discrete-time peak energies. Constellation designs based on Emax tend nev-
ertheless to be relatively good also in terms of the continuous-time peak energy, but
not necessarily optimal [31].

Average bit energy Eb = E/ log2M gives the average energy needed to transit
one bit of information.

Constellation figure of merit The constellation figure of merit CFM is defined as
[29, 30]

CFM =
d2N

2E
.

This is, assuming AWGN, no coding, optimal detection (maximum likelihood), and
asymptotically high signal-to-noise ratio, SNR, (low error probability), the relevant
power metric if modulation formats are compared at the same bandwidth.

Power efficiency The (asymptotic) power efficiency is [32, eq. (5.8)], [27]

γ =
d2

4Eb
=
βCFM

4
. (2.4)

This is, under the same conditions as for the CFM , the relevant power metric if
modulation formats are compared at the same bit rate.

Gain The gain is quantified with respect to a baseline modulation format at the
same spectral efficiency β, commonly chosen as pulse-amplitude modulation (PAM)
[29, 30]. A PAM constellation has

CFM PAM =
6

2β − 1
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and

γPAM =
3β

2(2β − 1)
. (2.5)

Multidimensional extensions of PAM such as quadrature-amplitude modulation (QAM)
and polarization-multiplexed (PM) QAM have the same CFM and γ. Geometrically,
the baseline constellations represent cubic subsets of the cubic lattice. The gain is
defined as

G =
CFM

CFM PAM
=

γ

γPAM
,

also for spectral efficiencies β for which no PAM constellation exists.

Mutual information, MI The mutual information is defined as

I(X;Y ) =

∫∫
f(x,y) log2

f(x,y)

f(x)f(y)
dxdy, (2.6)

where X and Y are the channel inputs and outputs, respectively, and f denotes the
distribution of the stochastic variables indicated by its arguments.

Complexity Finally, some words should be said about complexity. It is one of the
most important figures of merit, and it should be considered in any implementation,
in order to keep the latency, energy consumption, and cost within reasonable levels.
Nevertheless it is one of the hardest parameters to quantify numerically, depending
not only on the modulation format but also on the transmitter and receiver algorithms
as well as the hardware platform. As a crude rule of thumb, the complexity increases
with the dimension, number of points, and irregularity of the constellation.

2.3 Modulation formats and their ideal performance

In this section, we will briefly review the various modulation formats and format
optimizations that have been presented in the literature. Without doubt, the most
commonly used formats are the PAM formats, based on the cubic lattice, possibly in
N dimensions. Their performance is well known and stated in section 2.2.3. Their
popularity is mostly due to their simplicity of generation and detection, but if some
of that simplicity is sacrificed, much better performance (in terms of noise tolerance
or spectral efficiency) can be achieved. The formats presented in this section will be
examples of that.

We will extensively discuss format optimization in the below. It is important to
emphasize that the outcome of such an optimization is heavily dependent on what is
optimized and which constraints are assumed under the optimization. The simplest
and most common scenario is to assume additive white Gaussian noise, no coding,
optimal detection (ML), and asymptotically high SNR (low error probability). This
ideal scenario will be studied in this section. Modulation optimization for some
specific nonlinear and non-Gaussian channel models will be summarized in 2.3.2.
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(a) (b)

Figure 2.1 The cluster C2,8 (a) and the ball B2,8 (b).

In the limit of high SNR, the formats with the lowest symbol error rate (SER)
can be found from optimized packings of solid spheres [27, 31, 33]. For a constant
dimensionality and number of spheres, such packing optimization can be done by
either minimizing the average distance of the spheres from the origin (the average
second moment E) or by minimizing the maximum distance (the maximum symbol
energy Emax). To emphasize this difference, the constellation of M spheres with
minimum E in dimension N is called the cluster CN,M , and the constellation with
lowest Emax is called the ball BN,M . Sometimes the clusters and balls coincide, but
in general they do not. A simple example of the latter arises for 8 points in 2d, as
shown in figure 2.1. This example also shown that the balls may be nonunique, as
the center point is loose, and can be freely moved without affecting Emax.

In addition to the balls and clusters, one can also compare different formats at the
same bit rate (where γ is the relevant metric), or at the same bandwidth (where CFM
is used). Both cases will be discussed below, in section 2.3.1. The balls and their
relevance were discussed in [31] and will be briefly touched upon in section 2.3.2.

2.3.1 Format optimizations and comparisons

This and the next few subsections will focus mainly on the clusters, i.e., the N -
dimensional, M -point constellations that minimize the average symbol energy (sec-
ond moment) E. Tables with coordinates of those constellations are given in, e.g.,
[34] for 2d clusters and [35] for 3d and 4d clusters. These and other constellations
are available online [28]. All these are numerically optimized results, presented as
tables of coordinates. Some of the most interesting constellations are presented in
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Table 2.1 Known densest lattices, their number of nearest neighbors and densities.

Dim. Densest lattice Neighbors (kissing number) Density ∆

2 A2 6 π

2
√
3

= 0.91

3 A3 12 π

3
√
2

= 0.74

4 D4 24 π2

16
= 0.62

8 E8 240 π4

384
= 0.25

24 Λ24 196560 π12

12!
= 0.0019

exact analytic form in [27,31]. Quite often, the clusters possess some symmetry that
facilitates a nice coordinate description.

In the limit of many points, the clusters will be spherical cuts from the regular
lattices that are known to be the best packings in the given dimension. The best
packing lattices are only known exactly in dimensions 2, 3, 4, 8 and 24, and they
are listed in Table 2.1, together with their densities, ∆, which denotes the fraction of
Nd space that is filled by packing nonoverlapping spheres at the lattice points. The
power efficiency for a spherical cut of M lattice points in N -d space can, if M is
sufficiently large, be well approximated as [36, eq. (32)]

γlat = log2(M)

(
1 +

2

N

)(
∆

M

) 2
N

. (2.7)

This expression is derived by assuming a uniform point density in the spherical cut.
This approach can be expected to be better with increasing M , significantly exceed-
ing the nearest neighbor number, so that many lattice cells is enclosed in the cut.
If an N -d hypercubic cut is carried out rather than a spherical cut, a penalty of
πe/6 = 1.53 dB (the so-called shaping gain) is sacrificed for large N . In a sim-
ilar manner we have the CFM and gain for the lattices as

CFM lat = 2 (N + 2)

(
∆

M

) 2
N

(2.8)

Glat =
N + 2

3

(
M

2
N − 1

)(∆

M

) 2
N

. (2.9)

2.3.1.1 General properties of the metrics Properties of the best known clusters,
for N = 2, 4, and 8 and selected values of M , are shown in figure 2.2. The coordi-
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Figure 2.2 Spectral efficiency of the best known clusters, plotted vs. CFM , γ, and G, resp.
Dimension N = 2 (red), 4 (blue), and 8 (green). The performance of the A2, D4 and E8

lattices using (2.7)–(2.9) is shown with dashed lines. The stars show BPSK (corresponding
to QPSK in 2d and PM-QPSK in 4d) and 4-PAM (corresponding to 16-QAM in 2d and
PM-16-QAM in 4d).
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nates of the clusters are available online [28]. We conjecture that these clusters are
all optimal for their values of N and M .1

The spectral efficiency β is shown versus the three power measures: CFM , power
efficiency γ, and gain G. This also shows the qualitatively different behavior of the
three metrics (CFM , γ, and G). We will now discuss the general behavior of these
metrics with spectral efficiency β (or M , since β ∼ log2(M)).

The CFM ∼ 1/E(M) decreases monotonically with spectral efficiency β, as it
compares formats at the same bandwidth (same baudrate), thus showing essentially
how the second moment E(M) increases with M . For large M , one can expect
the clusters to behave as lattice packings, and the CFM to decrease as ∼ M−2/N

according to (2.7).
The γ on the other hand weighs in the data rate by multiplying CFM with log2(M),

giving it a dependence γ ∼ log2(M)/E(M). It can be shown that γ always increases
up to at least the simplex (M = N+1). However, for largeM , the dependence is the
lattice’s ∼ log2(M)M−2/N , which will eventually decrease with M , and we con-
clude that for every dimension N > 1, γ has a maximum γmax at some value Mopt.
The values of γmax and Mopt are only known, or conjectured, for N = 2, 3, 4, 8 and
listed in Table 2.2. Not much is known about the general dependence of γmax and
Mopt on the dimension N . However, a crude approximation can be obtained from
the lattice expression, and maximizing log2(M)M−2/N for real M . This optimum
is

Mopt,lat = exp(N/2) (2.10)

γmax,lat =
N + 2

2e log2(2)
∆

2
N . (2.11)

These values are compared to the exact known values2 in Table 2.2, and the agree-
ment is surprisingly accurate, given the rough approximation involved by approxi-
mating the discrete points with the homogneous lattice distributions. It is also inter-
esting to note thatMopt,lat corresponds to βopt,lat = 1/ log2(2) = 1.44 bits per symbol
per dimension pair, independently of N .

The gain G is defined as the performance relative to the cubic-lattice PAM con-
stellations (QPSK, 16-QAM, PM-QPSK, PM-16QAM, etc.), which all have G = 0.
The clusters show a rapid improvement over the cubic lattice as β increase, as is
clear from figure 2.2 (c). At high spectral efficiencies, the gain will approach the
asymptote given by

Gmax =
N + 2

3
∆

2
N (2.12)

which is 0.84, 1.97, and 3.72 dB in the respective 2d, 4d, and 8d cases.

1The conjecture does not extend to N = 8 and M > 128. These clusters, which are also included in
figure 2.2, are unpublished and not as well optimized as those on [28].
2With “exact known values” we mean, like for most other sphere packing problems, that they are found
from extensive numerical optimization. No formal proofs of optimality are known.
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Table 2.2 Known maxima for γ and their optimum number of points Mopt. For comparison
are shown the optima based on the asymptotic lattice expression 2.7.

Dim. N γmax [dB] Mopt γmax,lat [dB] Mopt,lat

2 0.75 3 –0.15 2.8

3 1.25 4 0.36 4.5

4 1.76 8 0.98 7.3

8 3.01 16 2.73 54

2.3.1.2 2-dimensional formats The 2d clusters are in almost all cases part of the
hexagonal lattice A2, which is the densest packing of many spheres in 2d space. The
only exception is M = 4, for which every rhombic constellation with vertex angle
between 60◦ and 120◦, including the square constellation (QPSK), have the same
average symbol energy E as a four-point subset of A2. Second moments of clusters
for M up to 500 are listed in [34].

Foschini et al. [33] found the optimum 2d clusters in the cases of practical in-
terest (M = 8, M = 16) by numerical optimization already in 1974, but clearly
these results have not taken on in the community, and there are at least three rea-
sons for this: (i) the noninteger coordinates makes a practical implementation more
difficult, (ii) the gains G over square QAM constellations are never more than 0.84
dB according to (2.12), and (iii) (less important) the hexagonal constellations do not
lend themselves to a straightforward bit-to-symbol mapping. QAM constellations
are therefore dominating in practical 2d systems.

The full set of 2d clusters up to M = 32 are shown in red for the three metrics
(γ, CFM and G) in figure 2.2. The most common formats QPSK and 16-QAM are
shown as stars in figure 2.2, and in figure 2.2 (c) they are references at G = 0. In the
limit of many points, the 2d clusters have performance close to the A2 lattice (shown
with a dashed line), which is not surprising since they are cuts from this lattice, as
shown by Graham et al. [34].

The highest γ is seen to arise for M = 3 (3-PSK), at β = 3/2. However, as for
all the other 2d clusters (except for QPSK), it has seen limited use, although being
discussed in the literature [37, 38].

2.3.1.3 4-dimensional formats The 4d clusters C4,M are shown in figure 2.2 in
blue. Similar optimizations are found in, e.g., [39] as well as in online listings of
coordinates by, e.g., Sloane et al. in [35]. A more detailed description, including
exact coordinate descriptions of some interesting clusters, were provided in [27,31].
For communication purposes, the powers of two, M = 8, 16, 32 . . ., are of particular
interest, and they will be discussed separately below.
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Generally, the optimum, or nearly optimum, 4d constellations that are subsets of
the D4 lattice are easier to implement than the corresponding 2d clusters, since the
D4 lattice is a subset of the regular cubic (integer) lattice Z4. They will thus have
a better opportunity to find wide use than the 2d clusters. Also, higher gains G are
attainable in 4d than 2d.

A few specific cases have caused interest in the research community, and will
be discussed separately below, namely M = 4, 8, 16, and 24, as well as the higher
powers of 2.

3d simplex The best packing of 4 points in 4d, the cluster C4,4, is to put them in
a regular tetrahedron, also known as the 3-dimensional simplex [40, p. 178]. Obvi-
ously, this is not a 4d object at all, since at least 5 points are required to span a 4d
object, but it is the best packing of 4 points in all dimensions N ≥ 3. Moreover,
numerical evidence indicates that all clusters CN,M where M ≤ N + 1 are the M -
ary simplices. In optical communications, this format was proposed and evaluated
by Dochhan et al. [41] as an alternative to PM-BPSK, over which it has a 1.25 dB
asymptotic sensitivity gain.

PS-QPSK The maximum γ in 4d occurs for M = 8, as originally pointed out
in [42]. Geometrically, the format is the 4d cross-polytope, and also known in the
communications community as 8-ary biorthogonal modulation. The biorthogonal
(or cross-polytope) formats consists of all permutations and signs of signal vectors
with zeroes at all coordinates except one [40, p. 178]. Exact SER expressions for
all biorthogonal formats are given in [43, eq. (4.102)], [44]. Gray mapping is not
possible for biorthogonal formats, but assuming the “obvious” bit to symbol mapping
that flips all bits between opposing symbol pairs ±1, 0, 0, 0 . . ., an exact expression
for the BER was given in [43, p. 203].

The 8-ary biorthogonal format was originally proposed for optical coherent sys-
tems by Betti et al. [5], although it had been considered for communications much
earlier [12,13,45]. It can even be considered as a special case of permutation modu-
lation, introduced already by Slepian in 1965 [46].

In 4d, the cross-polytope can take on many representations [42]; in addition to the
permutations of ±(1, 0, 0, 0) it can be regarded as the odd (or even) parity subset of
the 4d cube (PM-QPSK). It can thus also be seen as resulting from a parity-check
code applied to the standard PM-QPSK [47,48], as will be discussed in section 2.4.1.
The strength lies in that it loses less in spectral efficiency than it gains in sensitivity
over PM-QPSK, so compared at the same bit rate, it gains γ = 3/2 or 1.76 dB in
power efficiency. At a finite BER of 10−3, its gain is around 1 dB.

Transmission simulations of PS-QPSK in nonlinearly-limited fiber links were pre-
sented in, e.g., [49–51]. The general result is that the power efficiency improvement
over conventional PM-QPSK can be translated into a reach extension or increased
amplifier span losses, which has also been seen in experiments as discussed in sec-
tion 2.5 below.



MODULATION FORMATS AND THEIR IDEAL PERFORMANCE 15

6PolSK-QPSK/24-cell The 24-cell is a four-dimensional polytope that is, accord-
ing to Coxeter [52], “. . . a peculiarity of four-dimensional space. . . having no ana-
logue [in dimensions] above or below.” The constellation consists of 24 vertices
equally spaced from the origin and each other, and plays an important geometric role
of being the Voronoi cell of theD4-lattice, as well as the the 4d kissing constellation,
the latter being proved relatively recently [53]. The kissing constellation, consisting
of the 24-cell and a point at the origin, is also the cluster C4,25, notably a local maxi-
mum in the γ vs. β plot, figure 2.2 (b). The cluster C4,24 is not the 24-cell, but C4,25
with an outer point removed and centered at the center of gravity.

Nevertheless, the 24-cell C24-cell performs quite well as a format in its own right.
The points can be given as the hypercube in union with the cross-polytope, i.e.,

C24-cell ∈ {(±1,±1,±1,±1), (±2, 0, 0, 0)}

taken with all permutations and sign selections. An alternative, rotated and rescaled,
representation is all permutations and sign selections of (±1,±1, 0, 0). The 24-
cell has a spectral efficiency β = log2(24)/2 = 2.29 and power efficiency γ =
log2(24)/4 = 1.15 (or 0.59 dB). An exact expression of its SER was given in [27]
and derived in [44]. It was suggested for communications in [12,13,54]. In coherent
optical communications, it was first proposed by Bülow et al. in 2009 [55], and later
identified as the 24-cell in [27]. In optical links, it is realized by transmitting QPSK
in one of 6 different polarization states (x,y,±45◦, right/left-hand circular) [55], and
hence referred to as 6-polarization shift-keying (6PolSK)-QPSK.

The 24-ary nature of 6PolSK-QPSK makes the bit-to symbol mapping nontrivial,
although a scheme was proposed in [27] based on mapping 9 bits to two subsequent
6PolSK-QPSK symbols. The resulting format has a slightly reduced γ of 0.51 dB
and spectral efficiency of 2.25 bit/symbol/polarization [27].

M -SP-QAM and the D4-lattice As was mentioned above, the D4 lattice is the
densest packing of many points in 4d space [36]. It is therefore of importance when
finding useful modulation formats for 4d transmission lines. There are systematic
and low-complexity ways of doing this, rather than resorting to sphere packing opti-
mizations and the above-mentioned clusters. The idea is to cut finite portions from
the D4 lattice by using a cubic or spherical cut. The former is easiest in implemen-
tations, but the latter is better from a theoretical perspective, which is ultimately, for
many points, 1.5 dB better, as was discussed above.

Generally, theD4 lattice can be defined, e.g., as all points with integer coordinates
that sum to an even number. It can be obtained from the cubic (integer) lattice Z4 in
two ways, either by reduction, or extension [56,57]. The reduction scheme is similar
to Ungerboeck’s set partitioning, (SP), introduced for trellis-coded modulation [58].
The idea is to remove half of the points in Z4 points, e.g., those with odd parity. Thus
one has

D4 =
{

(k1, k2, k3, k4) ∈ Z4 |
∑

ki = even
}
. (2.13)
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The extension scheme is instead to start from Z4 add a shifted variant of Z4 half an
integer in every dimension, i.e.,

Z4 ∪ Z4 +

(
1

2
,

1

2
,

1

2
,

1

2

)
.

However if the center-of-mass should remain at he origin (which is most efficient
from a power efficiency point of view), it is better to shift the two cubic lattices an
equal amount in opposite directions, i.e.

D∗4 = Z4 −
(

1

4
,

1

4
,

1

4
,

1

4

)
∪ Z4 +

(
1

4
,

1

4
,

1

4
,

1

4

)
(2.14)

Both methods give the D4 lattice (apart from a rescaling) and both are useful
when obtaining power efficient modulation formats, especially with high spectral
efficiency.

The reduction scheme was originally suggested for optical communications by
Coelho and Hanik [59] who called the resulting formatsM -ary set-partitioned QAM,
or M -SP-QAM. Later, Karlsson and Agrell [57] extended the concept to the whole
hierarchy of formats obtainable from extension or reduction of the standard rectan-
gular QAM formats.

In the reduction process, the minimum distance squared is increased by a factor
of two, at the expense of losing 1 bit per symbol. Applying this to PM-QPSK leads
to the PS-QPSK format with a gain of 2 × 3/4 = 3/2 = 1.76 dB over PM-QPSK.
Applying the same technique to PM-16-QAM is more attractive, leading to a gain of
2 × 7/8 = 7/4 = 2.43 dB over PM-16-QAM. This format is called 128-SP-QAM,
and after being introduced by Coelho and Hanik [59] it was studied in simulations
of nonlinear transmission by Renaudier et al. [60] and Sjödin et al. [61]. The latter
paper also discussed the problem of bit-to symbol mapping and maximum-likelihood
decoding for the format.

By using the extension scheme on PM-QPSK, one obtains the 32-SP-QAM for-
mat [57, 60] which has γ = 0 dB, i.e., the same power efficiency as PM-QPSK, but
transmitting 5 bits per symbol rather than 4. By using extension and reduction for
known QAM formats, an M-SP-QAM hierarchy with M = 8, 32, 128, 512, 2048 . . .
can be realized, and in the recent review article by Fischer et al. [62], more proper-
ties of these formats are given, including, e.g., mutual information. The following
relations between power efficiency and spectral efficiency, corresponding to (2.5),
can be derived for the SP-QAM hierarchy [57]

γSP-QAM =
3β

2β+
1
2 − 1

, (2.15)

γSP-QAM =
3β

2β+
1
2 − 1

2

, (2.16)

where (2.15) holds for SP-QAM formats obtained by reduction of a rectangular PAM
format and (2.16) for extension.
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Other 4d formats of interest The 16-ary cluster C4,16 is 1.11 dB better (in the γ
sense) than the hypercube (PM-QPSK), but the coordinates are not very nice. Lay-
ered along one coordinate axis, it consists of a 3d octahedron and a 3d cube, sand-
wiched between two single points. Explicit forms of the coordinates were given
in [31, 63]. The mutual information reveals only a marginal improvement over PM-
QPSK, see section 2.4.3 and [63], although it has received some experimental interest
as discussed in section 2.5.

Another improvement over the PM-QPSK format was proposed by Sjödin et al.
[64]. Referred to as subset-optimized PM-QPSK (SO-PM-QPSK), the idea was to
improve PM-QPSK by rescaling one (e.g., the even-parity) subset and leaving the
other unchanged. By optimizing the rescaling to 1.618 (the golden ratio), a 0.44 dB
γ improvement over PM-QPSK can be obtained. ML decoding schemes, SER, and
BER for this format are given in [64].

It is possible to obtain a nice symmetric 256-point format by cutting theD4 lattice
with a spherical cut around a deep hole, as pointed out, e.g. in [12, 65] and recently
described and experimentally implemented by Eriksson et al. [66]. The levels com-
prise all 4d vectors that lie within a radius of 6, whose coordinates are odd integers
and where the coordinate sum is a multiple of 4. Remarkably this is exactly 256 vec-
tors, and the γ = 16/27 = −2.27 dB, and it is quite likely the most power-efficient
256-ary constellation in 4d.

2.3.1.4 8- and higher-dimensional formats The 8d clusters C4,M are shown in
green in figure 2.2. The maximum power efficiency, γmax, is 3.01 dB and occurs for
C8,16, which is the 8d cross-polytope, or biorthogonal 16-ary modulation. Interest-
ingly, almost the same γ is obtained for M = 58 and 241 [28]. Expressions for the
SER and BER of this format can be found in [43], and it was recently experimentally
realized, as will be discussed in section 2.5.

For higher spectral-efficiency constellations, the best 8d lattice packing is given
by the E8 lattice [36], which can be obtained from the D8-lattice in union with a
shifted D8, i.e.,

E8 = D8 ∪D8 +

(
1
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1

2
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1

2
,

1

2
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2
,

1

2
,

1

2
,

1

2

)
,

where D8 is defined in analogy with (2.14).
Koike-Akino et al. [67] and Millar et al. [68] discussed two ways of obtaining

8d constellations, namely by cutting (spherical) parts from the E8 lattice and using
known block codes. The latter will be more discussed in section 2.4. In [67], they
classified a few promising 8d modulation formats (M = 128, 256) in terms of γ as
well as in terms of nonlinear transmission reach. In [68], they went deeper and gen-
eralized the study to even higher dimensions as well, e.g., 6d, 16d and 24d. In 16d,
the Barnes–Wall lattice is known to be the densest, and a promising 16d constella-
tion with M = 211 points was found from cuts of this lattice which might be the
γmax of 16d, even if further studies are required before this can be settled. It would,
interestingly, be in agreement with the approximate expression (2.10). In 24d, the



18 MULTIDIMENSIONAL OPTIMIZED OPTICAL MODULATION FORMATS

Leech lattice (and the associated Golay code) was used. More details on the latter,
including experiments, were given in [69, 70].

2.3.1.5 PPM-based formats Pulse-position modulation (PPM) is a well-known
technique to increase power efficiency at the expense of spectral efficiency. The
idea is to frame 2p symbols in time to a K-ary “supersymbol”, of which one slot is
selected for the transmission of a single pulse. One can in this way transmit log2(K)
bits per supersymbol. Is has been suggested to combine PPM with higher-order
modulation formats to a hybrid K-PPM-M -QAM format by transmitting modulated
data in the selected PPM slot [71, 72]. In [47], the efficiency γ of various such
formats were theoretically calculated and compared. It was pointed out that PS-
QPSK is equivalent to 2-PPM-QPSK—it is just another set of four dimensions. To
use PPM (i.e., subsequent symbol slots) instead of polarization is often an easier way
of realizing more dimensions, and in fact such formats come closer to being an FEC
code. Recently, the PPM idea was further generalized to allow supersymbols with
an arbitrary number of nonzero slots (instead of just one) [73]. For example, with
inverse PPM, iPPM, the idea is to transmit in all symbols but one in the PPM frame.
In this way, formats could be realized that have both higher spectral efficiency and
higher sensitivity than PM-QPSK. An example is 8iPPM-QPSK, which has β = 2.13
and γ = 0.84 dB.

2.3.2 Optimized formats in nonlinear channels

Most formats discussed above have been optimized for the linear AWGN channel.
However, as pointed out, the fiber is nonlinear, and often systems are operated in a
weakly nonlinear regime, where the signal power is optimized as a trade-off between
SNR and nonlinear distortions. What can be then be done for the nonlinear channel
in term of format optimization?

Within the GN model, the format optimization can be essentially the same as for
the linear AWGN model assumed above, since the noise will be uniform and ap-
proximately Gaussian in all dimensions. Obviously, the formats based on optimizing
minimum distance is reasonable for very high SNRs, and in a model with limited
SNR (as the GN model) one would need to optimize at a constant SNR. This can be
done, but is more computationally demanding. Not much has been published in that
area, apart from the work by Foschini et al. [33].

One could also argue (see the discussion in [31]) that the balls would be better
than the clusters, since they suffer less penalties for average power-limitations than
clusters do for maximum power-limited channels [31]. Then again, in the GN model
the average signal power is relevant, which speaks in favor of the clusters. More-
over, as discussed in section 2.2.3, there is no simple mapping between peak-power
limits in discrete and continuous time. The former is easier to analyze, the latter
makes more physical sense. Therefore a more rigorous comparison between balls
and clusters in nonlinear links remains to be done.

Format optimizations have also been done for non-Gaussian channels, such as the
phase-noise channel model used in, e.g., [21, 74–76]. Lau and Kahn [74] compared
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various 4-point constellations, and managed to improve the nonlinear tolerance sig-
nificantly by going from QPSK to a constellation with 3-PAM plus a fourth point
further out. In [21, 76], constellations in the nonlinear regime were considered. A
comparison was made between constellations with points on 2 and up to 5 differ-
ent radii. By optimizing 16-point constellations, a few dB of increased nonlinear
tolerance was seen.

In this context, the recent work by Kayhan and Montorsi [77] on constellation
optimization should be mentioned, although they considered a linear phase-noise
channel model. As Foschini et al. [33], they considered finite SNR, but used a dif-
ferent target function for the optimization process (approximations and variants of
mutual information).

In [75], satellite constellations were introduced, in order to show that the channel
capacity of any channel (linear or nonlinear) may not decrease with signal power.
They are formed by taking a standard format, e.g., 8-PSK, and moving one point
far out from the rest. This yields a constellation whose minimum SER, as well as
maximum MI, occurs at a high average power, which can be made arbitrarily high
by moving the lone point (satellite) further from the rest. A similar trick was used by
Steiner [78] when optimizing formats in the low-SNR regime.

2.4 Combinations of coding and modulation

So far, the comparisons of modulation formats in this chapter have concerned un-
coded transmission. Modern optical communication systems, however, often include
some kind of FEC coding [79–81]. For best system performance, the code should
influence the choice of modulation format. For example, a modulation format with
high spectral efficiency may require a lower-rate code (better error protection capa-
bility) than a modulation format with lower spectral efficiency.

This section will discuss optimization of modulation formats in coded systems.
We will distinguish between three cases, depending on the type of decoder employed,
which pose quite different requirements on the choice of modulation format. The
three cases are soft-decision decoding, hard-decision decoding, and iterative decod-
ing, which loosely correspond to weak, medium, and strong coding, respectively.
Most of this section will be devoted to the first case, which is more intimately con-
nected to the problem of constellation design.

2.4.1 Soft-decision decoding

We here consider the application of a relatively short-length, well-structured block
code, such as a single-parity check code, Hamming code, or Reed–Muller code. The
employment of such simple codes imply low latency, simple encoding and decoding
hardware, and hence low energy consumption. Nevertheless, significant improve-
ments over uncoded transmission can be obtained.

If the decoder is an optimal soft-decision decoder, in the sense that it finds the
codeword that is closest to the received word in Euclidean distance, then the com-
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bination of code and modulation can be regarded as a single higher-dimensional
modulation operation. This approach has been developed extensively in the com-
munications literature [29, 82] [43, Sec. 4.1] and more recently in an optical context
[68].

To be precise, let C be a binary linear block code with parameters (n, k, dH),
where n is the total number of bits per codeword, k is the number of information bits
per codewords, and dH is the minimum Hamming distance. The code rate is k/n.
If this code is used in combination with a (low-dimensional) constellation X̃ with
dimension Ñ and size M̃ , then log2 M̃ bits are needed to index each point in the
constellation, and the k information bits in a codeword suffice to index a block of
k/ log2 M̃ constellation points (assuming that this is an integer). This block can be
regarded as a point in a larger constellation X with parameters

N =
nÑ

log2 M̃
,

M = M̃k/ log2 M̃ = 2k.

There exists no general expression for calculating the minimum Euclidean distance
d from the parameters of C and X̃ . It depends heavily on the mapping from bits to
symbols, which needs to be done with some care.

The simplest, and most common, special case is to let X̃ be a BPSK constellation
X̃ = {±

√
Ẽ}, where Ẽ is the symbol energy, with parameters Ñ = 1 and M̃ = 2.

This yields, for every code C, a constellation X with parameters

N = n,

M = 2k,

d2 = 4ẼdH,

E = nẼ. (2.17)

Geometrically, the constellation X resides on the vertices of an n-dimensional hy-
percube. The binary code is used to select a subset of these vertices.

Consider, for example, the 4-bit single-parity check code with parameters (n, k, dH) =
(4, 3, 2). This yields, by (2.17) and (2.4), a 4-dimensional constellation with 8 points
and power efficiency γ = d2 log2M/(4E) = dHk/n = 3/2 = 1.76 dB. This
constellation is identical to the PS-QPSK constellation, described in section 2.3.1.3
[27].

Using this approach, a large number of high-dimensional constellations can be
designed from standard binary block codes. An attractive family of codes for this
purpose is the Reed–Muller (RM) codes. These codes have rather good perfor-
mance (albeit not optimal) at short block lengths n, and furthermore, there exist
fast encoding and decoding algorithms, alleviating the need for table look-up [83,
Sec. 4.3]. An RM code is specified by two integer parameters, u and r, chosen
such that u ≥ 1 and 0 ≤ r ≤ u. The parameters of the RM(r, u) code are
(n, k, dH) = (2u,

∑r
i=0

(
u
i

)
, 2u−r). Special cases are repetition codes (r = 0),
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Figure 2.3 Reed–Muller codes with BPSK modulation. Codeword lengths n =
4, 8, 16, 32, 64 (red curves, from left to right). Minimum distance dH = 1, 2, 4, . . . , n (dots
on each curve). Dimension N = n. The best known clusters from figure 2.2 are shown for
reference (gray).

single-parity check codes (r = u−1), and the universe code (i.e., uncoded transmis-
sion, r = u).

The parameters of some constellations obtained from Reed–Muller (RM) codes
are illustrated in figure 2.3. The obtained constellations are apparently quite com-
petitive, compared with the best known constellations at the same dimensions and
spectral efficiencies, and in several instances the RM codes actually yield the best
known constellations. For any β < 2, arbitrarily high CFM and γ can be obtained
by choosing suitable RM code parameters. This makes RM codes attractive instru-
ments for constellation design, especially since low-complexity coding and decoding
algorithms are known.
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Figure 2.4 Hamming codes and their extended versions with BPSK modulation, with
codeword lengths n = 7, 8, 15, 16, 31, 32, 63, 64 (blue). Golay (n = 23) and extended Golay
code (n = 24), also with BPSK modulation (purple). Dimension N = n.

Analogous curves are presented in figure 2.4 for Hamming codes, the Golay code,
and their extended versions. It turns out that the Hamming codes yields a constant
CFM of 7.78 dB, regardless of their size, and similarly, the extended Hamming
codes yield CFM = 9.03 dB. The power efficiency increases with the codeword
length n and reaches asymptotically 4.77 dB for Hamming codes and 6.02 for ex-
tended Hamming codes. The extended Golay code also reaches γ = 6.02 dB, at a
lower spectral efficiency [69].

Theoretically, nothing prevents us from designing extremely high-dimensional
constellations by applying the methods of the previous section to codes with long
codewords. Consider, for example, the ubiquitous (255,239) Reed–Solomon (RS)
code, which was standardized by the ITU-T in 2000 [84]. This code encodes 239
information bytes into blocks of 255 transmitted bytes, and it has an error-correction
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capability of 8 bytes. This error-correcting capability corresponds to 8 bit errors in
the worst case, but if the bit errors come in burst, many more than 8 bit errors can be
corrected, as long as the errors do not affect more than 8 bytes in total.

The parameters of the (255,239) RS code, converted from bytes to bits, are (n, k, dH) =
(2040, 1912, 17). This code can, if combined with BPSK modulation as in (2.17), be
regarded as a 2040-dimensional constellation with parameters β = 1.87, CFM =
15.31 dB, γ = 12.02 dB, and G = 11.79 dB. Compared with the curves in figures
2.2–2.4, this constellation has an impressive performance, falling far to the right of
any of the curves. This exemplifies the essence of coding, which is to improve the
power efficiency by increasing the dimensionality.

One could ask whether it makes sense to consider a 2040-dimensional constel-
lation with M = 3.7 · 10575 points. Clearly it is not possible to enumerate or
store all the points. However, if soft-decision decoding is used in the receiver,
the performance predicted by the constellation analysis above is indeed achievable,
for well-structured codes such as RM and RS. Generalizing, we conclude that any
low-dimensional modulation scheme with soft-decision FEC is equivalent to a high-
dimensional modulation scheme without FEC.

In all these cases, the spectral efficiency β never goes above 2, which is the spec-
tral efficiency for uncoded BPSK. This is a serious limitation in practical optical
system implementations, where higher and higher spectral efficiencies are being tar-
geted nowadays. To circumvent this limitation, one must employ a multilevel con-
stellation instead of BPSK. This leads to a simple type of coded modulation [11].
Below we will give some simple examples, based on single-parity check codes and
RM codes.

A natural extension to BPSK is to let X̃ be a regular PAM constellations with
M̃ = 2m̃ points. If the distance between two neighboring PAM points is d̃, then the
average symbol energy of X̃ is Ẽ = (M̃2 − 1)d̃2/12. As explained above, the k in-
formation bits in a codeword are divided into groups of m̃ bits, thus indexing a block
of k/m̃ PAM symbols. This block of PAM symbols constitutes an N -dimensional
constellation X with parameters

N =
n

m̃
,

M = 2k,

d2 ≥ d̃2dH,

E ≤ nẼ

m̃
(2.18)

for a suitably chosen (Gray-coded) mapping from bits to PAM symbols.
An important special case arises by applying a single-parity check code with pa-

rameters (n, k, dH) = (m̃N, m̃N−1, 2). The codeword length n is chosen so that the
obtained constellation X is N -dimensional. The obtained constellations are plotted
in figure 2.5 for various values of m̃ and N . The 4d case has been studied in optical
communications under the name SP-QAM (see section 2.3.1.3). If, for example, the
code with parameters (8,7,2) is mapped to a Gray-coded 4-PAM constellations, then
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Figure 2.5 Single-parity check codes mapped to Gray-coded M̃ -PAM, where the code
lengths n is chosen so that the dimension N = n/ log2(M̃) is an integer. Dimensions
N = 4, 8 (from left to right). PAM alphabet size M̃ = 2, 4, 8, 16 (points on each curve). The
left curve (N = 4) represents SP-QAM, see section 2.3.1.3.
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Figure 2.6 RM codes with Gray-coded 4-PAM. Codewords lengths n = 8, 16, 32, 64, 128
(from left to right). Minimum distance dH = 1, 2, 4, . . . , n (dots on each curve). Dimension
N = n/2.

the parameters of the resulting 128-point constellations are, by (2.18), d2 ≥ 2d̃2 and
E ≤ 4Ẽ = 5d̃2, which yields γ ≥ 7/10 = −1.55 dB, at a spectral efficiency of 7/2.
This modulation format is represented by one of the orange dots in figure 2.5 (b).
As n increases, the gain G of SP-QAM converges to 1.51 and 2.26 for N = 4 and
8, resp. [57], which should be compared with the maximum possible gains 1.97 and
3.72 dB, resp., in (2.12). The asymptotic gain as N and M̃ both approach infinity is
3 dB. There is no gain to be harvested in 2d by this method.

The same types of codes as in figures 2.3 and 2.4 were applied to 4-PAM, which
yielded the results in figures 2.6 and 2.7. The obtained constellations are relatively
weak, compared with the best known constellations at the same dimensions and spec-
tral efficiencies. Nevertheless, the results show that it is in principle to achieve arbi-
trarily high CFM and γ at any β < 4, if the codeword length is increased sufficiently.
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Figure 2.7 Extended Hamming codes (n = 8, 16, 32, 64) and extended Golay code (n = 24)
with Gray-coded 4-PAM. Dimension N = n/2.

2.4.2 Hard-decision decoding

Most commercially deployed long-haul fiber-optical communication systems use
hard-decision decoding, which can be realized at a significantly lower hardware com-
plexity than soft-decision decoding. The decoder can be implemented using binary
logic, with no need for analog-to-digital conversion. This in turn admits the use of
stronger codes (longer codeword lengths). Reed–Solomon codes are the most popu-
lar codes in this context, but BCH (Bose-Chaudhuri-Hocquenghem) codes, Ham-
ming codes, and convolutional codes have also been considered. The interested
reader is referred to [79] for a survey of the field, which is outside the scope of
this chapter.

In a system with hard-decision decoding, the geometric framework in the previous
section makes less sense. In this case, performance metrics based on the minimum
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Figure 2.8 Spectral efficiency β, calculated as mutual information per dimension pair, as a
function of the SNR per bit for selected 4d formats. Blue: 16 points, red: 32 points. Solid:
best known constellations C4,M . Blue dashed: PM-QPSK, blue dotted: SO-PM-QPSK, red
dashed: 32-SP-QAM. Black: AWGN channel capacity.

Euclidean distance are misleading, and modulation and coding should be kept sepa-
rate in the analysis. The standard system design method is to choose a modulation
format that guarantees a certain BER, the so-called FEC limit, which is typically
in the range of 10−3 to 10−4 [84], and trust the FEC to bring down the BER to a
negligible level. This design principle is very popular in practice, since it decouples
the FEC from the rest of the system, which facilitates experimental work. Two main
weaknesses with this standard approach is that it offers no simple mechanism to opti-
mize the code rate (varying the FEC limit) and that it does not account for the bursty
nature of errors.

2.4.3 Iterative decoding

Modern codes such as low-density parity check (LDPC) codes and turbo codes have
revolutionized wireless communications, and an equally promising potential is envi-
sioned in optical communications [80, 81]. These codes are typically very long (in
the order of 10000 bits) and have a pseudorandom structure. Algebraic decoding
would be far too complex for such codes, but there have been devised efficient iter-
ative decoding algorithms, which gradually improves an estimate of the transmitted
codeword, using either soft or hard decisions. Such decoders are not guaranteed to
find the optimal codeword, but nevertheless these codes have excellent performance.
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In some cases, they even approach the maximum spectral efficiencies predicted by
Shannon in 1948 [85].

Shannon proved that the achievable data rate of a given modulation format is
upper-bounded by the MI, defined in (2.6). Furthermore, recent research has shown
that a performance very close to the MI is achievable using long LDPC codes and
soft-decision iterative decoding. The spectral efficiency in bits per dimension pair is
plotted in figure 2.8 for some common 4d constellations, as a function of the SNR per
bit. The input X is drawn uniformly from a constellationX , given by the modulation
format, and a memoryless AWGN channel is assumed. The spectral efficiency is here
calculated as β = I(X;Y )/(N/2) and the SNR per bit as Eb/N0, where N0 is the
power spectral density of the Gaussian noise.

Although the plot only includes a small number of constellations, several interest-
ing conclusions can be drawn. At a given target β, it is practically always beneficial
in terms of power efficiency to increase the number of points in the constellation.
The fact that the minimum distance decreases is fully compensated for by using a
lower code rate (higher overhead). The gain obtained by increasing the number of
points is however negligible at low β, where practically any constellation performs
close to capacity.

If the number of points is kept constant, then the constellations designed for op-
timum uncoded performance tend to be good also in terms of MI. The gains in dB
are however less than the corresponding gains in terms of γ or CFM . Interestingly,
PM-QPSK is better than SO-PM-QPSK for all β values, in contrast to the uncoded
performance where SO-PM-QPSK is 0.44 dB better (see section 2.3.1.3). This effect
is even more pronounced in systems with bit-wise receivers, where PM-QPSK is the
best known constellation, despite its simple structure, gaining approximately 1 dB
over the cluster C4,16 [86].

2.5 Experimental work

To experimentally demonstrate 4- and higher-dimension modulation formats, one
needs to be able to simultaneously access all dimensions in the transmitter and re-
ceiver. Depending on how the dimensions are physically realized in the channel (e.g.,
time, frequency, or spatial dimensions), this can be more or less complicated, as the
used dimensions must be synchronized and not drift between symbols. This often
requires tailored DSP algorithms for the considered modulation formats.

In this section, we review the experimental work done on mainly 4d formats,
where the four dimensions are the conventional four quadratures (I/Q in each of the
x and y polarizations). We will divide the discussion into first realizations of the
transmitter and transmission link properties (section 2.5.1) and second the receiver
algorithms (section 2.5.2), including DSP and decoding, with a summary table in
section 2.5.3. Then, in section 2.5.4, we will discuss format detection, i.e., how to
simply determine the transmitted symbol from the received 4d vector, without resort-
ing to a full search of the Euclidean distances to all points in the whole constellation.
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We will finally discuss alternative ways of extending dimensions in signal space in
section 2.5.5 from a complexity and implementation perspective.

2.5.1 Transmitter realizations and transmission experiments

We will below describe the experimental work in similar order as in the above theory
section 2.3.1.3.

3d simplex Dochhan et al. [41] proposed and demonstrated the 3d simplex (tetrahe-
dron) transmission, by using a 4-channel digital-to-analog converter (DAC) driving a
conventional PM-QPSK modulator. The format transmits QPSK in one polarization
and BPSK in the other, thus leaving one quadrature unmodulated. Of the resulting 8
levels (forming a cube), the 4 with odd parity were selected, giving the desired tetra-
hedron. The symbol rate was 16 Gbaud, corresponding to a data rate of 32 Gbit/s,
which was transmitted over 300 km of single-mode fiber. The back-to-back sensitiv-
ity was approximately 1 dB better than PM-BPSK, in agreement with theory, and the
nonlinear robustness was similar to PM-BPSK. In [87], Yamazaki et al. developed a
simple integrated modulator structure for this format.

PS-QPSK The first experimental realization of a 4d format in fiber optic transmis-
sion, was probably the demonstration by Sjödin et al. of PS-QPSK at 30 Gbit/s in
2011 [88]. In this experiment, a conventional I/Q-modulator for QPSK was used, and
then the data was split into two arms, driven by a pair of Mach–Zender amplitude
modulators in a push–pull constellation, meaning that either one or the other arm was
blocked. Then the two arms were multiplexed together by a polarization combiner.
In this way, two bits were encoded in the QPSK symbol and the third in the choice
of polarization. Similar transmitter structures were used also by other groups around
this time, e.g., Millar et al. [89] and Nelson et al. [90].

An alternative transmitter setup was used by Fischer et al. [91] who used a PM-
QPSK transmitter with a programmable bit-pattern generator, driving the four bits
with a preprogrammed pattern. Three of the bit streams were driven by uncorrelated
(delayed) pseudo-random sequences, and the fourth was formed as a parity (exclu-
sive OR, XOR) bit from these three sequences. This transmitter was also used by
Renaudier et al. [92], who also introduced a timing offset between the two polariza-
tions to facilitate the receiver DSP, as will be discussed in section 2.5.2 below.

In [93], Yamazaki et al. presented an integrated modulator optimized for PS-
QPSK, which could directly generate PS-QPSK in a single device driven by three
binary drive signals. It has the additional benefit of avoiding the inherent 3 dB cou-
pling loss in the I/Q modulators when the I and Q quadratures are mixed.

Following the initial demonstration of single-channel transmission [88] came a
stream of experimental demonstrations of PS-QPSK; first single-channel demon-
strations at higher data rates, e.g., 42 Gbit/s [89, 94] and 112 Gbit/s [91, 95], and
then WDM experiments over ultralong distances (thousands of kilometers) [89, 90,
95–97]. The general conclusion was that the improvement in transmission distance
predicted in simulations [49, 50] was experimentally verified. Typically, PS-QPSK
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achieved 10-25 % longer transmission reach (at a BER=10−3) than PM-QPSK at the
same data rate [89,97,98], both in single-channel systems and with WDM. Masalkina
et al. [99] used PS-QPSK in a 20 Gbit/s orthogonal frequency division multiplexed
(OFDM) transmission experiment. Lavery et al. [95] demonstrated that digital back-
propagation could extend the reach for 112 Gbit/s PS-QPSK from 4600 km to 5600
km.

6PolSK-QPSK Experimental generation of 6PolSK-QPSK was first demonstrated
in 2012 independently by Buchali and Bülow [100] and by Fischer et al. [101]. The
transmitter structure used in these experiments was based on a 4-channel 28-Gbaud
DAC driving a dual-polarization I/Q modulator at the three levels {−1, 0, 1}. By
forming all 24 permutations and sign selections of the vector (0, 0,±1,±1), the 24-
cell is obtained. The symbol-to-bit mapping followed the suggestion in [27], by
mapping 9 bits to 2 subsequent symbols. In back-to-back measurement, Fischer
et al. [101] demonstrated 2.1 and 3.4 dB implementation penalties for PM-QPSK
and 6PolSK-QPSK, respectively, for 28 Gbaud and a BER of around 10−3. This
corresponds to an extra implementation penalty for 6PolSK-QPSK of 1.3 dB. In
[102] Ding et al. generated 6PolSK-QPSK by using a single dual-drive (i.e. not I/Q)
Mazh-Zehnder modulator in each polarization.

In transmission, Fischer et al. [101] demonstrated transmission of 19 WDM chan-
nels over 3400 km, which is less than the 4800 km of PM-QPSK. However, by apply-
ing a rate 455/511 Reed–Solomon code to 6PolSK-QPSK, making the bit rates the
same for both formats, the transmission distance gap was partly bridged. A later ex-
tension of this work by Tanimura et al. [103] used a more advanced setup, including
pre-emphasis to compensate for DAC imperfections, investigated the nonlinear toler-
ance in some detail. It was found that an inner FEC could be beneficial in removing
bursty errors due to nonlinearities.

One conclusion from these works was that the lack of Gray mapping for the
6PolSK-QPSK induces an extra penalty relative to PM-QPSK, which is troublesome
in the nonasymptotic regime.

M -SP-QAM According to predictions and simulations in, e.g., [57,59,61,92], the
SP-QAM formats emerged as an interesting 4d format generalization with increased
spectral efficiency over PM-QPSK. In 2013, 128-SP-QAM was demonstrated by
three independent groups [104–106]. The transmitter structures in these experiments
were similar; based on pre-programmable DAC:s using 8 bit streams of which one is
a parity check bit.

Eriksson et al. [104, 107] used 12 Gbaud for 128-SP-QAM and compared with
10.5 Gbaud PM-16-QAM to obtain the same data rate of 84 Gbit/s. Both single
channel and 9 WDM channel (25 GHz separation) transmission were compared.
PM-16-QAM had a slightly higher implementation penalty (2.1 dB) relative to 128-
SP-QAM (1.5 dB), attributed to the improved Euclidean distance of 128-SP-QAM.
The back-to-back sensitivity improvement of 128-SP-QAM was 1.9 dB at the same
bit rate, and 2.9 dB at the same symbol rate, in close agreement with theoretical
expectations. In transmission, the reach was 1300 km (for PM-16QAM in a WDM
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system) and 2000 km (for 128 SP-QAM, also in WDM), i.e., a 54 % improvement.
It was also concluded that PM-16-QAM has a larger penalty when going from single
channel to WDM than 128-SP-QAM.

Zhang et al. [106, 108] used 128 SP-QAM (denoted “half-4D-16QAM”) over
294 channels, (16.64 Gbaud at 17 GHz separation) covering the full C-band, at 104
Gbit/s each to achieve 30.58 Tb/s. The transmitter used bit-interleaved coded mod-
ulation (BICM) together with a 20 % overhead LDPC code. They also used DACs
for Nyquist channel shaping to reduce interchannel crosstalk. This data was then
transmitted over 7230 km, making it (to that date) the experiment with the highest
bit rate-times-distance product of 221 Pb/s× km. In a later experiment [108], digital
back-propagation was used to increase the transmission distance to 10300 km, but at
a reduced data rate of 21 Tb/s.

Renaudier et al. [105] demonstrated both 32-SP-QAM and 128-SP-QAM at 28
Gbaud. In back-to-back experiments, they achieved 0.8 and 1.5 dB implementation
penalties, resp., relative to the AWGN theory. Then they propagated 16 channels
in a circulating loop constellation, at optimized power (which was the same for all
formats), and measured transmission distance. At a BER of 4 · 10−3 they could
propagate PM-QPSK, 32-SP-QAM, 128-SP-QAM, and PM-16-QAM, respectively,
over 18000, 14000, 7000, and 4000 km.

At ECOC 2013, two independent groups [109, 110] compared 32-SP-QAM with
another spectral efficiency β = 2.5-bits/symbol/pol scheme, namely hybrid PM-
QPSK/PM-8-QAM. The hybrid scheme means that half of the transmitted symbols
are PM-QPSK (β = 2) and half are PM-8-QAM (β = 3). In [109], 65 symbols of
PM-QPSK were followed by 65 symbols of PM-8-QAM. In [110], the interleaving
was every second symbol, but done in both polarizations in a staggered manner,
so that each symbol slot contained one polarization of QPSK and one polarization
of 8-QAM, and then the next symbol swapped formats in the polarizations. The
8-QAM format used in both papers was the star-shaped constellation consisting of
two QPSK constellation at different radii, rotated 45◦ relative to each other.3 Both
studies concluded (in line with theoretical predictions) that 32-SP-QAM had better
performance in terms of transmission distance.

32- and 128-SP-QAM were also demonstrated in few-mode fiber transmission
over 42 km by van Uden et al. [111], but then using pairwise time slots, rather
than polarizations, to set up the 4d space, and subsequently propagating 4d sym-
bols independently in two polarizations and three spatial modes. Also, the PS-QPSK
counterpart, denoted time-switched (TS)-QPSK, was implemented. The transmit-
ter setup consisted of a 4-channel programmable DAC at 28 Gbaud, followed by a
polarization- and mode-multiplexing stage. One conclusion from this experiment
was that the 4d formats have less implementation penalty than their cubic-lattice
counterparts (e.g., when comparing 128-SP-QAM with PM-16-QAM).

3This format is erroneously referred to as the optimum (in the γ sense) 8-ary 2d format in [40, p. 277], i.e.,
as the cluster C2,8. However, as shown by Foschini in 1974 [33], C2,8 is a hexagonal structure comprising
the 7-point kissing constellation plus an extra point.
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The record SP-QAM experiments in terms of constellation size are impressive
512- and 2048-SP-QAM, which are obtained from the related PAM constellations
are PM-32-QAM (cross constellation) and PM-64-QAM, as recently demonstrated
by Fischer et al. [112]. The formats were generated by carefully co-optimizing mul-
tilevel analog to digital converters with I/Q modulators, but the 2048 case suffered,
not suprisingly, from 3-6 dB implementation penalty. The 512-SP-QAM had a more
moderate 2 dB of implementation penalty.

More complex 4d formats The C4,16 cluster was experimentally demonstrated in-
dependently at OFC 2013 by Karout et al. [113] and by Bülow et al. [114]. The
experiment [113] was based on an optical OFDM link, with 81 subcarriers generated
by 2 synchronized DACs, comparing C4,16 with PM-QPSK. The signal bandwidth
was 6.5 GHz, and the resulting data rate of 25.6 Gbit/s was obtained. A small over-
head was allocated for training sequences and guard-band. A small performance
gain for C4,16 could be seen, in good agreement with theoretical BER curves. Only
back-to-back measurements, i.e., no transmission, were carried out in this demon-
stration. The experiment [114] used a baseband signal realized by a 28-Gbaud DAC
in the transmitter. The data was transmitted 480 km, but the theoretical performance
gain of C4,16 was shadowed by a larger implementation penalty than PM-QPSK.
The experiments indicated an increased nonlinear tolerance of C4,16, but this was not
conclusive.

An extension of 6PolSK-QPSK to 8PolSK-QPSK was proposed and demonstrated
by Chagnon et al. [115]. This format uses 8 different polarizations, put on the cube
corners in Stokes space, and each with QPSK modulation. The format was gener-
ated with a 4-channel DAC driving a dual-polarization I/Q modulator, yielding a data
rate of 129 Gbit/s. The reach was 3800 km (including WDM channel loading), well
above the 2800 km of the PM-8QAM it was benchmarked against.

Bülow et al. [116] also demonstrated experiments of formats obtained from spher-
ical cuts from the D4-lattice, with M = 64 and M = 256. Power efficiencies
over PM-8-QAM and PM 16-QAM of 1.5–1.7 dB were reported. The experiments
also included bit-interleaved coded modulation using a 17 % overhead LDPC code
with these formats, and PM-64QAM showed a 35 % reach improvement over PM-8-
QAM.

Eriksson et al. demonstrated the 256-ary D4 format, in [66], and compared it to
PM-16-QAM at 56 Gbaud. As could be expected the D4 format were better back-
to-back, for low (< 10−3) bit error rates, but for higher BERs (corresponding to
transmission distances above 1500 km) PM-16-QAM had the edge.

Higher-dimensional formats As the only way of improving performance (increas-
ing both power efficiency and spectral efficiency) beyond the limits of 4d formats is
to increase the dimensionality of the constellations, there has been work in that direc-
tion as well. A natural extension is to move to eight dimensions (8d), and biorthog-
onal 8d modulation was implemented and evaluated by Eriksson et al. in [117, 118].
In [117], the 8 dimensions were formed by using two phase-locked neighboring fre-
quency (or wavelength) channels, and then performing coherent detection of both 4d
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channels in parallel. The transmitter in [117] was a generalization of the correspond-
ing transmitter for PS-QPSK, i.e., a PS-QPSK transmitter in cascade with a pair of
push–pull modulators to select frequency. The format was referred to as 4-ary fre-
quency and polarization switched QPSK, 4FPS-QPSK. The transmission properties
(at 10 Gbaud) showed a reach of 14000 km for 4FPS-QPSK, compared to 7500 km
for PM-QPSK.

In [118], PPM (see section 2.3.1.5 and below) was used instead of frequency to
realize the 8 dimensions. A pair of two PS-QPSK symbols formed a PPM frame,
giving a 2PPM-PS-QPSK format, equivalent to the 8d biorthogonal format. The
transmitter becomes notably simpler, requiring a single modulator to select time slot,
followed by a PS-QPSK transmitter. The implementation penalty at a BER of 10−3

and a symbol rate of 21.4 Gbaud was 0.6 dB, slightly more than the 0.3 dB for PM-
QPSK. The data rate was 85.6 Gbit/s for both formats, meaning that the 2PPM-PS-
QPSK format used 42 GHz of bandwidth, twice that of the PM-QPSK transmission.
The transmission reach was almost doubled; 2PPM-PS-QPSK reached 12300 km
and PM-QPSK 6700 km, which is in reasonable agreement with a simple GN-model-
based theory, predicting a doubling of the reach with a 3 dB improved sensitivity.

Shiner et al. [119] also demonstrated the 8d biorthogonal format by using two
subsequent temporal symbols to for the 8 dimensions. Their experiment demon-
strated transmission over 5000 km at 35 Gbaud, inculding WDM channels. They
also rotated the constellation aiming to reduce the nonlinear effects, noticing a 1 dB
improvement in the nonlinear system margin.

In a spatial-division multiplexed context, and in particular multi-core fibers, Put-
tnam et al. [120] investigated modulation over several cores in parallel. Especially
formats based on a single-parity-check scheme (as outlined above) showed good re-
sults. The idea was to coherently transmit 4 bits per symbol in K parallel cores, and
then use a single bit as a parity check bit, giving a total rat4K − 1 parallel BPSK
streams. It may be shown that this scheme has both the spectral efficiency and the
power efficiency equal to 2− 1/(2K). The special case K = 1 is equivalent to PS-
QPSK. An experiment at 10 Gbaud over 28 km of multi-core fiber demonstrating the
concept for K = 7 cores were performed, and the results were in good agreement
with theoretical expectations.

PPM implementations Liu et al. [71,121,122] suggested combining pulse position
modulation (PPM) with PM-QPSK to show a record sensitivity for data transmission
of 16-PPM at 2.5 Gbit/s [71] and 4-PPM at 6.23 Gbit/s [121]. The main benefit
of these formats are the increased power efficiency, requiring only 2 photons per
bit at 2.5 Gbit/s, making them suitable in, e.g., single-span long-distance links that
demands high sensitivity. The transmitter was a standard PM-QPSK transmitter,
but driven with a more complex data signal, including PPM framing and also some
synchronization overhead signals. The transmission was done over a single span of
370 km ultra-large-effective area fiber, with a total loss of 69 dB.

Slightly outside the main topic of this chapter, we could mention the free-space
link experiment by Ludwig et al. [123], which used 64-PPM overlaid with PS-QPSK
to require only 2.2 photons per bit for dat transmission at 0.56 Gbit/s.
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In this context, we shall also reiterate the experiments by Sjödin [124], Eriksson
[118], and van Uden [111], who implemented PS-QPSK as 2-PPM-QPSK, i.e., by
using two adjacent symbol time frames instead of two polarizations.

2.5.2 Receiver realizations and digital signal processing

The conventional coherent receiver digital signal processing for PM-QPSK operates
according to the following flow. (See [15, 125] for more details and examples.)

1. Compensation for static errors in the receiver front end (timing skew, power
imbalance, I/Q phase error, usually using Gram–Schmidt orthogonalization).

2. Static channel equalization (mainly chromatic dispersion compensation, usually
with an finite impulse response (FIR) filter).

3. Dynamic channel equalization (mainly polarization tracking and polarization
mode dispersion compensation, usually using the constant modulus algorithm,
CMA).

4. Interpolation and timing (clock) recovery.

5. Frequency estimation.

6. Carrier phase estimation (usually using the Viterbi and Viterbi (VV) algorithm)

7. Symbol estimation and decoding.

Traditionally, blind algorithms have been mostly used to estimate and compen-
sate for channel effects, meaning that the modulation format is known, but the exact
symbol transmitted at each time is unknown. Much is based on the knowledge of the
used format, so when changing modulation format, a number of these steps have to
be altered or modified. Most “sensitive” in this respect are the final stages: symbol
estimation and decoding, and the carrier phase estimation. For example, when mov-
ing from PM-QPSK to PM-16QAM, these stages obviously need to be modified.
However, also the dynamic channel estimation stage (the CMA) may need to be
modified when changing format. For PS-QPSK, this is the case; the CMA needs to
be modified, whereas the other stages can be kept the same as for PM-QPSK. More
recently, however, there is a research trend towards the use of nonblind schemes,
where the channel estimation is based on known signals, training sequences, which
are transmitted regularly. Especially in optical OFDM systems, this is popular, but
also in conventional baseband transmission it is becoming used [126, 127]. In the
following, we will describe how these stages need to be modified for some of the 4d
formats.

3d simplex The experiment of Dochhan et al. [41] used more or less standard co-
herent receiver algorithms, although slightly modified CMA and phase tracking al-
gorithms were used. A blind algorithm similar to the one presented by Yan et al.
[128] was used together with the standard CMA for polarization tracking.
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PS-QPSK Naively, one might think that since PS-QPSK is a subset of PM-QPSK,
the conventional DSP should work also for PS-QPSK. This is true for all DSP stages
except the polarization equalization, the CMA, which needs to be modified. This
dynamic equalizer has a cost function J that is minimized in an iterative process,
aiming to optimize FIR-filter coefficients in a Jones-matrix-like filter. Figuratively
speaking, the cost function is minimized when the detected samples lie on a cir-
cle of unit radius in both polarizations. This scheme works surprisingly well also
to compensate for transmission impairments such as polarization mode dispersion
(PMD) and polarization dependent losses (PDL), and in fact it also works (albeit
with reduced performance) “out-of-the-box” for formats without a constant, but with
a nonzero, modulus, such as PM-16-QAM.

However, for PS-QPSK it fails, due to an ambiguity making the cost function
minimum nonunique. In addition, it requires the polarizations to be independently
phase-tracked by two separate VV algorithms [92]. A number of ways to resolve this
issue have been reported. Johannisson et al. [129] suggested a modified cost function
J according to

J = E[(|Ex|2 + |Ey|2 − P )2 + 2q|Ex|2|Ey|2)] (2.19)

where E[] denotes the expectation operator (i.e., averaging over a number of sym-
bols), Ex,y are the complex amplitudes of the symbols in the x and y polarizations,
and P is the total signal power. The parameter q is set to −1 for PM-QPSK and
+1 for PS-QPSK. This enables the same CMA to be used with both formats, by just
changing the parameter q in the cost function, which should facilitate implementa-
tions.

Alternative CMA approaches were independently suggested. Millar and Savory
[130] proposed a modified CMA where the magnitude of the polarization compo-
nents is compared, and the weaker allowed to reach zero. This scheme was also used
in [90, 91, 94, 97].

An experiment using OFDM with PS-QPSK [99] and an outer LDPC code showed
that a 4d demapper in the iterative decoder loop gave increased decoder performance.

Renaudier et al. [92] proposed instead to use a combined transmitter/receiver-
based solution for the CMA ambiguity. By introducing a time offset equal to an
integer number of symbol times between the two polarization components in an
XOR-based PM-QPSK transmitter, the polarization ambiguity outlined above is sup-
pressed and the received signal “looks” like a PM-QPSK signal to the receiver CMA.
Note that his offset must be larger than maximum differential delay of the multi-tap
CMA filter. Then the standard PM-QPSK CMA can be used in the receiver, but a
modified VV algorithm must be used instead [92]. Also, Alreesh et al. [131] pre-
sented an alternative VV algorithm for PS-QPSK, enabling joint phase tracking in
both polarizations.

6PolSK-QPSK The coherent receivers for 6PolSK-QPSK followed the standard
coherent receiver, with modifications for the polarization and phase tracking algo-
rithms. The implementation of Buchali [100] to detect 6PolSK-QPSK used a modi-
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fied CMA with a new cost function for the polarization tracking and a more compli-
cated VV scheme, raising the signals to the 8th power for the phase estimation.

Fischer et al. [101] used a pilot sequence with 1.1 % overhead, which also helped
with the local oscillator frequency offset estimation, to do the polarization tracking,
thus avoiding a CMA. For phase estimation, they used a standard VV algorithm, but
on a subset of the detected symbols. Tanimura et al. [103] also considered nonlinear
compensation via digital back-propagation as well as with an inner Reed–Solomon
FEC.

In addition to the experiments [100, 101, 103] discussed above, a couple of later
extensions of the 6PolSK-QPSK work should be mentioned. In [132], Bülow cal-
culated mutual information and estimated its performance with an outer FEC. In
[133], Bülow and Masalkina investigated coded modulation based on, among other
formats, 6PolSK-QPSK. Chen et al. [134] extended 6PolSK-QPSK to a 32-point
constellation, enabling a 5-bits-to-symbol mapping by extending the constellation
with 8 additional points outside the 24-cell. Even if this format was shown to have a
sensitivity improvement over, e.g., star-shaped 8-QAM, it has gives a penalty relative
to better 4d constellations with 32 points such as, e.g., 32-SP-QAM.

M -SP-QAM The DSP required for 32- and 128-SP-QAM is very similar to the
requirements for PM-16-QAM, which is not obvious, but it works according to sim-
ulations [61] and experiments [105,117]. In implementations with the same receiver
DSP (intended for PM-16-QAM), one generally finds that 32- and 128-SP-QAM
have less implementation penalty, which is likely due to the better separation of lev-
els [105, 117].

Sun et al. [109] compared the linewidth tolerance of 32-SP-QAM and the hy-
brid PM-QPSK/8QAM format and found it to be comparable, provided that the VV
algorithm was slightly modified for 32-SP-QAM.

The work by Zhang et al. [106, 108] also added coded modulation (of the BICM
flavor) to the use of 128-SP-QAM with an LDPC(18360,15300) code and an inter-
leaver over 30 independent bitstreams demultiplexed from 2 separate wavelengths.
The decoding process then used 10 inner and 5 outer iterations to achieve the required
performance. In [108], the performance was further improved by adding nonlinear
back-propagation to the DSP, thus enabling longer transmission distances.

In van Uden’s work on few-mode transmission [111], the 6 spatial channels (2
polarization modes in 3 fiber modes) were first optically polarization- and mode-
demultiplexed, and then in a 6× 6 MIMO (multiple input multiple output) structure
optimized by an iterative least mean squares scheme, before entering the coherent
phase estimator, demapper, and BER counter. This MIMO structure can be seen as a
generalization of the CMA scheme in a conventional coherent receiver. The receiver
was also simplified by the fact that the 4d modulation was performed in the time
domain, rather than the polarization domain (which will not affect the theoretical
spectral efficiency or sensitivity for linear transmission).

More complex formats The C4,16 cluster was transmitted using OFDM in [113],
and the synchronization issues, like polarization and phase tracking are then ad-
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dressed in the OFDM receiver, using the channel estimators in the OFDM DSP. For
example, one of the OFDM subcarriers were left unmodulated to act as a pilot chan-
nel, aiding the synchronization DSP. In addition, three training symbols were used
in every 512 OFDM-symbol block. The overall spectral efficiency was thus 3.82
bits/symbol/pol, rather than 4 for the raw format. On the other hand, PM-QPSK
was transmitted over the same OFDM channel, so the two formats were compared
in a fair fashion. The implementation of Bülow et al. [114] to detect C4,16 (referred
to as “OPT16”) was a more conventional coherent baseband receiver. The CMA
was similar to the one used in their 6PolSK-QPSK experiments. The phase tracking
was carried out by using a decision-directed least mean squares scheme, aided by a
training sequence. After the training sequence set up the initial starting point, the
decision-directed scheme could take over.

Higher-dimensional formats In the 8d implementation of frequency and polarization-
switched QPSK [117], the receiver used only one local oscillator (centered between
the two channels) and one optical front-end to detect both channels. The two chan-
nels were filtered in DSP, down-converted to baseband and then processed in parallel
using the standard DSP flow. The CMA had to be modified with a power threshold to
estimate in which frequency a given symbol was sent. The PPM implementation of
the 8d format [118] was simpler in that it used a standard coherent DSP throughout,
with the exception of the CMA that used the power threshold to judge which PPM
frame was used.

PPM implementations The experiments by Liu et al. [71, 121, 122] on PPM made
extensive use of pilot sequences both for frame synchronization and channel esti-
mation. The frame structure consisted of 3 frames (48 symbol slots) of training
sequences followed by 16100 PPM symbol slots. The pilot sequences helped with
both polarization tracking and phase estimation. The rate overhead due to this was
small, less than 1 %.

2.5.3 Formats overview

In table 2.3, we summarize the first proposals and implementations of some relevant
optical 4d modulation formats.

2.5.4 Symbol detection

For nonregular and high-order constellations, the detection process, i.e., determining
which of the constellation points that was transmitted, can be quite cumbersome and
computationally intensive. The best detector, in the sense of minimizing the SER, is
the ML detector. In the special case of an AWGN channel, the ML detector computes
the Euclidean distance between a received vector r and all constellation points in X
and picks the symbol with the smallest distance, i.e.,

x̂ = arg min
x∈X

(‖r − x‖). (2.20)
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Table 2.3 First experimental demonstrations and theoretical proposals of 4d modulation
formats in coherent optical transmission links.

Format Dim.
N

Size
M

Theoretical proposal Experimental demo

3d simplex 3 4 Dochhan [41] 2013. Dochhan [41] 2013.

PS-QPSK 4 8 Welti [12] 1974, Betti
[5] 1991, Karlsson [42]
2009.

Sjödin [88], Millar
[89], Nelson [90],
Fischer [91], all 2011.

C4,16 4 16 Agrell [27] 2009. Karout [113], Bülow
[114], both 2013.

6PolSK-QPSK 4 24 Bülow [55], Agrell
[27], both 2009.

Buchali [100], Fischer
[101], both 2012.

32-SP-QAM 4 32 Coelho [59] 2011. Renaudier [105], Sun
[109], Rios-Muller
[110], all 2013.

128-SP-QAM 4 128 Coelho [59] 2011. Eriksson [104, 107],
Zhang [106], Renaudier
[105], all 2013.

4FPS-QPSK
2PPM-PS-
QPSK

8 16 Eriksson [117] 2013,
Eriksson [73] 2014.

Eriksson [117] 2013,
Eriksson [73] 2014.

This will always work, but requires M distance calculations and a number of com-
parisons, which is computationally costly, and one therefore seeks easier detectors
in practice. In this section, we will describe how this detection is done efficiently for
some of the common 4d constellations. We will start by describing lattices, and then
give examples for the specific formats.

For the n-dimensional integer (or cubic) lattice Zn, the problem is particularly
simple; the ML detection is equivalent to just rounding each component of the re-
ceived vector to the nearest integer. As shown by Conway and Sloane [56], this
procedure can be modified to work for other lattices of interest, such as D4 and E8.

For the D4 lattice (2.14), one can use the following algorithm [56]: (i) decode r
to the nearest point in Z4, and check the parity of the lattice point (i.e., the modulo-2
sum of its coordinates). (ii) If the parity is odd, round the component of r that is
farthest away from its closest integer to its second closest integer. The algorithm
is described for 128-SP-QAM in [61] and generalizes straightforwardly to all other
SP-QAM formats obtained by reduction. An equally simple algorithm applies to SP-
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QAM formats obtained by expansion [56]. These algorithms can be generalized to
the E8 lattice as well [56, 135].

For the simpler formats such as PS-QPSK, the symbol detection is straightfor-
ward, but depends on the form after synchronization and phase tracking. For the set-
partitioned-form, i.e., ±{(1, 1, 1, 1), (1, 1,−1,−1), (1,−1, 1,−1), (1,−1,−1, 1)},
one can use the above D4 scheme. For the polarization-switched form, where the
constellation points are {(±1,±1, 0, 0), (0, 0,±1,±1)} one can use the following
steps: (i) determine the polarization by comparing |<(Ex)|+|=(Ex)|with |<(Ey)|+
|=(Ey)|, (ii) detect QPSK as usual in the chosen polarization. It is noteworthy and
somewhat surprising that comparing the magnitude of the complex numbers |Ex|
and |Ey| for determining the polarization is suboptimal in contrast with this scheme.
As a simple example of this, consider the received vector r = (0.9, 0.1, 0.6, 0.5), or
Ex = 0.9 + i0.1, Ey = 0.5 + i0.6. The closest PS-QPSK point in the Euclidean
distance metric is (0,0,1,1), i.e., an ML symbol detector selects the y polarization,
despite the received power in x being |Ex|2 = 0.82, which is higher than the power
in y, being |Ey|2 = 0.61.

For the 24-cell (6PolSK-QPSK) in the form {(±1,±1,±1,±1), (±2, 0, 0, 0)},
the following detector is optimal: (i) Find the maximum of {(|r1| + |r2| + |r3| +
|r4|)/2, |r1|, |r2|, |r3|, |r4|}, where (r1, r2, r3, r4) = r. (ii) If the first is maximum,
proceed with standard PM-QPSK detection to return (sgn(r1), sgn(r2), sgn(r3), sgn(r4)).
If one of the last four are largest, take the sign of that component and multiply with
2.

2.5.5 Realizing Dimensions

The dimensionality can be taken as one metric of complexity, and often one chooses
to compare modulation formats of the same dimensionality, i.e., keeping the com-
plexity similar. Shannon proved that an arbitrarily small SER is achievable for any
channel, assuming that the spectral efficiency is below a certain threshold, the chan-
nel capacity, and that the dimensionality goes to infinity [85, 136]. The work was
later extended to quantify how the SER decreases with dimension [137].

The introduction of a channel (FEC) code is the obvious, and prevailing, way
of increasing the dimensionality in communications. If used with BPSK mapping
(see section 2.4.1), the dimensionality is simply the number n of bits in the FEC
frame. There may, however, be practical reasons for keeping the value n down; the
latency, complexity, and power consumption incurred by the FEC will increase with
n. Moreover, even if a good FEC code is used that can tolerate a low SNR, the pre-
decoder signal may be so distorted by noise that DSP and synchronization algorithms
will limit the performance rather than the ideal FEC ability.

Thus, in practical systems, it will make sense also to use the degrees of freedom
(DOF) of the transmission channel to increase the dimensionality and the constella-
tion distances. However, this often leads to issues with crosstalk and synchronization
that need to be resolved in the receiver. Below we will briefly discuss the practical
implementation challenges by increasing the dimensionality via the physical DOFs.
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We should emphasize that the DOFs used as signaling dimensions usually have in-
dependent noise sources, which simplifies their usage for the AWGN channel model,
as the noise can be modeled as a hyperspherical cloud around the transmitted symbol.

Quadratures Every carrier wave has two DOFs that can be modulated indepen-
dently, i.e., the two quadratures usually described by the real and imaginary parts
of a complex phasor, or as the “sine” and “cosine”-components of the wave. An
alternative decomposition is the amplitude and phase of the wave. Up to around
2000, the amplitude was the only DOF used in commercial optical links, and it still
is in short-haul links, due to the cost and complexity associated with modulating the
optical phase. To reliably detect the optical phase, a coherent or differential-phase
receiver is required. The differential receiver is simpler in optical hardware, but has
extra an penalty relative to the coherent counterpart and is limited to mainly PSK
modulation.

Since the intradyne coherent receiver was demonstrated [3], the differential op-
tical receivers have faded away. Coherent receivers are challenging due to the re-
quired rapid phase tracking on a microsecond time scale, but with the development
of fast electronics and DSPs, they are becoming increasingly common and cost ef-
fective, and will likely prevail in future optical links. Ways of reducing the coherent
receiver complexity by, e.g., co-propagating a local oscillator carrier (so-called self-
homodyning [138]) have been proposed.

The quadrature dimensions are, just as polarizations, and contrary to the time- and
space-related dimensions discussed below, not scalable to more than 2.

Polarization Electromagnetic waves has a vector property not seen in longitudinal
waves (e.g., acoustic waves) or transverse matter waves (e.g., water waves, oscillat-
ing strings). The easiest description is that of two independent carrier waves, with
orthogonally directed vector field components. They are often referred to as the x
and y polarization states, but there are other orthogonal decompositions possible as
well. Usually a “polarization state” refers to the relative amplitude and phase be-
tween these two waves. Thus, one has two ways of describing the 4 DOFs of the
classical electromagnetic wave, either with “amplitude,” “phase,” and “polarization
state” or with the I and Q quadratures in the x and y polarizations. The former is the
traditional description used in optics, and the latter is the most attractive one used in
communications, as those DOFs form a Cartesian system.

The polarization state in a fiber link is slowly (second to millisecond time scale)
drifting due to imperfections, micro- and macrobendings, thermal changes, fiber
movements etc., and the use of polarization dimensions will thus require polarization
tracking in the receiver. A commercially attractive and low-cost polarization tracker
was not available before the intradyne coherent receiver, and as a result, polarization
was not actively used for modulation in commercial systems (although studied, e.g.,
in [139]). Also, the intersymbol interference problems related to polarization mode
dispersion were long regarded as a significant obstacle (also in conventional links
that were not polarization modulated), but elegantly resolved by the adaptive CMA
filter in the coherent receiver.
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The combined use of quadratures and polarization leads to a real 4d constellation
space that is the basis for coherent signalling. It is noteworthy that some key prob-
lems and issues with 4d modulation are unresolved or only recently being explored,
e.g., channel modeling via 4d rotations [140] and modulation format optimization
[27, 42].

Time With an AWGN channel, a T -orthogonal pulse (2.3), and a matched-filter
receiver, adjacent symbols in time will have independent noise, and can be thus be
framed to a “supersymbol” with dimensionality equal to the number of symbols used
(possibly times the dimensionality of each symbol). Such a supersymbol can now
be modulated with a higher-dimension format. As detailed in section 2.4.1, when
using a simple format such as 1d OOK or BPSK, this is equivalent to applying an
FEC frame with a binary code. This clearly highlights the close relationship between
modulation and coding; indeed, there is no clearcut distinction between coding and
modulation in communication theory.

Nonetheless, from a practical and implementation perspective, it makes sense
to distinguish between modulation and coding, as they are implemented with very
different hardware, meeting different challenges. The time-multiplexing described
above (of which PPM discussed in section 2.3.1.5 is one special case) is particularly
simple and attractive, since the phase and symbol time synchronization essentially
comes for free. The frame synchronization needs to be resolved, however, and usu-
ally requires a test sequence and/or use of a specific transmission protocol.

The temporal dimension and its simplicity thus forms a simple playground for
testing new formats without challenging synchronization issues. For example, this
was used in the experiment by van Uden et al. [111], where two time slots were used
to form a 4d symbol rather than the two polarization states, simplifying receiver DSP
significantly.

Frequency/Wavelength Different channels transmitting at adjacent wavelengths
(frequencies) can be used to form multidimensional supersymbols. The concept of
“superchannels” were introduced to denote such multi-wavelength channels, which
are routed and detected as one entity [141]. To make use of correlated modulation
to increase signal space dimensionality with such superchannels has not yet been
realized, but should be possible.

In a similar vein, one could perform joint detection of multi-wavelength channels
in a WDM link, thus enabling multidimensional modulation and coding. This meets
practical problems with temporal (walk-off related) synchronization and phase syn-
chronization, as well as signal ambiguities of the independent wavelengths, so it has
not yet been widely used.

A few limited cases have been reported though, e.g., the 8d format by Eriksson
[117] detecting two wavelengths with the same local oscillator.

Space With the recent interest in spatial division multiplexing, i.e., the use of
waveguide modes and/or parallel waveguides to increase the data rates of optical
links, it seems natural to try to further increase the capacity by moving to joint trans-



42 MULTIDIMENSIONAL OPTIMIZED OPTICAL MODULATION FORMATS

mission over parallel modes and/or fibers, i.e., increasing signaling dimensionality
by making use of also the spatial DOFs. These can be (i) the different modes in a
multimode fiber, (ii) different cores in a multi-core fiber, (iii) entirely separate fibers,
or a combination of these.

However, spatial multiplexing is associated with severe practical challenges. For
example, the different modes in a multimode fiber have different group velocities and
hence a significant differential mode delay will arise that needs to be compensated
for. Even worse, bends and fiber imperfections gives rise to modal crosstalk that
mixes the delayed modes, further complicating the reception of individual modes. As
a result, MIMO signal processing is needed to compensate for the modal crosstalk
(see, e.g., [111]), which is very DSP-heavy.

The single-mode (linear-polarized, LP01-mode) fiber has, as was outlined above,
four dimensions due the polarization and quadratures. The next mode in the weakly-
guiding, step-index, circular fiber mode hierarchy, the (linearly polarized) LP11-
mode, is doubly degenerate. This means that it can be of two orientations that are
mathematically orthogonal, usually referred to as LP11a and LP11b. A linear combi-
nation of these modes is popularly referred to as the lowest orbital angular momen-
tum (OAM) mode, with azimuthal index ±1. Thus OAM modes fall well within the
conventional modal description, and offer limited novelty and no principal extension
of the existing DOFs, as recently shown for radio frequency (RF) transmission [142].

This means that inclusion of the next higher order mode in a circular fiber totals
to three orthogonal modes, of 4d each, leading to a 12d space. Format optimization
in this 12d space has been discussed by Bülow et al. [143].

A more straightforward approach seems to be to use different (single-mode) cores
in a multicore fiber to increase the dimensionality. This relaxes the crosstalk and
walk-off penalties. Novel formats exploiting these DOFs were recently discussed
by Eriksson et al. [73] and some initial experiments were reported by Puttnam et al.
[120, 144].

Spatial frequencies Due to the space–time duality [145], which states that free-
space propagation of optical beams is similar to dispersive propagation of optical
pulses, one could just as well use spatial frequencies as temporal frequencies. Spa-
tial frequencies translate into physically different propagation directions, so their use
would be of most interest in free-space rather than in guided-wave propagation. A
deeper discussion of this topic is therefore not included in this chapter. It suffices
to say that the challenges and solutions connected with spatial frequency (physical
beam direction in the paraxial propagation limit) are similar to the MIMO technolo-
gies used in wireless communications, cf. [142].

2.6 Summary and Conclusions

In this chapter, we have overviewed the relatively large body of work (experimental
and theoretical) on modulation formats for optical coherent links that have emerged
over the last 5 years. We have also shown the performance limits of formats in 2, 4,
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and 8d by reviewing sphere packing simulations, lattice-cuts, and code-based format
design. To reach higher dimensions, formats based on codes are probably the most
straightforward approach rather than numerically optimized sphere packings, and we
showed a few examples of this as well.

The results summarized in this chapter are somewhat idealized, in that they to a
large extent (i) neglect the impact of FEC, (ii) focus on the asymptotic high-SNR
behavior (low SER and BER), and (iii) emphasize the AWGN channel. This is the
classical starting point for modulation theory research and should be viewed as a first
step towards a fuller understanding of optical link design. Broadening the scope in
all three directions are presently active areas of research.

First, to separate modulation format and coding is (while unnecessary from the in-
formation theorist’s point of view) necessary from the system engineer’s perspective.
The modulation format dictates the transmitter and receiver hardware optoelectron-
ics, the complexity, and thus to some extent the cost. It dictates the DSP and the
complexity of the receiver electronics, especially if blind equalization is used. It also
dictates the attainable spectral efficiency. Thus, when selecting formats, one makes
critical system choices and it is important for all the trade-offs made in system design
to know how well the formats behave—even if it is an ideal or asymptotic behavior.

Moreover, there are communication applications that are latency-critical, where
the use of FEC is prohibited or at least limited, and there good formats are very
important. Examples may be control systems, video conferencing or telephony, and
transfer of stock market trading data.

Another issue, seldom studied or emphasized, is the performance of synchroniza-
tion algorithms, channel estimation algorithms, and adaptive equalizers for various
formats. Those tend to operate worse at low SNR (which might arise if strong FEC
codes are used), but better if constellations with well-separated points are used. In
such situations, the clusters or lattice-based constellations described in this chapter
might be a better choice than standard QAM.

An important application for the use of many different formats is the emergence
of elastic networking. In future optical networks, where an increased flexibility is
desired (often called elastic optical networks), one strives to adapt the data rate pro-
vided to customers after the available bandwidth, SNR, and demand. In such sys-
tems, it is of great value to be able to switch between different modulation formats
to provide the sought flexibility, and a good overview of the performance and trade-
offs of formats is needed. A recent overview of 4d modulation formats from this
perspective was recently provided by Fischer et al. [62].

Second, the study of asymptotic performance metrics should be complemented
by studies of the performance of modulation formats at more practically relevant
SNR values. Unfortunately, no analytic instruments are available for this purpose.
To numerically optimize multidimensional modulation formats for specific SNRs is
computationally complex, and it may be difficult to get the full picture. Asymptotic
metrics such as γ, CFM , and G are attractive in that they give one number to com-
pare formats by, which quickly can be used to compare and select formats. They
also provide an intuitive interpretation in terms of sphere packing, and they give an
upper limit of the performance gains, which is valuable. However, once a set of for-
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mats are selected, they should be compared via SER or BER simulations as well as
complexity estimates. Even if the asymptotic gains are never achieved, the current
design paradigm in optics is to compare formats with the same FEC, which has a
waterfall region around 10−3 for the uncoded SER, and then, quite often, the opti-
mized multidimensional formats will outperform (e.g., in term of system reach) the
standard QAM formats.

Third, more advanced channel models to go beyond the AWGN model are cur-
rently being studied (as discussed in section 2.3.2) and depending on their nature,
the results from AWGN modeling may or may not be useful. For example, the GN
model, in links offering high SNR, can benefit from AWGN-optimized constella-
tions, whereas nonlinear phase-noise channels benefit from radically different con-
stellations.

Finally we note that, as we touched upon previously in this chapter, the price we
pay when going to higher-dimensional formats (and codes) is complexity, which is
a notoriously difficult quantity to quantify. Even if it can be quantified in terms of
component cost, number of floating point operations, chip area for DSP implemen-
tation, or dimensionality of codes and formats, it is hard to provide generic results,
since the most reliable complexity metrics are implementation-specific. Neverthe-
less, the complexity factor must enter the system design and hopefully the contents
of this chapter may somewhat aid system designers when dealing with the trilemma
of limited spectral efficiency, low noise tolerance, and complexity.
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64. M. Sjödin, E. Agrell, and M. Karlsson. Subset-optimized polarization-multiplexed PSK
for fiber-optic communications. IEEE Communication Letters 17(5):838–840, 2013.

65. J. H. Conway and N. J. A. Sloane. A fast encoding method for lattice codes and quan-
tizers. IEEE Transactions on Information Theory 29(6):820–824, 1983.

66. T. A. Eriksson, S. Alreesh, C. Schmidt-Langhorst, F. Frey, P. W. Berenguer, C. Schu-
bert, J. K. Fischer, P. A. Andrekson, M. Karlsson, and E. Agrell. Experimental investi-
gation of a four-dimensional 256-ary lattice-based modulation format. In Optical Fiber
Communication Conference, page W4K.3. 2015.

67. T. Koike-Akino, D. S. Millar, K. Kojima, and K. Parsons. Eight-dimensional modula-
tion for coherent optical communications. In European Conference and Exhibition on
Optical Communication, page Tu.3.C.3. 2013.
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107. T. A. Eriksson, M. Sjödin, P. Johannisson, P. A. Andrekson, and M. Karlsson. Com-
parison of 128-SP-QAM and PM-16QAM in long-haul WDM transmission. Optics
Express 21(16):19269–19279, 2013.



52 REFERENCES

108. H. Zhang, J.-X. Cai, H. G. Batshon, M. Mazurczyk, O. Sinkin, D. Foursa, A. Pilipetskii,
G. Mohs, and N. Bergano. 200 Gb/s and dual wavelength 400 Gb/s transmission over
transpacific distance at 6 b/s/Hz spectral efficiency. In Optical Fiber Communication
Conference, page PDP5A.6. 2013.

109. H. Sun, R. Egorov, B. E. Basch, J. McNicol, and K.-T. Wu. Comparison of two modu-
lation formats at spectral efficiency of 5 bits/dual-pol symbol. In European Conference
on Optical Communication, page Th.2.D.3. 2013.

110. R. Rios-Muller, J. Renaudier, O. Bertran-Pardo, A. Ghazisaeidi, P. Tran, G. Charlet,
and S. Bigo. Experimental comparison between hybrid-QPSK/8QAM and 4D-32SP-
16QAM formats at 31.2 GBaud using Nyquist pulse shaping. In European Conference
on Optical Communication, page Th.2.D.2. 2013.

111. R. van Uden, C. Okonkwo, H. Chen, H. de Waardt, and A. Koonen. 6×28GBaud
128-SP-QAM transmission over 41.7 km few-mode fiber with a 6×6 MIMO FDE. In
Optical Fiber Communication Conference, page W4J.4. 2014.

112. J. K. Fischer, C. Schmidt-Langhorst, S. Alreesh, R. Elschner, F. Frey, P. W. Berenguer,
L. Molle, M. Nölle, and C. Schubert. Generation, transmission and detection of 4d
set-partitioning qam signals. to appear in Journal of Lightwave Technology 2015.

113. J. Karout, X. Liu, S. Chandrasekhar, E. Agrell, M. Karlsson, and R.-J. Essiambre. Ex-
perimental demonstration of an optimized 16-ary four-dimensional modulation format
using optical OFDM. In Optical Fiber Communication Conference, page OW3B.4.
2013.
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