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Abstract

This Thesis concerns experimental studies of the two alkali silanides ASiH$_3$ ($A = K$ and Rb) and the recently discovered perovskite type oxyhydrides BaTiO$_{3-x}$H$_x$ ($x = 0.14$ and $0.40$). The alkali silanides ASiH$_3$ ($A = K$ and Rb) are featured by an unusually low enthalpy change over the hydrogen absorption/desorption process, which enables an easy route for hydrogenation and makes them of relevance for hydrogen storage applications. One aim with this thesis is to determine the mechanistic aspects of the structure and hydrogen dynamics that possibly explain this behavior. It is shown that the previously reported structure, featured by a quasi-spherical arrangement with $24$ sites of preferred orientations for the hydrogen atoms, can be used as a model for the H dynamics present in the materials. Specifically, the SiH$_3^-$ species are almost freely rotating, which explains the origin of the low entropy variation.

Perovskite type oxyhydrides BaTiO$_{3-x}$H$_x$ ($x = 0.14$ and $0.40$) represent an emerging class of hydride-ion conducting materials, with properties similar to proton conducting equivalents. However, details of the hydride-ion dynamics are still unknown. Accordingly, this thesis focuses also on investigations of the mechanistic aspects of structure and hydride-ion dynamics in perovskite oxyhydrides, with the aim of developing a generic knowledge of hydrogen dynamics in perovskite materials, relevant for both proton and hydride-ion conductors. Structural and dynamical analysis confirm that the hydride-ions are located on vacant oxygen sites of the perovskite lattice and reveal hydride-ion diffusion on the time-scale of nanoseconds.

The main means of investigation are neutron scattering techniques, which are very appropriate in order to study hydrogen dynamics in materials. This will be discussed in detail in this thesis and also the basics of dynamics that is at the center of the investigations.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMP</td>
<td>Condensed Matter Physics</td>
</tr>
<tr>
<td>DCS</td>
<td>Disk Chopper Spectrometer</td>
</tr>
<tr>
<td>EISF</td>
<td>Elastic Incoherent Structure Factor</td>
</tr>
<tr>
<td>ESS</td>
<td>European Spallation Source</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width at Half Maximum</td>
</tr>
<tr>
<td>FWS</td>
<td>Fixed Window Scan</td>
</tr>
<tr>
<td>HFBS</td>
<td>High Flux Backscattering Spectrometer</td>
</tr>
<tr>
<td>ILL</td>
<td>Institut Laue-Langevin</td>
</tr>
<tr>
<td>INS</td>
<td>Inelastic Neutron Scattering</td>
</tr>
<tr>
<td>MSD</td>
<td>Mean-Square Displacement</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>NCNR</td>
<td>NIST Center for Neutron Research</td>
</tr>
<tr>
<td>P-T window</td>
<td>Pressure-Temperature window</td>
</tr>
<tr>
<td>QENS</td>
<td>Quasielastic neutron scattering</td>
</tr>
<tr>
<td>RT</td>
<td>Room Temperature</td>
</tr>
</tbody>
</table>
1 Introduction

The concept of energy materials is getting more and more an important subject of discussion and research due to the large demand of finding the next generation of energy storage and conversion. This thesis focuses on investigations of the fundamental aspects of hydrogen atoms and their motions (dynamics) in two important classes of energy materials, alkali silanides and perovskite type oxyhydrides, with the aim to develop important fundamental insight of how to design new and more efficient energy materials for the future.

Since the world is shifting towards a more hydrogen based economy, research of various aspects of hydrogen in matter is becoming increasingly important.[1–4] A simple method to produce hydrogen gas is through splitting of water, which can be used to store energy, *i.e.* if the water is split with wave energy, the resource and materials are then provided in a very close proximity and would lower transportational costs and energy loss due to the distance between production and demand.[5–7]

But how to store the hydrogen in a safe, efficient and economical way? A good candidate for this challenge is the storage of hydrogen in a solid material. At a first glance this might be seen as a more complicated way to store hydrogen compared to how it is done presently in, for example, cars, where it is stored in gaseous form, in a pressurized tank.[8] However, considering the extra energy that is put to pressurize the hydrogen gas and also depressurizing it during use, a good alternative would be to reduce the number of steps and have the hydrogen storage medium working under mild pressure (close to atmospheric pres-
sure) and temperature (close to room temperature) instead.[9, 10] This could be possible with a solid storage exhibiting both easy absorption/desorption and a high concentration of hydrogen inside the material.[11] These characteristics, especially absorption/desorption, are widely governed/affected by the dynamical behavior of the hydrogen atoms within the material. However, for many materials the hydrogen dynamics are relatively unknown and therefore in which way the hydrogen dynamics correlate to hydrogen storage characteristics is still not fully understood.[12, 13]

The mechanistic aspects (i.e. the time-scale, activation energy, and spatial geometry) of hydrogen diffusion through many materials is still relatively unknown and the different processes in which this could happen are a sea of vast possibilities. The most commercial way to promote a hydrogen economy, is through fuel cell vehicles. This would be a good substitute for the combustion engine in the cars of today, in order to avoid the hazardous exhaust that presently is polluting our air and environment. To obtain the fuel cell as efficient as possible, one crucially important feature is a high mobility of the hydrogens through its, so called, electrolyte. However, in most currently available materials, the mobility of hydrogen ions (protons) is too low. Developing new highly conductive materials depends on an increased understanding of the mechanistic aspects of hydrogen dynamics in present-day materials, as well on the exploration of new systems.[8, 14–16]

In this Thesis, the dynamical behavior of two technically relevant materials, alkali silanides and perovskite type oxyhydrides, is investigated. The primary tools for these investigations involve the use of different neutron scattering techniques, which are particularly powerful for studies of hydrogen and hydrogen-based materials.[17] Upon shooting neutrons on materials and analyzing the properties of the scattered ones, a wide range of information about structure and dynamics can be obtained. This information may then be used to explain the properties described above and help to identify new materials optimum for the applications mentioned.
2

General aspects of hydrogen dynamics in materials

Hydrogen dynamics play a key role in many materials and for their functional properties, such as conduction, heat capacity or gas exchange, for example. Generally, the dynamical behavior of materials may be divided into three classes of motions; vibrational, localized diffusional, and long-range translational diffusional. These are described more in the following.

2.1 Vibrational motions

Vibrational motions occur on the shortest time-scale of ps-fs and give information about the structure and nature of bonds within a material.

Vibrational modes give rise to bands throughout most of the infrared region of the electromagnetic (radiation) spectrum. Usually when a vibrational spectrum is presented the vibrational bands are showed with the wavenumber ($\bar{\nu}$), expressed in cm$^{-1}$. The unit cm$^{-1}$ is the number of waves in a 1 cm-long wavetrain, which might not say that much, but the unit is related to other parameters by,

$$\bar{\nu} = \frac{\nu}{(c/n)}$$

Here is $\nu$ the frequency (the number of vibrations per unit time) and $\lambda$, the
wavelength of the electromagnetic radiation, whereas $c$ is the velocity of light in vacuum and $n$ is the reflective index of the medium in which the wavenumber is measured. However, wavelength is a property of radiation and not of molecules. But, radiation and molecules do have the properties energy and frequency in common. The photon energy (used to measure the vibrational motions of the material) may be absorbed or emitted by a molecule, in which case the vibrational energy of the molecule will be changed by $\Delta E_v$, following the principle of conservation of energy,

$$\Delta E_v = E_p = h\nu = h\bar{\nu}.$$ (2.1)

The photon energy is represented by $E_p$, $h$ is Planck’s constant and $\Delta E_v$ can be either positive or negative depending on if the photon is absorbed or emitted, respectively. More importantly, $h\nu$ is the energy of the vibration. [18] In general, the smaller the reduced mass of the vibrating unit is and the stronger the bond is, the higher is the vibrational frequency.

A phonon is when the lattice of the materials vibrates, which usually exhibits a lower vibrational frequency. To describe the phonon, a simplified model for a crystal can be used, where a chain of atoms with a mass is placed regularly and they are all connected with springs. In this manner, when the crystal is influenced by thermal motions, they will spread through the material as mechanic waves. These can be described as propagating waves or as particles with a given energy ($h\nu$) and momentum, hence a phonon. For low frequencies, the velocity of the wave is equal to the speed of sound in the material and is therefore called an acoustic phonon. The acoustic phonons correspond to a more simple and one dimensional structure as the simplified model. Whereas if the phonon propagates through a material consisting of atoms of different weight or bond potential, where the bonds show a much higher deformation, the frequencies will be higher and show optical phonons. Furthermore, both of these cases of phonons, acoustic and optical, can exist as longitudinal or transverse ones. The difference between these is that the atomic displacement has a direction, which can be either parallel or perpendicular to the wave vector $\mathbf{q}^1$ and hence be longitudinal and transverse, respectively. For a simplified model

\[^1\]will be discussed further in Chapter 4
2.2 Localized diffusional motions

It might be peculiar to discuss about molecules when investigating a solid and not a liquid or gas, even though there is an important material to discuss when it comes to dynamics, the plastic crystals. The characteristics of a plastic crystal is that the molecules have their centers of mass well located in space on a crystalline lattice, but their orientations vary from one site to the other and change with time. Nonetheless, the sites of the molecular reorientations are on distinguished equilibrium positions so that the lattice still establish generally high symmetry. This is usually due to the weak van der Waals’ forces reflecting both the symmetry of the molecule and the surroundings, building up an intermolecular potential. Hence, the radial part of the potential is responsible for the translational order, whereas the angle-dependent part of the potential is controlled by the orientational ordering of the molecules. More specifically, the angular motions are governed by an orientational crystal field, whose potential exhibits minimas at the equilibrium orientations. Potential barriers exist
between these preferred positions and the orientational motions can be classified by the height of the hindrance potential. Basically, there are two main situations for the height of the hindrance potential relative to the rotational constant, \( \hbar/2I \) (where \( I \) is the moment of inertia); one where the height is large compared with the rotational constant, and the other where the height is instead small in comparison.

In the first case, the molecule is captured in the orientation that corresponds to the minima of the potential, where it performs small angular oscillations around the orientation with high frequency (librations). When the temperature goes above a specific limit for the material, thermal excitations of the molecule will then be of the same order of magnitude as the rotational constant. Hence, the molecule can jump over the barrier to another preferred orientation and a jump diffusion occurs. The time, \( \tau \), can then be used for a measure of the average time the molecule spends between jumps, where \( \tau \) follows an Arrhenius law,

\[
\tau = \tau_0 \exp \left( \frac{E_a}{k_B T} \right).
\]

(2.2)

Here, \( E_a \) is the activation energy, i.e. the difference between the height of the potential and the librational ground state energy. Realistically, the jump motion probably happens continuously, but the number of molecules participating is fewer than the molecules in the minima, which makes the average diffusion look like there is an average time between jumps.

In the second case, at the high temperature limit, the potential barrier shows large fluctuations, resulting from interactions between the rotations and the thermal lattice vibrations or by reorientations of neighboring molecules. This, instead, results in a rotational diffusion, where the molecule rotates continuously without any preferred orientations in space. Nevertheless, there are some unsatisfactory details with both the jump model and the rotational diffusion model. The former sets the angular displacements of the rotational to very specific trajectories for each atom and no deviations are allowed. The second ignores the fact that there is actually preferred orientations of the molecule that could influence the probabilities of the diffusion.

In the following are shown some examples of the models describing the two cases above. The simplest case for an atom that jumps within a limiting space,
2.3. LONG-RANGE TRANSLATIONAL DIFFUSIONAL MOTIONS

is the so called dumbbell model, where the atom jumps forth and back between two isoenergetical sites.\(^2\) Another model to consider is when the atom jumps between three sites on a circle, which could be adapted for jumps between 4, 5, 6 sites and so on. For rotational diffusion, one important model is the isotropic rotational diffusion model, which describes the free (random) diffusion of atoms around a central atom. Over a time average the molecule will then build up a sphere of atomic positions with the radius of the bond length between the diffusing atom and the central atom. Moreover, if the molecule is somewhat more restrained, the rotational diffusion can be described with a continuous rotational diffusion on a circle. This model is built on the jump model between sites on a circle, but where the number of sites, \(N\), is so big so that the diffusion can often be approximated as continuous.\(^{[21, 22]}\) If the temperature is increased for a material that exhibits molecular reorientations, the thermal energy can become high enough to make the atoms leave the localized space it occupies and diffuse on a longer length-scale. This will be discussed in the next section.

2.3 Long-range translational diffusional motions

Diffusion in crystalline solids usually occurs due to the presence of point defects, such as vacancies or interstitials. But it can also take place along 1- and 2-dimensional defects, such as dislocations, grain boundaries and surfaces. The parameters which control the type of diffusion that possibly occur is temperature, partial pressure and other characteristics, such as the microstructure, grain size, porosity of the sample. For example, lattice diffusion usually has a larger activation energy compared to grain boundary diffusion, which often restricts this kind of diffusion to higher temperature.\(^{[21–24]}\)

When describing a diffusional process, the solid ground to stand on is Fick’s first law, which simply describes the flow of particles from high to low concentrations:

\[
j = -D \frac{dc}{dx},
\]

(2.3)

where \(j\) is the particle flux density, \(\frac{dc}{dx}\) the concentration gradient of particles and \(D\) the diffusion coefficient. This fairly simple equation can be modified\(^{[2]}\)
to include either an electrical or chemical potential gradient for electrically charged or neutral particles, respectively. In reality though, it can often be a combination of both, which makes the equation a bit more complicated and often it is instead treated as an approximation.

Two vital parameters of diffusion that here need to be described are the jump frequency ($\Gamma$) and the jump distance ($l$), which are connected to each other by the following equation:

$$j = -\frac{1}{2}l^2 \Gamma \frac{dc}{dx}. \quad (2.4)$$

The factor $\frac{1}{2}$ denotes that the equation only applies to one-dimensional jumping particles, hence only half of the particles jumps in the considered direction. To describe the possibility of three-dimensional jumps, $\frac{1}{3}$ of the particles will have the possibility to diffuse along one of three orthogonal directions, that is $\frac{1}{3}$ of the flux in one direction of the flux as described before, which gives the factor $\frac{1}{6}$:

$$j = -\frac{1}{6}l^2 \Gamma \frac{dc}{dx}. \quad (2.5)$$

Combining the above equation with Fick’s first law (Eq. 2.3) gives an expression for the diffusion coefficient $D$ in three dimensions,

$$D = \frac{1}{6}l^2 \Gamma. \quad (2.6)$$

Additionally, considering a large number of jumps ($n$) and a time ($t$) for which the jumps occur gives

$$\Gamma = \frac{n}{t}. \quad (2.7)$$

Combining Eq. 2.7 with Eq. 2.6 one (eventually) obtains,

$$nl^2 = 6Dt. \quad (2.8)$$

The factor 6 denotes a three-dimensional diffusion, but this can be changed to 4 or 2, for two-dimensional and one-dimensional diffusion, respectively. The parameters in Eq. 2.8 are useful when getting the full picture of a diffusional process in a material. The distance $l$ should correspond to a reasonable length in the structure/lattice of the material in order to verify the analysis of the
results. Also the time \((t)\) between jumps should be within reasonable limits, a too short time could imply that the process detected is not in fact a diffusional process but rather a vibrational one.[21–25]

However, Fick’s law generates only a simple long-range diffusional model, which is only true for weak interparticle interactions and very small random displacements. To expand this description and include more complicated long-range diffusional models, there is a number of additional terms and models to consider. This could compensate for when the strength of the interparticle interactions increases or when the time for the particle at rest is much longer than the jump time. There are, of course, several more variants of long-range diffusion, for some of which mathematical models have been developed. The kind of dynamical motion the material exhibits will influence, and in many cases explain the properties of materials.[21]
Hydrogen in Alkali Silanides and Oxyhydrides

3.1 Alkali Silanides

Currently, there is a large effort devoted to the development of technologies that use hydrogen as an energy source, specifically for fuel-cell applications. A specific challenge is to design a hydrogen storage material that is safe, economic and efficient.[26, 27] The specific demands on the material is that the hydrogen exchange must take place under mild pressures and at temperatures close to room temperature (RT), in order to connect well with the rest of the fuel cell system. To meet these demands one approach is to develop a thorough understanding of the dynamical behavior of hydrogen in promising materials, and on that ground develop materials that mimic the properties of a gas.

The expanding list of promising materials for hydrogen storage applications include materials such as amides $M(\text{NH}_2)_x$, imides $M(\text{NH})_{x/2}$, borohydrides $M(\text{BH}_4)_x$, alanates $M(\text{AlH}_4)_x$ and $M_x(\text{AlH}_6)_y$, which are already well investigated in the literature, and also the recently investigated amido-boranes $M(\text{NH}_2\text{BH}_3)_x$, ammonium-closo-borane $(\text{NH}_4)_2\text{B}_{12}\text{H}_{12}$ and hydrazinido-boranes $M(\text{N}_2\text{H}_3\text{BH}_3)_x$. [28–40]. Recently, it has been shown that the hydrogenation of the $A\text{Si}$ ($A = \text{K, Rb and Cs}$) Zintl phases gives alkali metal silyl hydrides $A\text{SiH}_3$ ($A = \text{K, Rb and Cs}$), which are able to store up to 4.3, 2.6 and 1.85 wt. % of $\text{H}_2$, respectively. Additionally, the hydrogenation process is reversible in a
good $P$-$T$ window; a 0.1 MPa hydrogen equilibrium pressure can be obtained at around 414 K, which is compatible with proton exchange membrane (PEM) fuel-cell applications.[11, 12]

At room temperature, the crystal structure of $A$SiH$_3$ corresponds to an average cubic NaCl-type arrangement of alkali metal and Si atoms, meaning that pyramidal SiH$_3^-$ anions are distributed in random orientations in the crystal structure ($\alpha$-$A$SiH$_3$).[12, 41, 42] At temperatures below 200 K, $A$SiH$_3$ compounds exist as hydrogen-ordered $\beta$ modifications.[11–13, 43] On the basis of differential thermal analysis on $K$SiH$_3$, a reversible phase transition was observed between the high-temperature $\alpha$-phase and low-temperature $\beta$-phase on cooling (273–278 K) and the reverse ($\beta$ to $\alpha$) on heating (288–293 K), thus indicating some hysteresis in the material.[43] The favorable thermodynamic characteristics of $\alpha$-$A$SiH is due to an unusually low entropy variation over the hydrogen absorption/desorption process. This has been attributed to the disorder in $\alpha$-$A$SiH$_3$, whose structural properties actually correspond close to that of a slightly compressed gas-phase species (Si-H bond length = 1.52 Å; H-Si-H angle 92.2$^\circ$). In an attempt to describe the dynamics of this material, a good starting point is the structure, which suggests a quasi-spherical arrangement with 24 sites of preferred orientations for the hydrogen atoms around each Si atom (Fig. 3.1). This means that a reorientation model needs to be considered, that do not necessarily preserve a particular orientation of the SiH$_3^-$ ions in the NaCl-type crystal structure, but in fact could describe a jump diffusion on the surface of a sphere, with 24 different jump locations. This model represents a combination of rotational diffusion motion and localized jump diffusion. Thus, the model is similar to the isotropic rotational diffusion model, with the molecule free to reorient in any direction, but still includes small jump distances to preferred hydrogen sites.[12, 13, 43]

Through the analysis of neutron scattering data of $A$SiH$_3$ ($A = K$ and Rb) preformed in this thesis, the 24 site model was confirmed and more could be understood about both the structure and dynamics of $A$SiH$_3$ ($A = K$ and Rb). For example, the effect of the type of alkali ion on the SiH$_3^-$ dynamics could be attributed to the difference in atomic radii between the two ions, K (152 pm) and Rb (166 pm).[45] where the slightly more spacious structure of RbSiH$_3$ favors the earlier onset of dynamics. Besides being of considerable
3.1. ALKALI SILANIDES

Figure 3.1: (a) Structural model for disordered $\alpha$-KSiD$_3$ representing a cubic NaCl-type arrangement of K and Si atoms (space group $Fm\bar{3}m$). H atoms distribute according to a 96$k$ Wyckoff site (occupancy 12%). This yields a quasi-spherical environment of 24 H atom positions around each Si atom. (b) The 24 H atom environment as a consequence of aligning pyramidal SiH$_3^-$ ions (with respect to their C$_3$ axis) randomly along the four body diagonals of the cubic unit cell (grey lines). This yields eight possible orientations of which four (two "up" and "down" alignments) are emphasized in the figure (light blue and orange bonds). The figure is reproduced from Paper I.[44]

fundamental interest, increasing the understanding of the nature of the SiH$_3^-$ orientational mobility in the disordered phases of KSiH$_3$ and RbSiH$_3$, may explain the high entropy observed in the $\alpha$-phase resulting in the low entropy variation for hydrogen absorption/desorption and hence the origin of these materials' favorable hydrogen storage properties.

An interesting comparison to ASiH$_3$ is the related material LiBH$_4$, which shows a favorable hydrogen mass fraction (0.185), but a somewhat unfavorable hydrogen-cycling behavior.[32] Efforts have been made to put this molecule in different confinements to improve the thermodynamics, kinetics and reversibility of hydrogen absorption/desorption in LiBH$_4$. These confinements have consisted of different solutions such as nanopores, mixing with MgH$_2$, and mixing with Li halide salts. This is therefore done to change the localized dynamical behavior. Compared to the dynamical behavior of hydrogen in ASiH$_3$, where the hydrogen atoms diffuse between 24 sites on a sphere, the rotational behavior of $T_d$ BH$_4^-$ ions in cubic ABH$_4$ phases involves a much more easily realized
dynamics of rotational jumps of the molecules about the high-symmetry axes. It involves 90° reorientations around the three C$_2$ axes (resulting in a cubic H environment around the B atoms) and 120° rotations around the four C$_3$ axes.[34] In a structure like this, the reorientations around any particular axis are very rapid but a jump reorientation of the entire axis are usually much slower. This may be related to the unfavorable thermodynamic behavior that bulk LiBH$_4$ exhibits compared to ASiH$_3$. However, when LiBH$_4$ is instead put in a nanoconfinement of carbon scaffolds, the molecular reorientations change and go from localized jump motions to an uniaxial rotational diffusion.[35] This motion is much closer to the motion suggested for ASiH$_3$, and hence the thermodynamic behavior changes for LiBH$_4$ and the hydrogen absorption/desorption process is improved.[32–35, 46] This shows how the knowledge about the dynamical behavior of the reorienting molecule can help to design new, improved hydrogen storage materials.

### 3.2 Perovskite Oxyhydride

The common formula of the perovskite structure is ABO$_3$ and this is a fairly simple model that gives vast opportunities to combine different elements to achieve materials displaying different properties. The perovskite structure is also a very relevant oxide framework in relation to hydrogen dynamics, because of the extensive research on proton conducting perovskites.[15] Proton conducting perovskite oxides, such as BaTi$_{1-x}$Y$_x$O$_3$H$_x$ and BaCe$_{1-x}$Y$_x$O$_3$H$_x$, in which the protons (H$^+$) are covalently bound to oxygens of the perovskite host lattice, are currently accumulating considerable attention due to their promise as efficient electrolytes in a range of useful applications, such as fuel cells, hydrogen sensors, and electrochromic displays.[47, 48] The proton conduction mechanism is generally believed to be divided into two principal processes, hydrogen-bond mediated proton transfers (jumps) between neighbouring oxygen ions, and -OH reorientational motion between such transfers.[49] However, the local chemistry and structure, symmetry reduction, hydrogen-bonding interactions and proton-defect interactions etc., complicate the description about proton dynamics that is still not fully understood for even the simplest systems.

A novel possibility to advance the understanding of hydrogen dynamics in
perovskite materials is given by the recently discovered perovskite oxyhydrides $ATiO_{3-x}H_x$ ($A = Ba, Sr, Ca, x < 0.6$).[50] In oxyhydrides, the hydrogen is of hydridic nature (H$^-$) and only a handful of other oxyhydrides have been reported so far, LaHO[51], Zr$_5$Al$_3$O$_5$H$_{4.8}$[52], Ba$_{21}$Ge$_2$O$_5$H$_{24}$[53], Ba$_3$AlO$_4$H[54], Sr$_3$Co$_2$O$_{4.33}$H$_{0.84}$[55], 12CaO·7Al$_2$O$_3$·H[56] and LaSrCoO$_3$H$_{0.7}$[57]. The hydride-ions in $ATiO_{3-x}H_x$ take the place of oxygen vacancies rather than being covalently bound to the oxygens as for the proton conductors. In contrast with most other oxyhydrides the systems $ATiO_{3-x}H_x$ are stable in air all the way up to ca. 400 °C, above which hydrogen is released. This observation leads to the conclusion that the hydride species in $ATiO_{3-x}H_x$ have to be mobile. This finding is highly exciting because it implies that the perovskite structural framework can accommodate both, cation (proton) and anion (hydride) conduction. In particular, interesting diffusion mechanisms specific to hydride-ions may exist in this material. The $O^{2-}$ and $H^-$ ions form the octahedral environment around Ti in this structure, which makes the Ti atoms exist in a mixed IV/III oxidation state.[50] This change of oxidation state makes the structure bigger as it has to accommodate another electron, which will make the material cubic at all temperatures (Fig. 3.2).[58] Compared to $ATiO_{3-x}H_x$, the pure BaTiO$_3$ instead goes through several structural changes, from a rhombohedral structure at low temperatures, through an orthorhombic structure at 183 K, to a tetragonal structure at 278 K and then to a cubic structure at temperatures above 396 K.[58] Notably, the presence of this extra electron in $ATiO_{3-x}H_x$ changes the color of the material from white to blue. The cause of the color change has been investigated by Schrader et al.[59], who suggested it to be due to the absorption of a specific wavelength that is attributed to a hopping process of small polarons. Polarons refer to electrons localized at specific sites, in this case on the Ti atom, rather than being delocalized within an electronic band.[60] However, there is still some controversy if the electron in BTiO$_{3-x}H_x$ creates a polaron or is located within the conduction band, so this needs to be investigated. Furthermore, the dynamics of hydride-ions are, as mentioned, not known. It has been hypothesized that when $x$ is low, the migration of hydride-ions depends on the movement of oxide-ions, which is featured by a quite high activation energy ($\sim$0.8 eV), whereas when $x$ is high, the concentration of hydride-ions is so high that the hydrogens may form a conduction
pathway not dependent on the movement of oxygen ions.[50] If this is the case, the question is if there is an optimum hydride-ion concentration? Such information will provide new input into hydrogen dynamics in perovskite materials generally – now stretching from protic to hydridic species.

On the basis of the background given, this Thesis focuses on studies of the perovskite type oxyhydrides BaTiO$_{3-x}$H$_x$ ($x = 0.14$ and $0.40$), in an attempt to determine both the position(s) and dynamical behavior of the hydride-ions. The aim is to investigate both the temperature and hydride-ion concentration dependence on the dynamics of the hydride-ions, as well as to compare with the properties of other related families of oxyhydrides and proton conducting oxides.[49] Example of other oxyhydrides of relevance include Ba$_3$AlO$_4$H, which exists as an inverse perovskite structure, $X_3AB$ ($X = Ba^{2+}$, $A = AlO_5^4^-$ and $B = D^-/H^-$). However, the structure is distorted due to the fact that the AlO$_5^4^-$ tetrahedron, as the $A$ anion, is not spherical as it would be if it instead only consisted of an atom. The hydride-ion is bonded inside a strongly distorted Ba octahedron (HBa$_6$), where eight, corner-sharing HBa$_6$ octahedra units, will form a large three-dimensional framework. This three-dimensional framework creates a large void, filled by the AlO$_5^4^-$ units. This is a large and somewhat distorted structure compared to the much more simple perovskite structure of ATiO$_{3-x}$H$_x$. The structure of Ba$_3$AlO$_4$H makes it difficult to predict the diffusional behavior of hydride ions. The more simple structure of ATiO$_{3-x}$H$_x$ makes it a better template (model system) for studies of hydride diffusion.
mechanisms in oxyhydrides. Nonetheless, a comparison to $\text{Ba}_3\text{AlO}_4\text{H}$ and other structure types will provide important information on the influence of structure on the diffusional behavior of hydride-ions in an oxyhydride.\[54\]

Another interesting, relevant, oxyhydride, also exhibiting a special behavior of the extra electron, is C12A7:H (12CaO·7Al$_2$O$_3$·H). The hydride ions in C12A7:H are not included in the lattice, but are captured in positively charged cages.\[56\] In the report by Hayashi et al.\[56\] the material is irradiated with ultraviolet light making the material to change from an insulator to an electronic conductor. A possible mechanism for the change to an electronic conductor is that the irradiated hydride-ions ($\text{H}^-$) split into $\text{H}^0$ and $\text{e}^-$. The electrically charged $\text{e}^-$ will then leave and occupy another cage, where it will stay loosely bonded. Because it is only loosely bonded to the cage the wave function would then spread spatially and the electron may then migrate throughout the crystal by variable-range hopping. When heating the material to above 320$^\circ$C, the light-induced conduction decreases and disappears. The hypothesis is that the $\text{H}^0$ atoms recombine and form $\text{H}_2$ molecules trapped inside the cages.\[56\] However, in the case of BTiO$_{3-x}$H$_x$, vibrational spectra may provide the answers of the behavior and positions of the extra electron. This could then be compared to the properties of C12A7:H.

Yet another oxyhydride of high relevance is LaSrCoO$_3$H$_{0.7}$.\[61\] This material is similar to ATiO$_{3-x}$H$_x$ as the hydride species in both materials replace some of the oxide anions in their role of linking the metal cations. Specifically in LaSrCoO$_3$H$_{0.7}$, the hydride-ions are located in the layers of CaO and are covalently bonded to Ca.\[57\] Interestingly, Bridges et al.\[61\] detected a long-range jump diffusion for the hydride-ions in LaSrCoO$_3$H$_{0.7}$. The hydride-ion hopping mechanism was found to initiate in the temperature range used for synthesis of the material and occurs in conjunction with loss of hydrogen from the sample. The resulted jump distance fitted well with that of the structure and gave approximately the distance between hydrogens, and the obtained activation energy and hydride-ion diffusion coefficient were ca. 200–230 meV and $6 \times 10^{-5}–10 \times 10^{-5}$ cm$^2$s$^{-1}$ in the temperature range of 700–750 K.\[61\] For comparison, these values are similar to what have been found for proton conducting oxide equivalents, ca. 400 meV and $1 \times 10^{-6}$ cm$^2$s$^{-1}$.\[49\] The main tool for the dynamical investigation on LaSrCoO$_3$H$_{0.7}$ involved the use of quasielastic neu-
tron scattering, which is also the main technique used in this Thesis. Further technologies that have been used are inelastic neutron scattering and neutron diffraction. A brief description about these techniques, as well as about the particular instruments that have been used, is given in the following two chapters.
Neutrons are electrically neutral and can therefore penetrate deep into solid materials. However, the cross section for hydrogens by neutrons is considerably large and therefore makes neutrons a most suitable tool, compared to other techniques, to observe hydrogen in solids.[62] The obtained quantity in neutron scattering experiments is the "scattering function", which describes how incident neutrons are scattered on a material (further explained in section 4.2 and 4.3). There are different characteristics of the scattering function, relating to coherent, incoherent, and elastic and inelastic scattering, see Fig. 4.1.[19]

Figure 4.1: The scattering function, obtained from neutron scattering experiments and the different characteristics of this function together with the information that may be gained from the different parts of it.
The coherent part gives information about the atoms in relation to each other, thus providing information about crystal structure and collective dynamics. The incoherent part gives information about individual atoms, thus providing information about self-dynamics. In both these cases, the interaction with the material can be an elastic or an inelastic event, which means that the neutrons can either interact without any change of energy or lose/gain energy, respectively. The bold text in Fig. 4.1 are the characteristics and the corresponding experimental techniques that will be discussed in this Thesis.

4.1 Neutron diffraction

Even though neutron diffraction is in many ways similar to X-ray diffraction there is a big difference. The X-ray beam will primarily interact with the electron cloud in the studied material, whereas neutrons interact with the atomic nuclei. This will give a most interesting contrast to the measured diffraction pattern where it is often possible to distinguish between different isotopes of the same material but more importantly, makes it possible to detect hydrogen atoms.

For an elastic scattering event (Fig. 4.2) the following applies

\[ k = |k| = |k'| = k' = \frac{2\pi}{\lambda}, \]  

(4.1)

where \( k \) and \( k' \) is the wave number of the incident and the scattered wave, respectively. Because there is no change of energy between \( k \) and \( k' \), the wave number is therefore preserved and hence the wavelength will not change.[63]

Furthermore, the scattering vector, \( Q \), is then defined as

\[ Q = k' - k, \]  

(4.2)

and the units for all the above are \( \text{Å}^{-1} \) or reciprocal Ångström as it is usually called. The momentum lost from the neutron at collision is the momentum transfer, \( \hbar Q \), which comes from the particle-wave dualism defined by de Broglie, where the momentum of the particle corresponding to the wave with wave vector \( k \) is given by \( p = \hbar k \). Using trigonometry, the magnitude of \( Q \) can be
Figure 4.2: Schematic drawing of an elastic scattering process with the incoming wave with wavevector $k$, the scattered wave with wavevector $k'$ and the scattering process with the sample by the scattering vector $Q$.

written

$$ |Q| = Q = \sqrt{k^2 + k'^2 - 2kk' \cos 2\theta} \Rightarrow Q = \frac{4\pi}{\lambda} \sin \theta. $$

The measured quantity in a diffraction experiment is the intensity distribution as a function of the scattering vector $I(Q)$ and the intensity is then proportional to the cross section and the magnitude of $Q$ related to the neutron wavelength and scattering angle according to Eq. 4.2.[19]

In this thesis, the structure of the oxyhydride, BaTiO$_{3-x}$H$_x$, was investigated using neutron diffraction, together with Rietveld analysis (full profile fitting) of the diffraction data.[64] The Rietveld method uses a least-square refinement technique in order to fit the observed diffraction pattern with a computer generated profile of an assumed structure. The aim of the investigation was to elucidate how the structure depends on $x$ and also how the structure might change with temperature. Preliminary results are shown in Fig. 4.3. A key result is the well defined cubic structure for $x = 0.6$ [Fig. 4.3(a)]. However, for $x < 0.1$, the structure goes from cubic to slightly tetragonal [Fig. 4.3(b)]. This is consistent with previous reported first-principles calculations by Iwazaki et al.[58], who observed an increase of the structural volume when doping BaTiO$_3$ with a carrier electron. The increase of volume caused the structure to change from tetragonal to cubic. A reported threshold value was one electron in every tenth unit cell, which would correspond to an $x = 0.1$ for the oxyhydride, BaTiO$_{3-x}$H$_x$ structure.[58]
4.2 Inelastic neutron scattering

Inelastic neutron scattering (INS) gives the opportunity to not only study the structure of the material but also the dynamics, a feature which is shared with inelastic X-ray scattering and dynamic light scattering, but with the difference that INS accesses exclusively the intermediate range of time (∼0.5 ps to 1μs) and space (∼0.5 to 800 nm) where many of the interesting dynamical processes in materials are taking place. And, of course, INS also gives the unique opportunity to study hydrogens, which in the case of X-ray scattering are invisible.[19, 65]

The discussion in the previous section assumed that the neutron, at collision, preserved its energy, however, with INS the neutron can either preserve, gain or lose energy when interacting with the atoms of the material, which is depicted in Fig. 4.4. Now, because $k \neq k'$, Eq. 4.3 will therefore change to,

$$Q = \sqrt{k^2 + k'^2 - 2kk' \cos 2\theta} = \sqrt{\frac{8\pi^2}{\lambda^2} \frac{2m\omega}{h} - \frac{4\pi}{\lambda} \sqrt{\frac{4\pi^2}{\lambda^2} + \frac{2m\omega}{h} \cos 2\theta}}.$$  (4.4)

In this new equation, $Q$ is dependent on the energy, $\hbar\omega$, hence $Q$ is no longer
Figure 4.4: The difference in scattering vector, $Q$, depending on if the scattering is elastic (blue) or inelastic (red), that is the neutron gains (big triangle) or loses energy (small triangle). The scattering vector is the resulting difference between the incident and the final wave vector, $k$ and $k'$, respectively.

constant for a single scattering angle. Although, in the scattering process the energy and momentum are conserved. So the energy and momentum exchange are expressed as $\hbar\omega = E' - E$ and $Q = k' - k$, respectively. Here, $E$ is the incident energy of the neutron and $k$ is the incident wave vector, whereas $E'$ and $k'$ are the energy and wave vector of the scattered neutron.

When using INS, one of the most important features investigated are the phonons in the crystal. Phonons are the vibrations of the lattice and can be treated as quasiparticles with a specific energy. Hence the scattering process can be viewed as a collision between phonons and neutrons, which will result in specific energy excitations.

An important aspect to discuss is how the phonons effect the elastic scattering, which is described by the Debye-Waller factor. This factor can be explained with a 'hand-waving' argument: atoms are displaced by a vector $u_j$ from their nominal lattice position due to the thermal vibrations. The value of $\langle u \rangle$ is on average zero, but there will be a finite mean-square displacement $\langle u^2 \rangle$. The Debye-Waller factor can be shown to be [19]

$$\exp\left(-\langle(Q \cdot u)\rangle\right) = \exp\left(-Q^2\langle u^2 \rangle/3\right).$$

Important to note is that the second expression is only valid for isotropic conditions. The result of this is that the elastic peaks get less defined with increasing...
temperature and also with increasing Q.[19]

The mean-square displacement (MSD) can be calculated from measurements of elastic fixed window scans (FWSs), i.e. measurements of the elastic intensity as a function of temperature. MSD generally shows a linear behavior at low temperatures and as the vibrations of the material get activated at higher temperatures, the slope of the MSD will change.

Vibrations involve interaction in the entire lattice of the material, therefore the part of the scattering function, $S(Q, \omega)$, that is of interest is the coherent part, $S_{\text{coh}}(Q, \omega)$. It can be shown that the intensity of the $i$th molecular vibrational transition, is then proportional to:

$$S_{\text{coh}}(Q, \omega_i) \propto I_i \propto Q^2 U_i^2 \exp (-Q^2 u_{\text{Total}}^2) \sigma,$$

(4.6)

where $\omega_i$ is the $i$th mode at frequency $\omega$ and $U_i$ is the amplitude of vibration of the atom undergoing the particular mode.[66] The exponential term is again the Debye-waller factor, with $u_{\text{Total}}$ as the mean-square displacement of all the atoms in all the modes, both internal and external, and $\sigma$ is the inelastic cross section of all the atoms involved in the mode. Hence, if there is no translational diffusion, the intensity decays as [25]

$$I(Q) \approx e^{-Q^2 \langle u^2 \rangle / 3},$$

(4.7)

where $\langle u^2 \rangle$ is the MSD. The change of slope of the MSD that depends on the vibrations in the material can be calculated from the INS spectra of the material. Any deviation from this when increasing temperature gives information about the temperature range that the anharmonic vibrational or diffusional motions in the material will become accessible for the instrument.

### 4.3 Quasielastic neutron scattering

For diffusional motion studies, the main part to investigate of the scattering function, $S(Q, \omega)$ is the incoherent part. Furthermore, as previously mentioned, the interest of this Thesis is investigating the self-dynamics of hydrogen, which have a large incoherent cross section and a smaller coherent one. In effect,
the total dynamical structure factor can be approximated with the incoherent dynamical structure factor, i.e. \( S(Q, \omega) \approx S_{\text{inc}}(Q, \omega) \).

For low-energy neutrons (0.05-100 meV), there will be an interaction between the neutrons and the hydrogens resulting in an energy gain or energy loss of the kinetic energy of the neutrons, not unlike the INS. However, INS relates to periodic dynamics with specific frequencies/energies, whilst QENS refers to stochastic motions which are centered around the elastic peak (corresponding to the zero energy loss/gain neutrons) and observed as a broadening of the previous mentioned (Fig. 4.5).[21, 22] Furthermore, the time scales for diffusional dynamics are usually longer than for vibrational dynamics resulting from INS.

The two most important features of the QENS peak, where the main information can be gained, is the area \( [A_i(Q)] \) and the full width at half maximum \( [\Gamma_i(Q)] \) and how they both change with Q. In order to extract this information of the dynamics in the system, the measured structure factor, \( S_{\text{meas}}(Q, \omega) \) can be modeled with

\[
S_{\text{meas}}(Q, \omega) = S_{\text{inc}}(Q, \omega) \otimes R(Q, \omega),
\]

where \( Q \) is the momentum transfer and \( \omega \) is the frequency.[34] The instrumental resolution is represented by \( R(Q, \omega) \) in the above equation. Often, there will also be a background in the measured spectra corresponding to peak tails of fast atomic vibrations (INS). In the case of (pure) quasielastic scattering, \( S_{\text{inc}}(Q, \omega) \) may be expressed as

\[
S_{\text{inc}}(Q, \omega) = A_0(Q)\delta(\omega) + \sum_i A_i(Q)L_i(Q, \omega),
\]

where the elastic peak is represented with a delta function, \( \delta(Q, \omega) \) and where the \( L_i(Q, \omega) \)s are Lorentzian functions describing the quasielastic peak of the form

\[
L_i(Q, \omega) = \frac{2}{\pi} \frac{\Gamma_i(Q)}{(2\hbar \omega)^2 + \Gamma_i(Q)^2}.
\]

\( \hbar \omega \) is the neutron energy transfer and \( \Gamma_i(Q) \) is the Lorentzian’s full width at half maximum. \( \Gamma_i(Q) \) relates to a characteristic relaxation, also known as correlation, time, \( \tau_i \), of the dynamics giving rise to quasielastic scattering,
Figure 4.5: $S(Q,\omega)$ of a fixed $Q$-value, with a quasielastic peak, the elastic peak and the inelastic peaks further out from the zero energy transfer point ($\hbar \omega=0$).

According to

$$\tau_i = \frac{2\hbar}{\Gamma_i}. \quad (4.11)$$

Hence, the Lorentzian functions, through $\Gamma_i(Q)$ and $A_i(Q)$, contain information about both the time-scale and $Q$-dependence of the observed dynamics. Additionally, the area, $A_0$ and $A_i$, of the QENS peak over $Q$ can give information about the spatial characteristics of the dynamics.

Since the QENS spectra are measured as a function of $Q$, the geometry of the observed localized motion(s) can be obtained from the ratio of the elastic (incoherent) scattering intensity $A_0(Q)$, [Eq. (4.9)] to the total (incoherent) scattering intensity, plotted as a function of $Q$. The total incoherent scattering intensity is the sum of the intensities of the elastic and quasielastic scattering and follows the assumption that the quasielastic and vibrational motions are separable, i.e. they occur on different time-scales. The resulting function is commonly referred to the elastic incoherent structure factor (EISF),

$$\text{EISF} = \frac{A_0(Q)}{A_0(Q) + A_i(Q)}, \quad (4.12)$$

where $A_i(Q)$ is the area of the Lorentzian describing the quasielastic peak.[32]

The EISF is unity at $Q = 0$ and falls to a minimum at a $Q$-value that, importantly, relates to the spatial geometry of the dynamics. For instance, for a
jump motion between three equivalent sites, the EISF is an oscillatory function of $Q$ that approaches $1/3$ at large values of $Q$, whereas a jump motion between four equivalent sites yields a different oscillatory EISF function that approaches $1/4$ at large values of $Q$. Therefore, higher-$Q$ data are often needed to distinguish between likely models in order to include this critical minimum. This requires using higher-energy (shorter-wavelength) neutrons, but necessarily results in poorer energy resolution, which is a largely unavoidable characteristic of neutron spectrometers. By comparing the experimental EISF with geometrically feasible models, the geometry of motion can often be revealed. A general expression for the EISF ($A_0$) can be generated for $N$ number of equivalent sites according to

$$A_0(Q) = \frac{1}{N} \sum_{n=1}^{N} j_0(Qr_n),$$

(4.13)

where $j_0$ is the zeroth-order spherical Bessel function $[j_0 = \sin(x)/(x)]$. By comparing the experiment EISF with physically sound theoretical models, the geometry of the observed motion can often be analyzed. The approach is to identify a likely model that would correspond to the structure of the material, following a process of fitting the model to the EISF over $Q$. Below follows the mathematical expression for the exploited EISF models as considered in this Thesis for hydrogen dynamics in $A$SiH$_3$ ($A = K$ and Rb).

Four different reasonable models for the reorientational motion of SiH$_3^-$ ions can be imagined, namely (i) $120^\circ$ reorientations of the SiH$_3^-$ around the C$_3$ axis, (ii) free rotational motion around the C$_3$ axis, (iii) isotropic diffusional motion, and (iv) rotational diffusion around 24 sites. Fig. 4.6 show the EISFs corresponding to these models.

Considering first model (i), the structure of SiH$_3^-$ [Fig. 3.1(b)], would suggest a model characterized by jumps between three equivalent sites (C$_3$ axis rotations), this because the molecule of SiH$_3^-$ consists of three hydrogens bonded to the Si atom. Hence, for the model for C$_3$ axis rotations the EISF takes the form

(i) C$_3$ axis rotations:

$$\text{EISF}_{C_3} = \frac{1}{3}[1 + 2j_0(\sqrt{2}r_1Q)].$$

(4.14)
Next, model (ii), the hydrogens performs free rotations around the C₃ axis (C₃ free rot.). A general formula is then easily realized where the angle changes with the number of sites[67]

\[(ii) \text{ Free rotational diffusion around the } C_3 \text{ axis:} \]

\[
EISF_{\text{free rot.}} = \frac{1}{N} \sum_{n=1}^{N} j_0[2Qr\sin\left(\frac{n\pi}{N}\right)], \tag{4.15}
\]

When \(N\) increases, the curve will approach a specific shape and position. For \(N \geq 50\), the rotational diffusion may be considered as free diffusion around a circle with radius \(r\).

In model (iii) the minimum of the EISF should approach 0, and hence indicates the limiting case of isotropic rotational diffusion. The molecule is then free to reorient in any direction with small jump distances and the probability of the hydrogen positions is therefore anywhere on a sphere with the radius of \(r\) surrounding the center of mass atom.
(iii) Isotropic rotational diffusion on a sphere:

\[ \text{EISF}_{\text{iso}} = j_0^2(Qr). \]  \hspace{1cm} (4.16)

Model (iv) allows the hydrogen atoms to move between 24 different sites on a sphere surrounding the Si atom and can be structured from the isotropic rotational diffusion model. As the SiH$_3^-$ molecule is confined inside a cubic lattice, a reasonable model would be to let the hydrogen move from corner to corner inside a cube. However, when considering the geometry of the molecule it is apparent that it would not fit perfectly in the corners, but the positions of the hydrogen would be distorted. For every corner position this would generate three hydrogen positions and therefore generate a total number of 24 positions on a sphere around the Si atom close to the corner of the cube [Fig. 3.1(a)]. Hence a model describing jump diffusion on the surface of a sphere with 24 different jump locations, corresponding to the H atom position in α-ASiH$_3$ would be a reasonable description.

(iv) Rotational diffusion on a sphere with 24 different jump locations:

\[ \text{EISF}_{24 \text{ sites}} = \frac{1}{24}[1 + j_0(Qd_1) + j_0(Qd_2) + \ldots j_0(Qd_{23})], \] \hspace{1cm} (4.17)

where the 23 jump distances ($d_1$, $d_2$, ..., $d_{23}$) correspond to the 24 different H locations of α-ASiH$_3$, which have been determined on the basis of neutron diffraction data.[13] However, the EISF of α-ASiH$_3$ did not fit to this model adequately, but showed a small offset. This had to be accounted for and therefore, 10% of immobile H atoms, as described in Paper II, was added to the model.[68]

\[ \text{EISF}_{24 \text{ sites}, 10\% \text{ immobile H}} = 0.9 \times \text{EISF}_{24 \text{ sites}} + 0.1. \] \hspace{1cm} (4.18)

In Fig. 4.6 the model in blue represents model (iv) with this addition of 10% immobile hydrogen atoms. This model fitted extremely well to the data and was therefore accepted as the dynamical model describing the motion in both of the materials.

Neutron scattering techniques, presented in this Chapter, have been shown to be most useful to investigate hydrogens in materials. In order to perform
neutron scattering experiments, the proper instrumentation has to be used, suited for the time scale and hypothesis wished to be investigated. There is a vast number of facilities and instruments to choose from, but in the next chapter, a small collection of instruments associated with this Thesis will be presented.
There are two main types of neutron sources, a spallation source, where the neutrons are generated by colliding accelerated charged particles into a heavy element (target), or a reactor, where neutrons are produced through fission. A key difference between the two is that with a spallation source the neutrons are produced in pulses as the particles hit the target material, whereas in a reactor source neutrons are continuously produced. In this thesis, I have used instruments on both reactor and spallation sources. The neutrons from both sources have a high velocity/energy when they are produced and therefore need to be slowed down by the help of moderators made of, for example, heavy water. This will give neutrons characterized by different ranges of energies/wavelengths utilized in the different techniques.[19]

The main disadvantage with using neutrons as a tool to extract the characteristics of a material is the low flux compared to other techniques, for example those based on X-rays. This is due to the low flux from the source itself. However, the beam generally needs to be monochromatized, hence the flux is reduced even further. As a consequence, measurements are generally long (of the order of days) and instruments are not readily available. In this thesis, I have used four different instruments, the two quasielastic spectrometers DCS and HFBS at the NIST Center for Neutron Research (NCNR), and the diffractometer D2B at ILL. A concise description about the key aspects of each instrument is given in the following.
5.1 The DCS quasielastic spectrometer

The time-of-flight disk chopper spectrometer (DCS)[69] at NCNR, Gaithersburg (USA), is a powerful instrument for the investigation of hydrogen dynamics in materials. It uses neutrons with wavelengths in the range $\sim 2.3$ to $\sim 10$ Å, which are selected by a monochromating chopper system.[70] The chopper system is based on a set of rotating discs, which are synchronized so that only neutrons with a specific wavelength (energy) passes through them and reach the instrument. This turns the beam into pulses which are then utilized during detection through the time-of-flight technique. The determination of energy exchange during the scattering event is then based on the measurement of the time-of-flight before and after scattering. With the use of 2.5 Å neutrons, the energy resolution and accessible $Q$-range of the spectrometer are 745 $\mu$eV at full width at half maximum (FWHM), and 0.98–4.48 Å$^{-1}$, respectively. The accessible relaxation times are (hence) of the order $\sim 0.01$ ps to $\sim 1$ ps. If using a longer wavelength the energy resolution increases but the $Q$-range is reduced. The slowest dynamics that can be probed by DCS are characterized by time-scales of the order 100 ps. If even longer time-scale dynamics are of interest, a backscattering spectrometer, such as High Flux Backscattering Spectrometer (HFBS), may be used.

5.2 The HFBS quasielastic spectrometer

HFBS provides a good complement to the DCS instrument, as it has better resolution (0.83 $\mu$eV), thus allowing slower time scale dynamics to be observed ($\sim 0.01$-1 ns).[71] Further, HFBS allows the measurements of fixed window scans (FWSs), which are measurements of the elastic intensity as a function of temperature. The FWSs measurements are often very useful for determining the temperature at which the dynamics are accessible to the instrument.

The monochromization of the incoming neutron beam is achieved by Bragg-diffraction on a mono-crystal. In this context, the wavelength spread $\delta \lambda$, of a Bragg-diffraacted neutron beam decreases as the scattering angle, $2\theta$, approaches 180°, according to[72]

$$\frac{\delta \lambda}{\lambda} = \frac{\delta d}{d} + \frac{\delta \theta}{\tan \theta}. \quad (5.1)$$
Hence, if the neutrons are scattered 180° (backscattering), that is $\theta$ approaches 90°, the term containing the angle vanishes. The only term then left to influence the wavelength divergence is the $d$-spacing term. Therefore by choosing a material for the monochromator with an appropriate spread in spacing can influence the beam convergence significantly. Silicon (111) plane is the one most commonly used, with a $\frac{\delta d}{d}$ of $1.86 \times 10^{-5}$. With this configuration the beam will become more monochromatic and give a better resolution.

5.3 The TOSCA inelastic spectrometer

TOSCA is an inelastic neutron spectrometer used for the determination of vibrational spectra of materials.[73, 74] It is the neutron counterpart to its optical analogues, Raman and infrared spectroscopy. A key difference between INS and optical spectroscopy is that INS is not subjected to any optical selection rules, so that all vibrations are in principle measurable. The reason for this is that INS is dependent on the neutron cross-section of the atoms and not from changes in the electronic properties of the molecule that occur as the vibration is excited, as in the case for Raman and infrared spectroscopy. TOSCA is situated at the ISIS pulsed spallation neutron source at the Rutherford Appleton Laboratory, Chilton, Didcot, Oxfordshire, UK and is more specifically an indirect geometry time-of-flight spectrometer. This means that the time-of-flight technique is used for energy analysis of the scattered neutrons, where the final energy is a known, fixed value, compared to the direct geometry instruments where the incident energy instead is fixed.[75]

For TOSCA there is only a sum of a range of Q values detected for each energy, whereas in other INS instruments there is the possibility to also obtain a Q-dependence. TOSCA covers the range from 0 to 8000 cm$^{-1}$ of the vibrational spectrum in a single measurement and the samples under investigation may be mounted on a multi-sample-changer, allowing for the measuring of several samples without the need to take out the sample stick between each measurement. Both of these technical characteristics of TOSCA makes it an easy and user-friendly instrument. TOSCA also provides the possible to measure a diffraction pattern of the sample, although with low resolution. For a
more careful structural analysis a high-resolution diffractometer, such as D2B at the ILL, should be used.

5.4 The D2B diffractometer

The D2B diffractometer is a high resolution instrument, featured by a high take-off angle (135°) for the monochromator.[76] D2B is situated at the Institute Laue Langevin (ILL, Grenoble) and uses thermal neutrons to detect a diffraction pattern. There is a range of possible wavelengths to use on D2B. For example will $\lambda = 1.051$ Å include more visible peaks, however the intensity will be lowered by a factor of 4 compared to $\lambda = 1.594$ Å that in turn will show less diffraction peaks. There is also a wide range of possible sample environments that can be mounted with up to 5 different samples at the same time, which could include; three in room temperature and room pressure, one in the cryofurnace (1.5 to 525 K) and one in the furnace (200 to 1000 K) under vacuum. The great advantage of neutron diffraction, compared to X-ray diffraction, is the possibility to observe hydrogen atoms, thanks to hydrogens’ large neutron scattering cross section. This gives the opportunity to determine the location of hydrogen atoms in the structure, as well as site occupancy and atomic displacement parameters etc., which is of great importance for the materials studied in this thesis.
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Summary of appended papers

Paper I

The two alkali silanides $A\text{SiH}_3$ ($A = K$ and Rb) were investigated by means of quasielastic neutron scattering, both below and above the order-disorder phase transition temperature occurring at around 270–305 K. Measurements upon heating show the onset of strong quasielastic scattering around the phase-transition temperature demonstrating that the phase-transition is dynamical in nature. In order to describe the dynamics, the previously reported structure of a quasi-spherical arrangement with 24 sites of preferred orientations for the hydrogen atoms around each Si atom was used as a starting point in the analysis of the quasielastic data. In somewhat more detail, a reorientation model was considered, that do not necessarily preserve a particular orientation of the SiH$_3^-$ ions in the NaCl-type crystal structure, but in fact describes a jump diffusion on the surface of a sphere, with 24 different jump locations. This model represents a combination of a rotational diffusion motion and a localized jump model. The model is similar to the isotropic rotational diffusion model, but with the difference that it includes small jump distances to preferred hydrogen sites. Additionally, to get a satisfactory and physically sound fit, a constant of 0.1 (10%) was added to the model, in order to account for scattering of H atoms that do not contribute to the observed dynamics. A suggested explanation for the missing 10% of quasielastic scattering was that there were some diffusional information lost in the background subtraction of the analysis, due to diffi-
culties to separate the background, probably arising from vibrational motions, from the very fast diffusional motion, originating from continuous rotational diffusion on a circle around the eight C₃ axes. The average relaxation time between successive jumps is of the order of sub-picoseconds and exhibits a weak temperature dependence with a small difference in activation energy between the two materials, 39(1) meV for KSiH₃ and 33(1) meV for RbSiH₃. Besides being of considerable fundamental interest, the better understanding of the nature of SiH₃ orientational mobility in the disordered phases of KSiH₃ and RbSiH₃ may explain the low entropy variation for hydrogen absorption/desorption and hence the origin of these materials’ favorable hydrogen-storage properties.

Paper II

The perovskite type oxyhydrides BaTiO₃₋ₓHₓ (x = 0.14 and 0.40) were investigated with inelastic and quasielastic neutron scattering, with the aim to determine the position(s) and dynamical behavior of the hydride-ions in these materials. The results show that the hydride-ions are located on vacant oxygen sites of the perovskite lattice, with the presence of Ti-H vibrational modes at 916(5) and 1037(5) cm⁻¹ for x = 0.14, and at 911(5) and 1027(5) cm⁻¹ for x = 0.4. No signature of O-H stretch modes were observed in the spectra, showing that the hydrogens are not covalently bonded to the oxygens, as in proton conducting equivalents such as BaTi₁₋ₓYₓO₃Hₓ. Measurements of the MSD suggest not only the presence of vibrational motions of H, but also the presence of diffusional H motion. The diffusional H dynamics were investigated with QENS at the temperatures 275, 375 425 and 500 K and revealed dynamics on the time-scale of the order of one nanosecond and with a very weak temperature dependence. The relatively long time-scale of the observed dynamics would suggest a long-range diffusional behavior, however the Q-dependence of the quasielastic width would, on the contrary, not support such a conclusion.
Conclusions and outlook

This Thesis has provided important information about the behavior of hydrogen in two classes of energy relevant materials, (i) alkali silanides and (ii) perovskite oxyhydrdes. Paper I reports on the localized diffusional behavior of hydrogen atoms in $\text{ASiH}_3$ ($A=\text{K, Rb}$), showing a jump diffusion on the surface of a sphere with 24 different jump locations. Paper II reports on the vibrational motion of hydride-ions, confirming that the hydride-ions are located on vacant oxygen sites of the perovskite lattice, as suggested in the literature. In addition, the diffusional motion of hydride-ions is detected with quasielastic neutron scattering. Besides being of considerable fundamental interest, these results are also of importance from an technological point of view in view of the development of next-generation hydrogen-storage and fuel-cell materials. Also, the main tool of investigating hydrogens, neutron scattering, has been explained and the different techniques in relation to the specific related instruments. The great advantages with neutron scattering techniques have been highlighted and what unique and highly useful information that can be gained.

Looking into the future, there are lots of possibilities to extend the presented studies. Concrete sequels to the results of this thesis will include

- the investigations of $\text{SiH}_3^-$ dynamics in the low temperature phase, an extended study of $\text{ASiH}_3$ ($A=\text{K, Rb}$) at temperatures below 270-305 K, and also to include $\text{CsSiH}_3$ in this study. The aim is to elucidate how the phase transition of the material influences the dynamics and also to get a further understanding of the influence of the $A$ atom.
the investigations of localized and long-range diffusion of H\(^-\) atoms in ATiO\(_{3-x}\)H\(_x\) and how it depend on A (A = Ca, Sr and Ba), temperature and on \(x\). The aim is to elucidate how the A site ion influences the diffusional path and vibrational frequencies in order to learn even more about the diffusional nature of H\(^-\) in perovskite oxyhydrides.

the investigations of the dynamical behavior and conduction of hydride-ions in BaTiO\(_{3-x}\)H\(_x\) synthesized as a film and how this depends on \(x\). The purpose is to investigate the hydride-ion dynamics in a material more similar to the electrolyte material in a fuel cell. This will enable conduction studies together with the effect of of strain in the material and how it influences the diffusion of hydride-ions.

the investigations on the highly reduced structure and vibrational behavior of BaTiO\(_{3-x}\), as this material was successfully synthesized during a previous diffraction experiment. A study of this material would be of high relevance to the research program as it provides complementary knowledge of the influence of the hydride-ion in BaTiO\(_{3-x}\)H\(_x\).

the investigations of the optical vibrational spectra of BaTiO\(_{3-x}\)H\(_x\) with the aim to complement the INS spectra and hence to learn more about the local structure of perovskite oxyhydrides.

and the investigations of the computational vibrational spectrum compared to the experimentally measured inelastic spectrum together with the optical vibrational spectrum of BaTiO\(_{3-x}\)H\(_x\). A specific aim is to verify the role of the extra electron (as a polaron or distributed in the conduction band) and also to obtain more detailed knowledge about how the H\(^-\) influences the lattice vibrations.

As a final note, an indirect goal of my PhD is to learn about neutron techniques in order to increase the competence within this field in Sweden. The future of neutrons is to be used as a material analyzing tool in Sweden, and will become of great importance as the completion of the European Spallation Source, ESS, situated in Lund, Sweden, is getting closer.[77]
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