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Abstract

High-resolution direction-of-arrival (DOA) estimation requires an accurate array response model, which is usually achieved by measuring the response for given directions of the sources and employing interpolation. This paper considers the array response interpolation and DOA estimation by coherently combing parametric modeling and interpolation techniques. The proposed method is to decompose the array response as a product of a mutual coupling matrix, an ideal array response vector (dependent on the geometry of antenna array) and a DOA-dependent correction vector. Our idea is now that the correction vector will be a smoother function of DOA as compared to direct interpolation, since parts of the phase variation in one embedded element are due to the mutual coupling and the ideal array response. In numerical experiments of a real antenna array, the method is found to improve the performance of array response interpolation and DOA estimation significantly when the array response is updated by interpolation of the correction vector. In addition, we show how the DOA estimation performance can be predicted using a simple model of the interpolation error statistics.

Keywords: Direction-of-arrival (DOA) estimation; Array response interpolation; Correction vector; Parametric modeling.

1. Introduction

Direction of arrival (DOA) estimation uses the data received by an array antenna to estimate the direction of one or more signal sources. In an ideal data model, the array response can be determined using the geometry of the array [1]-[4]. For a real antenna array, it is well known that the array modeling errors can have a significant influence on DOA estimation if these effects are not correctly accounted for [5]-[8].

To remedy the array modeling errors, an interesting approach is to employ a parametric model of the array response, where array parameters are used to tune the model response to match measurements...
However, a crucial question is identifiability of the appropriate parameters. In [9]-[11], a parametric vector is used to model the uncertainty in the array response matrix. Examples of array compensation procedures using a diagonal array correction matrix are given in [12]-[14]. Both a parametric vector and a diagonal correction matrix can correct for channel errors only. An arbitrary full-rank correction matrix is employed in array calibration using either a local or global model in [15]-[17]. This can model both channel and mutual coupling errors. Further, a special structure of the mutual coupling matrix is proposed for a uniform linear array (ULA), a uniform hexagon array (UHA) and a uniform circular array (UCA), respectively [18]-[20]. In these parametric methods the performance is still found to be limited by the choice of parameterization, and the practical applicability is further limited by the increasing number of parameters. Eigenstructure based methods for joint estimation of the gain and phase of each sensor and DOA are presented in [21]-[22]. In [23], a similar approach is used to simultaneously estimate DOA and mutual coupling parameters. These methods are computationally efficient for the case of linear array parameters. However, the performance is limited by that of the MUSIC algorithm, and in particular the sources must be resolvable by MUSIC. Further, a more detailed physical model of the antenna array response will lead to a better match to real or measured data. However, no model regardless how complicated will ever be able to capture all possible effects. A simple method is to use measured data of the element far-field functions in the array antenna. However to enable accurate DOA estimation, the grid size must be selected rather small, which would require a large memory storage and a long data collection (or simulation) time. Based on the measured array response, another interesting approach that does not need specifying how the array response model depends on the array parameters is the array interpolation or manifold separation [24]-[28]. The idea is to use a Fourier representation of the array response in [24]-[26], which is based on the manifold separation technique (MST). This requires that the array response to be collected on a uniform grid covering the whole range. In [25]-[26], the array interpolation technique is successfully applied in combination with the element-space (ES) root-MUSIC algorithm. However, the method only directly uses the measured array response data, which requires a large number of Fourier terms and more memory to enable high-resolution DOA estimation. An alternative approach is to use local linear interpolation (LLI) of a factor of the array response model, which is often sufficient [27]-[28]. It does not require storing any special parametric data for array response calibration, such as the Fourier coefficients. The interesting contribution is that
an ideal array response vector is decomposed from the measured (or simulated) response in these methods. However, a dense grid size is still required to enable high-resolution DOA estimation, since the mutual coupling captures parts of the phase and amplitude dependence on the array response in general.

An interesting alternative is to jointly use the smoothed interpolation of a correction vector (DOA-dependent) and mutual coupling matrix estimation. In this paper, we propose to use knowledge of the element positions and a simple model of the mutual coupling. A mutual coupling matrix, an ideal array response vector (ideal array steering vector) and a correction vector are decomposed from the measured array response in our method. The idea is now that the correction vector will then be a smoother function of DOA as compared to the original array response, since most of the phase-dependence in one embedded element is due to the mutual coupling and the ideal array response vector. First, a mutual coupling matrix is computed by the simulated (or measured in lab) array response as well as the isolated element response. The second step is to determine the correction vector at given directions using the measured array response and the estimated mutual coupling matrix. Third, either a Fourier representation or a linear interpolation is used to interpolate the correction vector instead of directly interpolating the array response. Finally, the array response interpolation is calculated by the interpolation of the correction vector, so that the number of Fourier terms can be kept as small as possible, or alternatively the interpolation grid size can be kept as small as possible. This also results in a more accurate interpolation and DOA estimation in a real antenna array, either for a given interpolation grid size or for a given number of Fourier terms.

The original contributions of this paper are as follow:

a) We show how an exploitation of a simple parametric model of the array response leads to a much smoother interpolation problem than using the original array data;

b) We exemplify the idea by applying a simple model of the mutual coupling that can be learned from the measured data. Note that it is not necessary for this simple model to be perfect for array response interpolation, since the mutual coupling model will be updated by a correction vector;

c) We show that a simple model of the resulting array interpolation error statistics is practically useful for predicting the performance of a DOA estimator.

This paper is organized as follows. In Section 2 we formulate the problem. Next, the basic mathematical models of DOA estimation are introduced in Section 3. Section 4 introduces the three
interpolation methods of the array response including the mutual coupling estimation. A real array of 12 quadrifilar helix antennas (QHAs) is presented in Section 5, whereas Section 6 shows the results of the three interpolation methods when applied to the real antenna array. The different DOA estimation approaches are then compared in terms of applicability and performance in Section 7. The paper is finally concluded in Section 8.

2. Problem formulation

Assume that there are \( N \) antenna elements in the array located in the x-y plane, and \( M \) far-field narrowband signal sources impinging on the array. The resulting signal at element \( n \) with sample index \( k \) is denoted \( x_n(k) \), for \( n = 1, \cdots, N \). Then, the resulting data are collected in the array output vector \( X(k) = [x_1(k), \cdots, x_N(k)]^T \), which can be expressed as

\[
X(k) = \sum_{m=1}^{M} a_{emb}(\eta_m)s_m(k) + W(k)
\]  

(1)

Here, \( \eta_m \), which is characterized by the polar angle \( \theta \) and the azimuth angle \( \phi \) in a 3-dimensional space model, is termed the DOA of the \( m \)-th signal source. \( a_{emb}(\eta) = [a_{emb,1}(\eta), \cdots, a_{emb,N}(\eta)]^T \) is the array response to a signal from the DOA \( \eta \), \( s_m(k) \) is the corresponding signal waveform from the \( m \)-th signal source, and \( W(k) \) represents an additive noise term.

High-resolution DOA estimation requires that the functional form of the array response \( a_{emb}(\eta) \) is accurately known. In an ideal uniform antenna array model case, the isolated element pattern is omnidirectional and no mutual coupling exists. The array response is obtained by \( a_{emb}(\eta) = a_{ideal}(\eta) \), where \( a_{ideal}(\eta) = [a_{ideal,1}(\eta), \cdots, a_{ideal,N}(\eta)]^T \) is the ideal array response vector that comes from the geometry only. In real antenna array modeling, an element of the array response is obtained by measuring this element in the presence of all other elements, which takes the ideal array response vector \( a_{ideal}(\eta) \), mutual coupling and each isolated element properties into account [29]-[33]. This is the approach we follow here. Thus, it is assumed that this, so called embedded array response, has been measured at a grid of DOA values, \( \eta_1, \eta_2, \cdots, \eta_L \), where \( L \) is the number of measured point.

With the aid of this calibration data and a simple model of the array response, the goal is to estimate the unknown DOAs in an estimation data set \( x(k), k = 1, 2, \cdots, K \).

Assuming that the ideal steering vector \( a_{ideal}(\eta) \) is known, we have two basic models to decompose the array response.
1) The first model of the embedded array response is

\[ a_{\text{emb}}(\eta) = a_{\text{ideal}}(\eta) \odot g(\eta) \]  

(2)

where \( \odot \) denotes the Schur (Hadamard) product and \( g(\eta) = [g_1(\eta), \ldots, g_N(\eta)]^T \) is now the correction vector, which is dependent of the DOA \( \eta \). It takes care of the effects of mutual coupling and the properties of the isolated elements.

2) The second model is

\[ a_{\text{emb}}(\eta) = C[a_{\text{ideal}}(\eta) \odot g_c(\eta)] \]

(3)

where \( C \) is the \( N \times N \) mutual coupling matrix, which is independent of the DOA and \( g_c(\eta) = [g_{c,1}(\eta), \ldots, g_{c,N}(\eta)]^T \) is the correction vector, which is dependent of the DOA \( \eta \). Note that \( g_{c}(\eta) \) only holds the properties of the isolated element in this model, which is different from the \( g(\eta) \) in the first model.

Using an accurately measured array response at a given DOA grid \( \eta_l, l = 1, 2, \ldots, L \), the correction vector \( g(\eta_l) \) in the first model can be determined as

\[ g(\eta_l) = a_{\text{emb}}(\eta_l) ./ a_{\text{ideal}}(\eta_l) \]

(4)

where \( ./ \) denotes element-wise division. Given an interpolated \( g(\eta) \) at a certain desired DOA \( \eta \), the array response interpolation is then computed as

\[ \hat{a}_{\text{emb}}(\eta) = a_{\text{ideal}}(\eta) \odot \hat{g}(\eta) \]

(5)

In addition, if the mutual coupling is known in the second model, the correction vector \( g_{c}(\eta_l) \) can be determined at a given DOA as

\[ g_{c}(\eta_l) = [C^{-1} a_{\text{emb}}(\eta_l)]./ a_{\text{ideal}}(\eta_l) \]

(6)

With an interpolated \( \hat{g}_{c}(\eta) \), the array response interpolation is then computed as

\[ \hat{a}_{\text{emb}}(\eta) = C[a_{\text{ideal}}(\eta) \odot \hat{g}_c(\eta)] \]

(7)

For both (5) and (7), the array response with interpolation error \( \tilde{a}_{\text{emb}}(\eta) \) can be written as

\[ a_{\text{emb}}(\eta) = \hat{a}_{\text{emb}}(\eta) + \tilde{a}_{\text{emb}}(\eta) \]

(8)

where \( \tilde{a}_{\text{emb}}(\eta) \) represents the interpolation error. We use a simple model to describe \( \tilde{a}_{\text{emb}}(\eta) \) [9], [26], [28]:

\[ E[\tilde{a}_{\text{emb}}(\eta_m)] = 0, \]
\[ E[\tilde{a}_{\text{emb}}(\eta_m)\tilde{a}_{\text{emb}}^T(\eta_m)] = \sigma^2 I, \]
\[ E[\tilde{a}_{\text{emb}}(\eta_m)\tilde{a}_{\text{emb}}^T(\eta_m)] = 0, \]
\[ m = 1, \ldots, M \]
where $E[\bullet]$ is statistical expectation and $(\bullet)^H$ denotes complex conjugate and transpose, so that the statistics of each element error under this model is independent of the DOA $\eta$. We will later use the simple model (9) to predict the performance of DOA estimation methods when using an interpolated array model, assuming that the error variance is small.

The idea is now that the correction vector $g(\eta)$ in the first array response decomposition model in (2) is much smoother than the array response $a_{emb}(\eta)$, since parts of the phase variation in one embedded element is due to the ideal array response vector $a_{ideal}(\eta)$. In an ideal uniform antenna array model, the array response $a_{emb}(\eta)$ can be reduced to $a_{emb}(\eta) = a_{ideal}(\eta)$. Then, in the first model the resulting correction vector $g(\eta)$ is $g(\eta) = [1, \cdots, 1]^T$. Clearly, $g(\eta)$ will be much smoother than $a_{emb}(\eta)$. Further, in the second model if the mutual coupling matrix $C = I$, where $I$ is the identity matrix, the correction vector $g_c(\eta)$ can be reduced to $g_c(\eta) = g(\eta)$. However, in practice the mutual coupling is typically not an identity matrix. Then, $g_c(\eta)$ will be smoother than $g(\eta)$ when $C \neq I$, since parts of the phase variation is due to the mutual coupling matrix $C$ and the ideal array response vector $a_{ideal}(\eta)$. Numerical results of smoothness, for a real antenna array, are presented in Section 6.

3. DOA estimation using MUSIC

There are many different algorithms to estimate DOA using the array response. Here, we will focus on the MUSIC algorithm, which is based on the second-order properties of $X(k)$ [1], [34]-[35]. Assuming the noise and signals are uncorrelated, in (1), we have the spatial covariance matrix

$$
\mathbf{R}_{xx} = \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} X(k)X(k)^H = \mathbf{R}_{xx}
$$

\begin{equation}
= \mathbf{A}\mathbf{P}\mathbf{A}^H + \sigma^2 I
\end{equation}

where $\mathbf{A} = [a_{emb}(\eta_1), \cdots, a_{emb}(\eta_M)]$ is the true array response at the angles of arrival $\eta_1, \cdots, \eta_M$, $\mathbf{P}$ is the covariance matrix of the signals and $\sigma^2$ is the noise power. It is easily shown that the eigendecomposition of $\mathbf{R}_{xx}$ can be expressed as

\begin{equation}
\mathbf{R}_{xx} = \sum_{i=1}^{N} \gamma_i \mathbf{e}_i \mathbf{e}_i^H = \mathbf{E}_s \Lambda_s \mathbf{E}_s^H + \sigma^2 \mathbf{E}_n \mathbf{E}_n^H
\end{equation}

where the signal subspace matrix $\mathbf{E}_s = [\mathbf{e}_1, \cdots, \mathbf{e}_M]$ contains the $M$ principal eigenvectors, $\Lambda_s = diag\{\gamma_1, \gamma_2, \cdots, \gamma_M\}$, and the noise subspace matrix $\mathbf{E}_n = [\mathbf{e}_{M+1}, \cdots, \mathbf{e}_N]$ is spanned by
the noise eigenvectors, $\gamma_1 \geq \cdots \geq \gamma_M \geq \gamma_{M+1} = \cdots = \gamma_N = \sigma^2$. The noise subspace eigenvectors are orthogonal to the array response at the angles of arrival. In the MUSIC algorithm, the last relation is exploited by forming a pseudo-spectrum

$$P_{MU}(\eta) = \frac{\|a_{emb}(\eta)\|^2}{\|E_n^H a_{emb}(\eta)\|^2} \quad (12)$$

The MUSIC DOA estimates are now the locations of the $M$ highest peaks of $P_{MU}(\eta)$.

Under the model of (9), for known and small variance $\sigma^2_a$ of the array response error $\tilde{a}_{emb}(\eta)$, Swindlehurst and Kailath have shown [5] that the theoretical covariance matrix of the MUSIC estimates is given by

$$C_{MU} = E[(\tilde{\eta} - \eta)(\tilde{\eta} - \eta)^T] = \frac{\sigma^2_a}{\bar{D}} (D^H P_A^\dagger D \otimes I)^{-1} \quad (13)$$

where the definitions

$$D = \begin{bmatrix} \frac{\partial a_{emb}(\eta_1)}{\partial \eta_1}, \ldots, \frac{\partial a_{emb}(\eta_M)}{\partial \eta_M} \end{bmatrix}$$

$$P_A^\dagger = [I - A(A^H A)^{-1} A^H] = E_n E_n^H$$

are used.

4. Interpolation methods

4.1. Interpolation 1: The direct interpolation of $a_{emb}(\eta)$

We assume that the array response is accurately measured at a set of DOAs $\phi_l, l = 1, 2, \cdots, L$.

Here, we will present the interpolation of the array response for a 1-D case (azimuth angle $\phi$) estimation problem. The most direct approach is to interpolate the real and imaginary parts of the $N$ elements of the array response to any desired DOA using local linear interpolation (LLI) [27]-[28]. Then, for LLI in the interval $(\phi_l, \phi_{l+1})$, the estimated error of the $n$-th element response can be bounded by

$$\left| \hat{a}_{emb,n}(\phi) - a_{emb,n}(\phi) \right| \leq \frac{|\phi_{l+1} - \phi_l|^2}{8} \times \max_{\phi \in (\phi_l, \phi_{l+1})} \left| \frac{\partial^2 a_{emb,n}(\phi)}{\partial \phi^2} \right| \quad (14)$$

where $a_{emb,n}(\phi)$ is the $n$-th element response, $\phi_l$ is the measured point, and $|\phi_{l+1} - \phi_l|$ is the grid size of the interpolation, for $l = 1, 2, \cdots, L - 1$. This shows clearly that the interpolated response
is degraded when the true response is not a smooth function of the DOA. In a real antenna array, the important problem is that the function of $a_{emb}(\phi)$ is difficult to model without any errors.

For a fixed polar angle $\theta$, clearly $a_{emb, n}(\phi)$ is a $2\pi$-periodic function, and can be expressed in terms of a Fourier series expansion as

$$a_{emb, n}(\phi) = h\nu(\phi) + e(\phi) \quad (15)$$

where $h\nu(\phi)$ is the effective aperture distribution function (EADF) vector, which can be computed by an Inverse Discrete Fourier Transform (IDFT) of the uniform grid points $\{a_{emb, n}(\phi_1), \ldots, a_{emb, n}(\phi_L)\}$ covering the whole range $(0, 2\pi)$, and $\nu(\phi)$ is a Fourier vector (Vandermonde structured vector) $[24], [26]$.

$$\nu(\phi) = \begin{bmatrix} e^{-j\frac{2\pi}{2} \phi}, e^{-j\frac{2\pi}{3} \phi}, \ldots, 1, e^{j\phi}, \ldots, e^{j\frac{2\pi}{3} \phi} \end{bmatrix}^T \quad (16)$$

The upper bound of estimated error in (14) using the second derivative of $a_{emb, n}(\phi)$ is approximated by the formula with the second derivative of $\nu(\phi)$.

$$|a_{emb, n}(\phi) - a_{emb, n}(\phi)| \leq \left| \max_{\phi \in (\phi_i, \phi_{i+1})} \frac{\partial^2 \nu(\phi)}{\partial \phi^2} \right| h \quad (17)$$

where $a_{emb, n}(\phi)$ is the $n$-th element sample vector $\{a_{emb, n}(\phi_t)\}_{t=1}^L$ and $\nu$ is the Vandermode matrix $\nu(\phi_t)_{t=1}^L$. Strictly speaking, (17) is not guaranteed to be an upper bound anymore, but it is a good approximation if $I$ is large enough. It is clear that the error depends on the grid size $|\phi_{i+1} - \phi_i|$ and the $n$-th element response $a_{emb, n}(\phi)$.

A truncated model could be used, where $Q$ ($Q < L$) is the number of truncated Fourier terms which is odd and $L$ is the number of grid points. Observe that the error in the Fourier-based interpolation model depends on the $n$-th element response $a_{emb, n}(\phi)$ and the number of truncated Fourier terms $L$ $[24]-[26]$. In addition, the implementation of the array response can be based on 2D FFT $[25], [36]-[37]$. The Fourier-based interpolation is globally valid, whereas the LLI gives local models that together constitute a global response model.

4.2. Interpolation 2: The interpolation of correction vector $g(\eta)$

At a fixed $\theta$, the correction vector $g(\phi)$ can be determined by (4) in the first model using the
known array response $a_{emb}(\phi)$ at a given DOA. Since the correction vector $g(\phi)$ is potentially a much smoother function of the DOAs than $a_{emb}(\phi)$, it is natural to try linear interpolation. Combing (4), (5) and (15), the error of the $n$-th element estimated response using the LLI method can be bounded by

$$| \hat{a}_{emb,n}(\phi) - a_{emb,n}(\phi) | \lesssim \frac{\max_{\phi \in (\theta, \theta+\pi]} \left| g_n V^{-1} \frac{\partial^2 v(\phi)}{\partial \phi^2} \right|}{8}$$

where $g_n$ is the $n$-th element sample vector $\{g_n(\phi_i)\}_{i=1}^L$. The error clearly depends on the interpolation grid size and the $n$-th element of the correction vector $g(\phi)$.

In (4), like $a_{emb}(\phi)$, the correction vector $g(\phi)$ also represents a $2\pi$-periodic function in $\phi$ for a fixed polar angle $\theta$, which can be interpolated by (15). Using (5), the array response estimate $\hat{a}_{emb}(\phi)$ can be computed. The error also depends on the correction vector $g(\phi)$ and the number of truncated Fourier terms $Q$.

### 4.3. Interpolation 3: The interpolation of correction vector $g_e(\eta)$

#### 4.3.1 The mutual coupling matrix is known

Assuming the mutual coupling matrix is known, the correction vector $g_e(\phi)$ can be determined by (6) in the second model using the known array response $a_{emb}(\phi)$. The correction vector $g_e(\phi)$ will be much smoother than the correction vector $g(\phi)$, provided that $C$ captures parts of the phase dependence from the mutual coupling. The LLI can also be used to interpolate the real and imaginary parts of $g_e(\phi)$. The $n$-th element of the correction vector $g_e(\phi)$ interpolation error using the LLI method can then be bounded by

$$| \hat{g}_{e,n}(\phi) - g_{e,n}(\phi) | \lesssim \frac{\max_{\phi \in (\theta, \theta+\pi]} \left| g_{e,n} V^{-1} \frac{\partial^2 v(\phi)}{\partial \phi^2} \right|}{8}$$

where $g_{e,n}$ is the $n$-th element sample vector $\{g_{e,n}(\phi_i)\}_{i=1}^L$. Under (3) and (7), the upper bound error of the $n$-th element response may be written as

$$| \hat{a}_{emb,n}(\phi) - a_{emb,n}(\phi) | \lesssim |C_{r,n} a_{ideal}(\phi) + \max_{n \in (1,N)} [\hat{g}_{e,n}(\phi) - g_{e,n}(\phi)]$$

where $C_{r,n} = [c_{n,1}, \cdots, c_{n,N}]$ is the $n$-th row of the mutual coupling matrix $C$. The error is clearly due to the grid size, the mutual coupling matrix $C$, the ideal array steering vector $a_{ideal}(\phi)$ and the
correction vector \( \mathbf{g}_c(\phi) \).

Like \( \mathbf{g}(\phi) \), the correction vector \( \mathbf{g}_c(\phi) \) is also a \( 2\pi \)-periodic function. Thus, the Fourier-based interpolation approach can be used to interpolate \( \mathbf{g}_c(\phi) \). Consequently, the array response estimate \( \hat{\mathbf{a}}_{\text{emb}}(\phi) \) can be computed by (7). The error also depends on the correction vector \( \mathbf{g}_c(\phi) \) and the number of truncated Fourier terms \( Q \).

If \( \mathbf{C} = \mathbf{I} \), the interpolation method 3 achieves the same performance as the interpolation method 2, either using LLI or using Fourier-based interpolation. In practice, the function of \( \mathbf{a}_{\text{emb}}(\phi) \) and the mutual coupling matrix \( \mathbf{C} \) are determined by the properties of the real antenna array, such as array structure and the antenna elements.

4.3.2 Estimation of the mutual coupling matrix

In most mutual coupling compensation techniques, a matrix is used to encapsulate the effect of mutual coupling as well as the amplitude and phase distortions caused by imperfect antenna array elements [35], [38]-[39]. In the second model, the correction vector \( \mathbf{g}_c(\eta) \) can be obtained by measuring each isolated element response in the lab, since \( \mathbf{g}_c(\eta) \) only contains the properties of the isolated antenna element. Then, we can estimate mutual coupling \( \mathbf{C} \) from the second model.

Assume that there are \( L \) \((L > N)\) isolated element response data and array response data measured in a lab (or generated from an EM simulation program). In the second model, the optimal mutual coupling matrix \( \mathbf{C} \) is then determined using least-squares as

\[
\hat{\mathbf{C}} = \arg \min_{\mathbf{C}} \left\| \mathbf{A}_{\text{emb}} - \mathbf{C} [\mathbf{A}_{\text{ideal}} \odot \mathbf{G}_c] \right\|_F^2
\]  

where the subscript \( F \) means the Frobenius norm, \( \mathbf{A}_{\text{emb}} = [\mathbf{a}_{\text{emb}}(\eta_1), \cdots, \mathbf{a}_{\text{emb}}(\eta_L)] \) is a matrix of array response at \( L \) points, \( \mathbf{G}_c = [\mathbf{g}_c(\eta_1), \cdots, \mathbf{g}_c(\eta_L)] \) is a matrix of correction vectors (measured isolated element response in a lab) at \( L \) points, and \( \mathbf{A}_{\text{ideal}} \) is a matrix with the corresponding ideal steering vectors. If the mutual coupling matrix \( \mathbf{C} \) is a full matrix with no special structure, the solution is

\[
\hat{\mathbf{C}} = \mathbf{A}_{\text{emb}} [\mathbf{A}_{\text{ideal}} \odot \mathbf{G}_c]^H \left( [\mathbf{A}_{\text{ideal}} \odot \mathbf{G}_c] [\mathbf{A}_{\text{ideal}} \odot \mathbf{G}_c]^H \right)^{-1}
\]  

when \( L \to \infty \). \( \hat{\mathbf{C}} \) is a perfect estimate of \( \mathbf{C} \). Normally, the minimum value of the criterion in (22) is not zero when \( L > N \), because (3) is never perfect. Hence, we update the estimated correction vector \( \tilde{\mathbf{g}}_c(\eta) \) at given DOAs by
\[
\hat{\mathbf{g}}_e(\eta) = \mathbf{a}_{emb}(\eta) / \left[ \hat{\mathbf{C}} \mathbf{a}_{ideal}(\eta) \right]
\]  

(23)

where \( \hat{\mathbf{C}} \) is the estimate from (22). Consequently, the array response interpolation \( \hat{\mathbf{a}}_{emb}(\eta) \) can be expressed as

\[
\hat{\mathbf{a}}_{emb}(\eta) = \hat{\mathbf{C}} [\mathbf{a}_{ideal}(\eta) \odot \hat{\mathbf{g}}_e(\eta)]
\]  

(24)

where \( \hat{\mathbf{g}}_e(\eta) \) is the interpolated estimated correction vector \( \hat{\mathbf{g}}_e(\eta) \).

5. The real Array of 12 quadrifilar helix antennas

The LEO satellite tests mobile communication technology with a circular array which is composed of 12 identical quadrifilar helix antennas (QHAs), with respect to rotational symmetry about the origin [40]. The first element is fixed in x-axis, and the other elements are located clockwise in the x-y plane. The uplink signal wavelength is \( \lambda = 150 \) mm and the array radius is \( r = 150 \) mm. Thus, the ideal array response vector can be calculated by

\[
\mathbf{a}_{ideal}(\theta, \phi) = \begin{bmatrix}
\exp \left( j \frac{2\pi r}{\lambda} \sin \theta \cos \left( \phi - \frac{2\pi 0}{N} \right) \right) \\
\exp \left( j \frac{2\pi r}{\lambda} \sin \theta \cos \left( \phi - \frac{2\pi 1}{N} \right) \right) \\
\vdots \\
\exp \left( j \frac{2\pi r}{\lambda} \sin \theta \cos \left( \phi - \frac{2\pi (N-1)}{N} \right) \right)
\end{bmatrix}
\]  

(25)

where \( N = 12 \).

Actually, the accurately measured array response and isolated element response in the lab can be replaced by an electromagnetic simulation as the hardware error and measurement error will then vanish. In our paper, we use the simulated far-field pattern by the CST Microwave Studio software, which is based on the finite integration technique (FIT), instead of the measured lab data.

Fig. 1 represents the element components of the first isolated QHA and its far-field pattern of amplitude and phase. The isolated element pattern (isolated element response) is due to the properties of the isolated antenna element and is not omnidirectional. Fig. 2 represents the circular antenna array and the far-field pattern of the first embedded element (the first element of array response), which is obtained by exciting the first element while all other elements are terminated in their own characteristic impedance [41], [42]. In this antenna array, not only the isolated element patterns are the same (rotated by \( 2\pi / N \)), but also the embedded element patterns are identical due to symmetry:
\[ a_{emb,n}(\theta, \phi) = a_{emb,1} \left( \theta, \phi - (n - 1) \frac{2\pi}{N} \right) \]  

(26)

Fig. 1. The isolated QHA. (a) represents the element components. (b) shows the far-field pattern.

Fig. 2. The circular antenna array. (a) shows the array geometry. (b) shows the far-field pattern of the first embedded element.
6. Interpolation results

With the real antenna array, this section shows the smoothness measure of the three methods in Section IV. According to symmetry of the antenna array, this section just compares the interpolation results for one of the elements. Our antenna array simulation uses 1 degree grid size in both $\theta$ and $\phi$. Thus, we have $J = 360$ and we use a fixed polar angle $\theta_0$, for $\phi = 0^\circ, 1^\circ, \cdots, 359^\circ$.

The precision of the interpolation can be described with the average root mean square error (RMSE)

$$RMSE = \sqrt{\frac{1}{I \cdot J} \sum_{i=1}^{I} \sum_{j=1}^{J} ||a(\theta_i, \phi_j) - \hat{a}(\theta_i, \phi_j)||^2}$$

where $I$ is the total number of test polar angles $\theta$, $J$ is the total number of test azimuth angles $\phi$ in each $\theta$, $a(\theta_i, \phi_j)$ is the actual value, and $\hat{a}(\theta_i, \phi_j)$ is the estimated value. The resulting RMSEs of the three interpolation methods for one of the elements are shown in Fig. 3.

Further, the upper bound of the LLI error can be predicted by (17), (18) and (20), respectively, which is shown as the solid line in Fig. 3 (a). It clearly shows that the upper bound of $|\tilde{a}_{emb,n}(\phi) - a_{emb,n}(\phi)|$ in Method 3 is the smallest, since the correction vector $\tilde{g}_c(\theta, \phi)$ is much smoother than the correction vector $g(\theta, \phi)$ and the array response $a_{emb}(\theta, \phi)$. For increasing grid size of LLI, the array response estimation error of the three methods is increasing. For smaller grid size, the three methods give almost the same performance when the calibration measurements are noisy. In Fig. 3 (b), similarly, for increasing number of Fourier terms, the array response estimation error of the three methods with Fourier-based interpolation is decreasing. The error floor is determined by the measurement noise error level. Clearly, there is a link between the measurement noise power and the number of Fourier terms $Q$. When $Q \geq 45$, $Q \geq 25$ and $Q \geq 15$, respectively, the three methods reach the same RMSE. Another aspect of interest is the computational complexity of the three interpolation methods. Clearly, the computational complexity of Method 3 is the largest. With a smaller grid size or a larger Fourier terms, the three methods perform close to the low bound. Due to the increased complexity, Method 1 is of interest as a good trade-off between cost and accuracy.

Either for a given smaller grid size $|\phi_{i+1} - \phi_i|$ or for a given larger number of Fourier terms $Q$, it is obvious that interpolation method 3 performs the best, which is to be expected. Also, it is shows that the correction vector $\tilde{g}_c(\theta, \phi)$ of interpolation method 3 is much smoother than the correction vector $g(\theta, \phi)$ of interpolation method 2, and $g(\theta, \phi)$ is much smoother than the array response.
\( \mathbf{a}_{\text{emb}}(\theta, \phi) \) of interpolation method 1. Note that in our antenna array without measurement noise, the results for the LLI method and Fourier-based interpolation are very close, when the grid size of LLI is 21 degrees and the number of Fourier terms is 11. Hence, in this given performance, the Fourier-based interpolation requires least memory, since the Fourier-based interpolation needs to store \( Q = 11 \) numerical values for Fourier terms, as compared to 17 (calculated by \( 360/21 \)) numerical values for measured points in the LLI method. The general conclusion is that the correct application of array geometry \( \mathbf{a}_{\text{ideal}}(\theta, \phi) \) and mutual coupling knowledge can mitigate the smoothness problem in array interpolation.
7. DOA estimation results

7.1. Classical beamforming

Now, we have three models of array response interpolation for classical beamforming and DOA estimation. The first model is presented in Section 4.1, which just needs the measured array response at given DOAs. The second model is explained in Section 4.2, which needs to know the elements location. The third model is presented in Section 4.3, which also needs the mutual coupling matrix. Next, we will show some examples of how the different methods affect the beam pattern, which can be calculated as

$$P_{BF}(\theta, \phi) = \frac{||\hat{a}_{emb}(\theta_q, \phi_q)^H\hat{a}_{emb}(\theta, \phi)||^2}{||\hat{a}_{emb}(\theta_q, \phi_q)||^2}$$

(28)

where $(\theta_q, \phi_q)$ is the desired beam point direction.

Fig. 4 shows the beam patterns calculated at direction $(\theta_q = 45^\circ, \phi_q = 170^\circ)$, using the three methods. It is seen that the main lobe gains of the Interpolation 2 and 3 methods are higher than that of the Interpolation 1 method, and are close to the ideal beam gain in this scenario. In contrast, the higher side lobes of the Interpolation 1 method are due to larger errors in the interpolated array response.
7.2. DOA estimation with MUSIC

In this section, simulation examples are presented for the effect of the three methods on two closely located uncorrelated sources, where the number of snapshots is 100 and the input SNR is 10 dB. A total of 500 trials are conducted for each example. We only show the performance of azimuth angle estimation, since the polar angle estimation presents similar results. The DOA separation $\Delta \phi$ is defined as $\Delta \phi = |\phi_1 - \phi_2|$, where the polar angle is fixed at $45^\circ$. Cases where an algorithm fails to resolve the sources (only one local extremum within $\pm \Delta \phi$ of the true value), or where the DOA estimation error is larger than half the DOA separation, $\Delta \phi$, are declared failures, and these are not included in the RMSE calculation. If the empirical failure rate exceeds 40%, the corresponding RMSE value is not included in the plot.

In the first case, the two sources are fixed at $(\theta_1 = 45^\circ, \phi_1 = 100^\circ)$ and $(\theta_2 = 45^\circ, \phi_2 = 110^\circ)$. Figure 5 shows the MUSIC pseudo-spectrum of the DOA estimation using the three interpolation methods. In Fig.5, it is clearly seen that the Interpolation 3 method shows the best performance, especially for the locations of the pseudo-spectrum peaks. In this scenario, there is only one significant peak in the MUSIC pseudo-spectrum of the Interpolation 1 method, which directly interpolates the array response, so this method fails to resolve the sources.
In the second case, the azimuth angle $\phi_1$ of the first source is fixed at $100^\circ$ and the second varied between $\phi_2 = 103^\circ$ and $\phi_3 = 160^\circ$. The variance of the three interpolation methods is predicted from using (13) and the performance of MUSIC with the three interpolation methods is plotted in Fig. 6. The solid lines represent the error predicted by (13), and the dashed lines represent the empirical resulting RMSE of the three interpolation methods. In Fig. 6, (a) shows the result of LLI and (b) plots the result of Fourier-based interpolation. Note that the errors predicted by (13) match the empirical results good in both LLI and Fourier-based interpolation. It is clearly seen that the three methods ameliorate significantly with increasing DOA separation $\Delta\phi$, and the Interpolation 3 method again shows the best performance for a given source separation. It is interesting to note that the Interpolation 1 method fails, when the source separation is smaller than the grid size ($|\phi_{l+1} - \phi_l| = 9^\circ$), as shown in Fig. 6 (a). However, the Interpolation 2 and 3 methods break down at 7 degrees and 5 degrees separation,
respectively, in Fig. 6 (a), since the correction vectors $\mathbf{g}(\theta, \phi)$ and $\tilde{\mathbf{g}}(\theta, \phi)$ are smoother than $\mathbf{a}_{\text{comb}}(\theta, \phi)$. Similarly, when the separation is less than 25 degrees, the Interpolation 1 method of DOA estimation fails in Fig. 6 (b). This clearly shows that the third interpolation method not only improves the DOA estimation accuracy, but also can be used in smaller separations, due to the ability to take advantage of the smoothness in $\tilde{\mathbf{g}}(\theta, \phi)$.

Fig. 6. Performance of the three interpolation methods versus the source separation $\Delta \phi$. (a) is based on the LLI with 21 degrees grid size. (b) is based on Fourier-based interpolation with 11 Fourier terms.

In the third case, the source separation $\Delta \phi$ is fixed at 6°, the azimuth angle $\phi_1$ of the first source
is varied from $\phi_1 = 30^\circ$ to $\phi_1 = 150^\circ$. Fig. 7 displays the predicted and measured performance of the three interpolation methods with MUSIC versus the interpolation parameters, such as the grid size of LLI and number of Fourier terms. The solid and dashed lines correspond to that predicted by (13) and the empirical results respectively. In Fig. 7 (a), we use the LLI, where the three methods deteriorate significantly with increasing the grid size. For a given grid size of LLI, it is clearly seen that Interpolation 1 method performs the worst among the interpolation techniques in this scenario. It is also interesting to see that the Interpolation 1 method fails, when the grid size of LLI is larger than the source separation ($\Delta \phi = 6^\circ$), as shown in Fig. 7 (a). In contrast, when we employ the ideal array response and mutual coupling as in the Interpolation 2 and 3 methods, a large grid size of LLI can be used, where Interpolation 2 method breaks down at 20 degrees grid size and Interpolation 3 method breaks down at 33 degrees grid size. Fig. 7 (b) illustrates the performance of the three methods with Fourier-based interpolation. It is interesting to see that the three interpolation methods give consistently better results when the number of Fourier terms increases. It is clear that the number of Fourier terms can be kept as small as possible using the Interpolation 3 method with the correction vector $\tilde{\mathbf{g}}_e(\theta, \phi)$, which performs the best as expected.

Finally, we note that the simple model (9) gives a useful statistical characterization of the errors, so that (13) can be used to predict the DOA RMS with acceptable accuracy.
Fig. 7. Empirical RMSE of the DOA estimate versus the $\Delta \phi$ using Fourier interpolation. Performance of the three interpolation methods versus the interpolation parameters. In (a), we use the Local linear interpolation. In (b), we use the Fourier-based interpolation.

8. Conclusion

This paper presents a new method for array response interpolation and DOA estimation based on a correction vector interpolation and mutual coupling matrix estimation. This method combines interpolation techniques with parametric modeling. Since parts of the phase variation in one embedded element of the array response is due to the mutual coupling and the ideal array steering vector, interpolation of the correction vector yields a much more accurate model for each element separately, which is then used to update the array response.

The method is tested using a real antenna array and it is shown to improve the interpolation performance significantly. We can easily apply the interpolation of the correction vector with an estimated mutual coupling matrix and a measured array response for beamforming and arbitrary DOA estimation. The results also show that the method with correction vector interpolation and mutual coupling estimation outperforms the direct interpolation method that only uses the measured array response for a given grid. Then, the array response interpolation can be optimized by coherently combing the correction vector and the mutual coupling matrix. In our future work we plan to investigate array response interpolation and DOA estimation using measured array response data on a satellite.
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