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#### Abstract

Generalized product codes (GPCs) are extensions of product codes (PCs) where code symbols are protected by two component codes but not necessarily arranged in a rectangular array. In this tutorial paper, we review a deterministic construction for GPCs that has been previously proposed by the authors together with an accompanying density evolution (DE) analysis. The DE analysis characterizes the asymptotic performance of the resulting GPCs under iterative bounded-distance decoding of the component codes over the binary erasure channel. As an application, we discuss the analysis and design of three different classes of GPCs: spatially-coupled PCs, symmetric GPCs, and GPCs based on component code mixtures.


## I. Introduction

Several authors have proposed modifications of the classical product code (PC) construction by Elias [1], typically by considering non-rectangular code arrays. These modifications can be regarded as generalized low-density parity-check (GLDPC) codes [2]. In particular, they are GLDPC codes where the underlying Tanner graph consists exclusively of degree-2 variable nodes (VNs) (i.e., each bit is protected by two component codes). We refer to such codes as generalized PCs (GPCs).

In practice, the component codes of a GPC are typically Bose-Chaudhuri-Hocquenghem or Reed-Solomon codes, which can be efficiently decoded via algebraic boundeddistance decoding (BDD). The overall GPC can then be suboptimally decoded using iterative hard-decision decoding, i.e., by iteratively performing BDD of all component codes. This makes GPCs particularly suited for high-speed applications due to their significantly reduced decoding complexity compared to "soft" message-passing decoding of low-density parity-check (LDPC) codes [3]. For example, GPCs have been investigated by many authors as practical solutions for highspeed fiber-optical communications [3]-[7].

A standard tool to analyze the performance of iteratively decoded codes is density evolution (DE) [8], [9], which is based on an ensemble argument. That is, rather than analyzing a particular code directly, one considers a set of codes defined via suitable randomized edge connections in the Tanner graph. While this approach can be applied to GPCs, many classes of GPCs have a very regular Tanner graph structure. Therefore, the performance of such codes is not necessarily well predicted by using an ensemble analysis. In general, it would be
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desirable to make precise statements about the performance of sequences of deterministic codes without resorting to an ensemble argument.

In this tutorial paper, we discuss some recent results about the performance of deterministically constructed GPCs over the binary erasure channel (BEC) presented in [10]-[12]. We start in Section II by reviewing the deterministic construction for GPCs proposed in [10]. The resulting GPCs are defined by Tanner graphs that consist of a fixed arrangement of (degree2) VNs and constraint nodes (CNs). In Section III, it is shown that the asymptotic performance of these GPCs is rigorously characterized by a recursive DE equation. Finally, in Section IV, we present a high-level overview of different results presented in [10]-[12]. In particular, we discuss the analysis and design of spatially-coupled PCs, symmetric GPCs, and GPCs based on component code mixtures.
Notation. We use boldface to denote column vectors and matrices (e.g., $\boldsymbol{x}$ and $\boldsymbol{A}$ ). The symbols $\mathbf{0}_{m}$ and $\mathbf{1}_{m}$ denote the all-zero and all-one vectors of length $m$, respectively, where the subscript may be omitted. The tail-probability of a Poisson random variable is defined as $\Psi_{\geq t}(x) \triangleq 1-\sum_{i=0}^{t-1} \frac{x^{i}}{i!} e^{-x}$. We use boldface to denote the element-wise application of a scalar-valued function to a vector. For example, if $\boldsymbol{x}$ is a vector, then $\Psi_{\geq t}(\boldsymbol{x})$ applies the function to each element. For vectors $\boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right)^{\top}$ and $\boldsymbol{y}=\left(y_{1}, \ldots, y_{m}\right)^{\top}$, we use $\boldsymbol{x} \succeq \boldsymbol{y}$ if $x_{i} \geq y_{i}$ for all $i$. We also define $[m] \triangleq\{1,2, \ldots, m\}$. Lastly, the indicator function is denoted by $\mathbb{1}\{\cdot\}$.

## II. A Deterministic Construction for Generalized Product Codes

## A. Motivation

Recall that a PC is defined as the set of $n \times n$ arrays such that every row and every column is a codeword in some binary linear component code $\mathcal{B}$ of length $n$. The corresponding Tanner graph has a fixed deterministic structure that resembles a complete bipartite graph: There exists two types of CNs ( $n$ CNs corresponding to "row codes" and $n$ CNs corresponding to "column codes") and each CN of one type is connected to all CNs of the other type through a VN. This gives rise to exactly $n^{2}$ VNs, where each VN corresponds to one element in the array. An illustration is shown for example in [2, Fig. 3].
Consider now the code arrays shown in Fig. 1. We will discuss these arrays (and the resulting GPCs) in more detail in the next section. For now, we note that one can almost apply


Fig. 1. Code arrays for $\mathcal{C}_{12}(\boldsymbol{\eta})$, where in (a) $\gamma=1 / 2$ and in (b) $\gamma=1 / 3$. Numbers indicate the position indices in the code construction.
the exact definition of a PC to these arrays. In particular, fill the array with bits such that every row and every column is a codeword in some component code. The underlying Tanner graph that results from this definition is again easily seen to be very structured. We essentially seek a general and flexible way to directly construct the Tanner graphs corresponding to the GPCs defined by these arrays.

## B. Code Construction

We denote a GPC by $\mathcal{C}_{n}(\boldsymbol{\eta})$, where $n$ is proportional to the number of CNs in the underlying Tanner graph and $\boldsymbol{\eta}$ is a binary, symmetric $L \times L$ matrix that defines the graph connectivity. Due to the natural representation of GPCs in terms of two-dimensional code arrays, one may alternatively think about $\boldsymbol{\eta}$ as specifying the array shape. We will see in the following that different choices for $\boldsymbol{\eta}$ recover well-known code classes.

Let $\gamma>0$ be some fixed and arbitrary constant such that $d \triangleq \gamma n$ is an integer. To construct the Tanner graph that defines $\mathcal{C}_{n}(\boldsymbol{\eta})$, assume that there are $L$ classes of CNs, here called "positions". Then, place $d$ CNs at each position and connect each CN at position $i$ to each CN at position $j$ through a VN if and only if $\eta_{i, j}=1$.
Example 1. A PC is obtained for $L=2$ and $\boldsymbol{\eta}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. The two positions correspond to "row codes" and "column codes". If we choose $\gamma=1$, then the code array is of size $n \times n . \quad \triangle$

Example 2. For $L \geq 2$, the matrix $\boldsymbol{\eta}$ describing a staircase code [3] has entries $\eta_{i, i+1}=\eta_{i+1, i}=1$ for $i \in[L-1]$ and zeros elsewhere. For example, for $L=6$, we have

$$
\boldsymbol{\eta}=\left(\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0  \tag{1}\\
1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right)
$$

The corresponding code array is exactly the one shown in Fig. 1(a), where $n=12$ and $\gamma=1 / 2$.
Example 3. For even $L \geq 4$, the matrix $\boldsymbol{\eta}$ for a particular instance of a block-wise braided code [13] has entries $\eta_{i, i+1}=$
$\eta_{i+1, i}=1$ for $i \in[L-1], \eta_{2 i-1,2 i+2}=\eta_{2 i+2,2 i-1}=1$ for $i \in[L / 2-1]$, and zeros elsewhere. For example, we have

$$
\boldsymbol{\eta}=\left(\begin{array}{llllllll}
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0  \tag{2}\\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0
\end{array}\right)
$$

for $L=8$. The corresponding code array is the one shown in Fig. 1(b), where $n=12$ and $\gamma=1 / 3$.
For a fixed $n$, the constant $\gamma$ scales the number of CNs in the graph. This is inconsequential for the asymptotic analysis (where we assume that $n \rightarrow \infty$ ) and $\gamma$ manifests itself in the DE equations merely as a scaling parameter. The scaling parameter $\gamma$ in the previous two examples is chosen such that the component codes have length $n$ in both cases, except at the array boundaries, see Fig. 1.

From the code construction, it follows that the total number of VNs (i.e., the length of the code $\mathcal{C}_{n}(\boldsymbol{\eta})$ ) is given by

$$
\begin{equation*}
m=\binom{d}{2} \sum_{i=1}^{L} \eta_{i, i}+d^{2} \sum_{1 \leq i<j \leq L} \eta_{i, j} \tag{3}
\end{equation*}
$$

By construction, all of these VNs have degree two. Moreover, the total number of CNs is $d L$. In general, CNs at position $i$ have degree $d \sum_{j \neq i} \eta_{i, j}+\eta_{i, i}(d-1)$, where the second term arises from the fact that we cannot connect a CN to itself if $\eta_{i, i}=1$. The CN degree specifies the length of the component code associated with the CN . We assume in the following that each CN corresponds to a $t$-erasure correcting component code. This assumption is relaxed in Section IV-C.

## III. Density Evolution Analysis

## A. Iterative Decoding

Suppose that a codeword of $\mathcal{C}_{n}(\boldsymbol{\eta})$ is transmitted over the BEC with erasure probability $p$. The decoding is performed iteratively assuming $\ell$ iterations of BDD for the component codes associated with all CNs. This means that in each iteration, if the weight of an erasure pattern associated with a CN is less than or equal to $t$, the pattern is corrected. If the weight exceeds $t$, we say that the component code declares a decoding failure in that iteration.
The decoding can be represented by applying the following peeling procedure to the so-called residual graph [4], [14]. The residual graph is obtained by deleting known VNs and their adjacent edges. Furthermore, erased VNs are collapsed into edges between CNs. In each iteration, determine all vertices that have degree at most $t$ and remove them, together with all adjacent edges. The decoding is successful if the resulting graph is empty after (at most) $\ell$ iterations.

## B. Density Evolution

We wish to characterize the decoding performance in the limit as $n \rightarrow \infty$. The first important observation is that with the assumptions given so far (in particular the finite erasurecorrecting capability of the component codes), this problem is ill-posed for a fixed erasure probability $p$. The reason is that for $n \rightarrow \infty$, with high probability there will be a large number of erasures associated with each component code. Even if we choose $p$ very small, eventually, the number of erasures will exceed the (assumed) finite erasure-correcting capability of each component code. In other words, for any fixed $p$ and $n \rightarrow \infty$, the decoding will fail with high probability.

In order to allow for a meaningful analysis, the natural choice is to let the erasure probability decay slowly as $p=c / n$ for some $c>0$. Since now $p \rightarrow 0$ as $n \rightarrow \infty$, one may (falsely) conclude that the decoding will always be successful in the limit. As we will see, however, the answer depends crucially on the choice of $c$, which may thus be interpreted as the effective channel quality in this regime. Its operational meaning (assuming an appropriate choice for $\gamma$, see [10, Sec. VI-A]) is given in terms of the expected number of initial erasures per component code.

Now, assume that we compute

$$
\begin{equation*}
\boldsymbol{z}^{(\ell)}=\boldsymbol{\Psi}_{\geq t+1}\left(c \boldsymbol{B} \boldsymbol{x}^{(\ell-1)}\right), \text { with } \boldsymbol{x}^{(\ell)}=\boldsymbol{\Psi}_{\geq t}\left(c \boldsymbol{B} \boldsymbol{x}^{(\ell-1)}\right) \tag{4}
\end{equation*}
$$

where $\boldsymbol{x}^{(0)}=\mathbf{1}_{L}$ and $\boldsymbol{B} \triangleq \gamma \boldsymbol{\eta}$. The main technical result is that the fraction of component codes that declare decoding failures in iteration $\ell$ converges almost surely to $\frac{1}{L} \sum_{i=1}^{L} z_{i}^{(\ell)}$ as $n \rightarrow \infty$. In other words, the code performance concentrates around a deterministic value computed by the recursion (4) for sufficiently large $n$. This result is analogous to the DE analysis for LDPC codes [9, Th. 2]. The proof exploits the above peeling representation of the decoding and is based on a convergence result for so-called inhomogeneous random graphs in [15], see [10] for details.

For notational convenience, we define $h(x) \triangleq \Psi_{\geq t}(c x)$, so that the recursion in (4) can be succinctly written as

$$
\begin{equation*}
\boldsymbol{x}^{(\ell)}=\boldsymbol{h}\left(\boldsymbol{B} \boldsymbol{x}^{(\ell-1)}\right) \tag{5}
\end{equation*}
$$

Furthermore, the decoding threshold is defined in terms of the effective channel quality as

$$
\begin{equation*}
\bar{c} \triangleq \sup \left\{c \geq 0 \mid \boldsymbol{x}^{(\infty)}=\mathbf{0}_{L}\right\} \tag{6}
\end{equation*}
$$

Remark 1. For component codes with fixed erasure-correcting capabilities, one can show that the code rate of $\mathcal{C}_{n}(\boldsymbol{\eta})$ approaches 1 as $n \rightarrow \infty$. The studied setup is sometimes also referred to as the high-rate regime or high-rate scaling limit [16]. It turns out that the regime that can be analyzed is also the regime that is relevant in practice: It is at high rates where GPCs are competitive in terms of performance and complexity compared to other code families, e.g., LDPC codes [3]-[5].

## IV. Applications

In this section, we discuss the analysis and design of three different classes of GPCs: spatially-coupled PCs, symmetric

GPCs, and GPCs based on component code mixtures. This section is based on results presented in [10]-[12], [17].

## A. Spatially-Coupled Product Codes

Of particular interest are cases where the matrix $\boldsymbol{\eta}$ has a band-diagonal "convolutional-like" structure. The associated GPC can then be classified as a spatially-coupled PC. For example, the GPCs discussed in Examples 2 and 3, i.e., staircase and braided codes, are particular instances of spatially-coupled PCs. The matrix $\boldsymbol{B}$ is referred to as an averaging matrix in this case. Spatially-coupled codes have attracted a lot of attention in the literature due to their outstanding performance under iterative decoding [18], [19].

Spatially-coupled PCs have been previously analyzed using ensemble-based methods in [6], [16]. In [12], we compare the obtained DE recursion in (5) for deterministic spatiallycoupled PCs to the DE recursion for the spatially-coupled PC ensemble in [16]. Without going into the details, the ensemble performance is described by the recursion (see [16, eq. (9)] and [12, Sec. III])

$$
\begin{equation*}
\boldsymbol{x}^{(\ell)}=\boldsymbol{h}\left(\tilde{\boldsymbol{B}} \boldsymbol{x}^{(\ell-1)}\right) \tag{7}
\end{equation*}
$$

where $\boldsymbol{x}^{(0)}=\mathbf{1}_{L}, \tilde{\boldsymbol{B}} \triangleq \boldsymbol{A}^{\top} \boldsymbol{A}$, and $\mathbf{A}$ is an $L-w+1 \times L$ matrix with entries $A_{i, j}=w^{-1} \mathbb{1}\{1 \leq j-i+1 \leq w\}$ for $i \in$ $[L-w+1]$ and $j \in[L]$. The parameter $w$ is referred to as the coupling width. For example, for $L=6$, the matrix $\tilde{\boldsymbol{B}}$ for $w=2$ and $w=3$ is given by
$\frac{1}{4}\left(\begin{array}{llllll}1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 2 & 1 & 0 & 0 & 0 \\ 0 & 1 & 2 & 1 & 0 & 0 \\ 0 & 0 & 1 & 2 & 1 & 0 \\ 0 & 0 & 0 & 1 & 2 & 1 \\ 0 & 0 & 0 & 0 & 1 & 1\end{array}\right), \quad \frac{1}{9}\left(\begin{array}{llllll}1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 2 & 2 & 1 & 0 & 0 \\ 1 & 2 & 3 & 2 & 1 & 0 \\ 0 & 1 & 2 & 3 & 2 & 1 \\ 0 & 0 & 1 & 2 & 2 & 1 \\ 0 & 0 & 0 & 1 & 1 & 1\end{array}\right)$,
respectively. The ensemble DE recursion (7) has evidently the same form as (5). The difference lies in the averaging due to the matrix $\tilde{\boldsymbol{B}}$. This is illustrated in the following example.
Example 4. For the braided codes in Example 3, one can simplify (5) by exploiting the inherent symmetry in the code construction which implies $x_{i}^{(\ell)}=x_{i+1}^{(\ell)}$ for odd $i$ and any $\ell$. It is then sufficient to retain odd (or even) positions in (5). With this simplification, the effective averaging matrix is given by

$$
\boldsymbol{B}^{\prime}=\frac{1}{3}\left(\begin{array}{llllll}
1 & 1 & 0 & 0 & 0 & 0  \tag{9}\\
1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1
\end{array}\right)
$$

for $L=12$. The matrix $\boldsymbol{B}^{\prime}$ may be used to replace $\boldsymbol{B}$ in (5). Moreover, $\boldsymbol{B}^{\prime}$ differs from both matrices $\hat{\boldsymbol{B}}$ in (8). In general, the effective averaging matrices for the randomized and deterministic constructions are not the same. $\triangle$

It is shown in [12] that there exists a different but related family of (deterministic) braided codes that has the same effective averaging matrix as the spatially-coupled PC ensemble,


Fig. 2. Illustrations for an HPC with $n=5$. In the array, "*" means "equal to the transposed element". The highlighted array elements illustrate one particular code constraint, which is also highlighted in the Tanner graph.
i.e., we have $\boldsymbol{B}^{\prime}=\tilde{\boldsymbol{B}}$. This implies that the resulting DE recursions are identical and certain ensemble-properties proved in [16] (in particular lower bounds on the decoding threshold) also apply to certain deterministically constructed spatiallycoupled PCs.

## B. Symmetric Generalized Product Codes

All examples for $\mathcal{C}_{n}(\boldsymbol{\eta})$ discussed so far share the property that the corresponding matrix $\boldsymbol{\eta}$ does not contain any ones on the diagonal, i.e., $\eta_{i, i}=0$ for all $i \in[L]$. In this section, we discuss the implications of choosing $\eta_{i, i}=1$. In other words, we discuss the implications of connecting CNs to other CNs at the same position in the deterministic GPC construction.

The simplest case is obtained when there is only one position (i.e., $L=1$ ) and we have $\boldsymbol{\eta}=1$ with $\gamma=1$. The resulting Tanner graph can be described as a "complete Tanner graph": There exist $n$ CNs in total and each CNs is connected to all other CNs through a VN. All CNs have degree $n-1$ and the total number of VNs, i.e., the length of the resulting code $\mathcal{C}_{n}(\boldsymbol{\eta})$, is given by $m=\binom{n}{2}$. Tanner already used such a construction as one of the first examples in [2, Fig. 6].

While the graph structure appears to be appealing due to its simplicity, it is not immediately clear if $\mathcal{C}_{n}(\boldsymbol{\eta})$ has a corresponding interpretation in terms of a code array. Such an interpretation was later provided by Justesen in [4, Sec. III-B]. In particular, assume that we start with a conventional (square) PC based on a component code with length $n$. Then, form a subcode of this PC by retaining only symmetric codeword arrays (i.e., arrays that are equal to their transpose) with a zero diagonal. After puncturing the diagonal and the upper (or lower) triangular part of the array, one obtains a code of length $m=\binom{n}{2}$. Justesen termed the resulting codes half-product codes (HPCs), emphasizing the fact that they have roughly half the length of the PCs from which they are derived.
Example 5. Figs. 2(a) and (b) show the code array and Tanner graph of an HPC for $n=5$ and $m=10$. The highlighted array elements show the code symbols participating in the second row constraint, which, due to the enforced symmetry, is also the second column constraint. Effectively, each component code acts on an L-shape in the array, i.e., both a partial row and column, which includes one diagonal element. The degree of each CN is $n-1=4$, due to the zeros on the diagonal. $\triangle$

The definition of an HPC as a (punctured) symmetric subcode of a conventional PC extends without much difficulty to other GPCs. This leads to the class of symmetric GPCs which can be seen as a subclass of GPCs [17]. In general, symmetric GPCs use symmetry to reduce the block length of a GPC while employing the same component code [17].
Example 6. Consider again the code array in Fig. 1(b) corresponding to the braided code in Example 3. Similar to an HPC, we can form a half-braided code by enforcing the additional constraint that the array should be equal to its transpose and the array diagonal is zero (see [11, Fig. 1] for an illustration). After puncturing, we find that this GPC is defined by a matrix $\boldsymbol{\eta}$ where $\eta_{i, j}=1$ if and only if $|i-j|<3$. For example, if we start with a braided code where $L=12$, then the matrix $\boldsymbol{\eta}$ for the corresponding half-braided code is given by $\boldsymbol{\eta}=3 \boldsymbol{B}^{\prime}$, where $\boldsymbol{B}^{\prime}$ is given in (9).

An interesting question is how symmetric PCs perform when compared to their nonsymmetric counterparts. Partial answers to this question are given in [17] and [11]. For example, it is shown in [17] that, depending on the parameters, HPCs can have a larger normalized minimum distance than the PC from which they are derived. For the half-braided codes discussed in Example 5, a comparison with staircase codes and regular braided codes can be found in [11]. The comparison is based on the derived DE equations and supplemented with an error floor analysis. It is shown that half-braided codes can outperform both staircase codes and regular braided codes in the waterfall region, at a lower error floor and decoding delay. In general, symmetric PCs appear to be interesting candidates for further theoretical investigation and also implementation in practical communication systems.

## C. Component Code Mixtures

In the construction of $\mathcal{C}_{n}(\boldsymbol{\eta})$, it is assumed that each CN corresponds to a $t$-erasure correcting component code. More generally, one may wish to assign different erasure-correcting capabilities to the component codes associated with the CNs. One example is given by a PC where the row and column codes can correct a different number of erasures. If the erasurecorrecting capabilities also vary across the row (or column) codes, one obtains a so-called irregular PC [20], [21].
In order to formalize this concept in the context of the deterministic GPC construction, assume that $\tau=\left(\tau_{1}, \ldots, \tau_{t_{\max }}\right)^{\top}$ is a probability vector (i.e., $\mathbf{1}^{\top} \boldsymbol{\tau}=1$ and $\boldsymbol{\tau} \succeq 0$ ). We let $\tau_{t}$ be the fraction of CNs at each position that can correct $t$ erasures, where $t_{\max }$ is the maximum erasure-correcting capability. We further define the average erasure-correcting capability as $\bar{t} \triangleq \sum_{t=1}^{t_{\text {max }}} t \tau_{t}$. The assignment of the erasurecorrecting capabilities to the component codes can be done in different ways. For example, we can do the assignment deterministically if $\tau_{t} d$ is an integer for all $t$, or independently at random according to the distribution $\tau$. In both cases, $\tau$ manifests itself in the DE equation (5) by changing the function $h$ to $h(x)=\sum_{t=1}^{t_{\text {max }}} \tau_{t} \Psi_{\geq t}(c x)$, see [10] for details.

The resulting GPCs now depend on $\tau$ and this change is reflected in our notation by writing $\mathcal{C}_{n}(\boldsymbol{\eta}, \boldsymbol{\tau})$. For a fixed $\boldsymbol{\eta}$, we


Fig. 3. Simulation results (dashed) for regular and optimized irregular HPCs for two values of $n$ and $\ell=100$. DE results (solid) are shown for $\ell=100$.
are interested in finding "good" distributions $\tau$, in the sense that they lead to large decoding thresholds for $\mathcal{C}_{n}(\boldsymbol{\eta}, \boldsymbol{\tau})$.
Example 7. For $L=1, \boldsymbol{\eta}=1$, and $\gamma=1$, we refer to the resulting code $\mathcal{C}_{n}(\boldsymbol{\eta}, \boldsymbol{\tau})$ as an irregular HPC. This case is considered in detail in [10]. It is shown that the performance of HPCs can be improved by employing component codes with different strengths. Using an approach based on linear programming and fixing the average erasure-correcting capability to be $\bar{t}=7$, we obtain the optimized distribution

$$
\begin{equation*}
\tau_{4}=0.495, \quad \tau_{9}=0.029, \quad \tau_{10}=0.476 \tag{10}
\end{equation*}
$$

The decoding threshold is given by $\bar{c} \approx 12.88$ compared to $\bar{c} \approx 11.34$ for a regular HPC with $\tau_{7}=1$. Fig. 3 shows simulation results for $n=1000$ and $n=3000$ together with the DE prediction, where we used $\ell=100$. The performance gain predicted by DE is similar to what is achieved for finite lengths. Note that the figure shows a scaled bit error rate (BER) plotted against the effective channel quality $c$ in order to better illustrate the convergence of the simulation results towards the asymptotic DE curve for increasing $n$, see [10, Sec. II-D] and [10, Sec. VII-E] for details.
Example 8. For spatially-coupled PCs, one may use the approach described in [19] to study iterative decoding thresholds. In particular, the decoding thresholds for the braided code family mentioned in the last paragraph of Section IV-A coincides with the so-called potential threshold defined in [19], provided that the coupling width is sufficiently large. This result is useful since it is typically easier to characterize the potential threshold (both numerically and theoretically) than the actual decoding threshold. Now, assume that we employ different component codes according to $\tau$. In this case, the potential threshold depends on $\tau$. In [12, Th. 2], it is proved that for a fixed $\bar{t} \in\{2,3, \ldots\}$, the potential threshold is maximized by a regular distribution where $\tau_{\bar{t}}=1$. From this, we can conclude that employing component code mixtures for spatially-coupled PCs is not beneficial from an asymptotic point of view.

## V. Conclusion

A deterministic construction of GPCs is reviewed along with a DE analysis for code sequences. As an application, these results are used to design and analyze spatially-coupled PCs, symmetric GPCs, and GPCs with component code mixtures.
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