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Sweden
Telephone +46 (0)31-772 10 00

Cover:
Energy deposited in Crystal Ball versus the number of crystals fired in
that event. A selection on incoming 17N is made and no target is used.

Chalmers Reproservice
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“One, two, many” said the Crystal Ball
Simon Lindberg
Department of Physics
Chalmers University of Technology

Abstract

Experiments with relativistic radioactive beams are used to study the
properties of exotic nuclei. The experimental setup used in this thesis
is a complex system of detectors for identifying and measuring the 4-
momenta of all incoming nuclei and products created when the nuclei
impinge on a reaction target. The high spatial resolution of the tracking
detectors makes it impossible to align all the detectors with sufficient
mechanical precision. Instead the measured tracks are used to calculate
the exact detector positions during the data analysis. In this thesis a
simplified and improved method is presented for the detector alignment.

In the target different types of reactions can take place. The re-
actions of most interest in this thesis are fragmentation and knockout
reactions. In these reactions nucleons are removed from the nuclei,
creating new isotopes which typically are in their excited state. If the
excitation energy is lower than the particle emission threshold, the exci-
tation energy is emitted as gamma radiation. The gamma multiplicity
gives information about the excited states populated and the reaction
mechanism. In this thesis radioactive beams ranging from proton-rich
Li to neutron-rich F isotopes have been created and studied. The wide
range of isotopes offers the possibility to compare the gamma multi-
plicities between different reaction channels and the different isotopes.

The analysis showed that the background contribution to the gamma
multiplicity was too large to obtain any reliable results. Different ap-
proaches of reducing the background and possible explanations of the
large contributions are discussed in the thesis.

Keywords: Radioactive Beams, R3B, GSI, FAIR, Gamma Multiplic-
ity, Calibration, Analysis, Virtual Alignment
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Chapter 1

Introduction

Over 100 years have passed since Ernest Rutherford proposed the ex-
istence of an atomic nucleus. Since then much effort has been spent
on trying to understand and explain the properties of nuclei. Many
discoveries have been made on the way, leading to different theories
and models of the atomic nucleus. Among the first models developed
were the liquid drop model and the nuclear shell model [1,2]. More re-
cently developed models are the Nilsson model described in Ref. [3], or
different ab initio methods, e.g. coupled-cluster methods [4], quantum
Monte Carlo applications [5], perturbative expansions [6] or Green’s
function methods [7]. The reason for the existence of those different
approaches is that all of them only are applicable in different parts
of the chart of nuclides. This means that different methods have to
be applied depending on which isotope is studied. The problems for
all models of the nucleus are the nucleon-nucleon interaction, which is
not fully understood, and the many-body character of the nucleus. A
heavy nucleus consists of several hundred nucleons which all interact
with each other. That is a very complicated system to solve and that
is one of the main problems in finding a unifying model which can be
applied on all known isotopes.

New developments on both, the theoretical and the experimental
side, improve theories and knowledge about the nuclei. For theoretical
research the constantly increasing computational power has been and
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1. Introduction

still is an important driving force as well as refined theories concerning
the nucleon-nucleon interactions and many-body models. On the exper-
imental side, the facilities for experiments with radioactive beams de-
veloped in the last centuries play a key role. They have enabled studies
of exotic nuclei situated in previously unreachable regions in the chart
of nuclides. These nuclei are unstable and decay, hence they have to
be produced during experiments. The possibility to study nuclei at the
extremes, with an excess of neutrons or protons, has become an impor-
tant tool in nuclear physics. The boundaries of possible experiments
are also pushed with new facilities for experiments with radioactive
beams. One of the world-leading facilities at the moment is RIKEN [8]
in Japan, while the transition of GSI [9] to FAIR [10] in Germany will
extend the possibilities further. It is not only the beam-producing fa-
cilities, which are improved but also the detectors of the setups used
in the experiments with the beams. In this thesis the LAND-setup at
GSI has been used. This setup will be greatly improved with, e.g. a
new gamma detector [11,12] and a new neutron detector [13] for future
experiments at FAIR.

The LAND-setup is used to perform kinematically complete mea-
surements of reactions with relativistic radioactive beams. The 4-
momenta of the incoming ion and all outgoing reaction products are
measured and identified in terms of charge and mass. This allows stud-
ies of, e.g. resonances in unbound states, the electro-magnetic response
of exotic nuclei, or the single-particle structure of exotic nuclei. A
detailed description of the LAND-setup is presented in Ch. 2. To ob-
tain the 4-momenta of the reaction products they need to be tracked
through the setup. For this purpose, designated tracking detectors are
used with high spatial resolution. These detectors cannot be mechani-
cally aligned with sufficient precision for the tracking. Instead they are
aligned as good as possible and moved virtually after the experiment,
based on the measured tracks of the ions in the experiment. In Ch. 3 an
improved method of this alignment is presented, which both simplifies
the calibration and improves the result of the alignment.

The alignment of the detectors is important for the mass resolution
of the reaction fragments. Obtaining the correct mass of the outgoing
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fragment is important for identifying, e.g. nucleon knockout or fragmen-
tation reactions at the target. The experiment studied in this thesis
uses radioactive beams of a wide range of nuclei. It includes beams of
proton- to neutron-rich nuclei, ranging from Li to F, and provides an
overview of an entire area of the chart of the nuclides. In Ch. 4 an
attempt to use gamma multiplicities as probe for different final reac-
tion channels is presented. The wide range of isotopes included in the
beams makes it an unique opportunity to obtain an overview of the
population and decay of excited states, not only for a large number of
isotopes, but also for different reaction channels. The overview is useful
to learn which isotopes are interesting for deeper analysis and which do
not decay by gamma emission. Information on the reaction mechanism
might also be obtained by comparing gamma multiplicities of different
reaction channels, which populate the same isotope. In this setup it is
not possible to detect isomers, though. That is because the measure-
ments are made in-flight and before an isomer can decay, it has already
left the experimental setup. During the analysis it turned out that the
gamma multiplicity measurements suffered from very large background
contributions, though. This made any investigation in the gamma mul-
tiplicity impossible. Different attempts of reducing the background and
its origin are discussed in Ch. 4.
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Chapter 2

Setup

The data analysed in this thesis was produced at the GSI Helmholtzzen-
trum für Schwerionenforschung in Darmstadt, Germany. The experi-
ment took place during August and September in 2010 using the LAND-
setup. A generic description of the setup can be found in Ref. [14].
The setup consists of a complex detector system designed to perform
kinematically complete measurements of reactions with relativistic ra-
dioactive beams. If all 4-vectors of all reaction products are known, it
is possible to reconstruct events kinematically. This allows studies of,
e.g. resonance energies in unbound states and their structure, electro-
magnetic responses or the single-particle structure of exotic nuclei. To
obtain the 4-vectors the mass, charge, track and velocity of the reaction
products are measured. The experiments at GSI focus on exotic nu-
clei, i.e. nuclei with an excess number of neutrons or protons compared
to the stable isotopes. This is of interest for the fundamental under-
standing of atomic nuclei and can be applied in e.g. astrophysics to
understand the nuclear processes taking place within stars. The prob-
lem with exotic nuclei is that they decay and hence have to be produced
when they are needed in order to not decay before measurements can
be performed. Hence, to carry out the experiment it is not only the
detector setup that is needed, but also a facility to create the nuclei of
interest with the ability to transmit those nuclei to the experimental
setup.
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2. Setup

2.1 Beam production

The beam producing facility consists of a combination of accelerators
for ions, ranging from single protons to uranium. In Fig. 2.1 the most
important parts of the accelerator facility are shown. Ions are extracted
from the ion source and are accelerated in the linear accelerator UNI-
LAC creating a beam of stable ions. For experiments at lower energies,
up to 11.4 AMeV, the produced beam can be sent to the experimen-
tal hall I, but to reach relativistic energies the beam is injected into
the synchrotron accelerator, SIS18, which can accelerate uranium up
to 1 AGeV1. From the synchrotron the beam can either be sent to the
ESR (Experimental Storage Ring), or directly to the experimental hall
II. To produce radioactive ions though, the FRS (FRagment Separa-
tor) [15] has to be used. At the entrance of the FRS the stable beam
hits a target and by fragmentation reactions a wide range of different
isotopes are created. After the target the beam consists of a mixture
of both stable and radioactive isotopes.

In the FRS there are four independent stages, each with a 30◦ dipole
magnet used to select the wanted isotope. Before and after the dipole
magnets are quadrupole and sextupole magnets for focusing the beam.
These stages are used to separate the different isotopes based on their
magnetic rigidity. The magnetic rigidity defines how much a charged
particle is deflected in a given magnetic field. It can be related to the
mass, charge and velocity of the ion as Bρ ∝ A

Z · βγ, where Bρ is
the magnetic rigidity, A is the number of nucleons, Z is the nuclear
charge of the ion, β is the velocity of the ion expressed in units of the
speed of light c and γ = 1√

1−β2
is the Lorentz factor. In general the

atomic charge of the ion should be used instead of the nuclear charge,
but at relativistic energies most ions are fully stripped, i.e. they have
no electrons which leads to the nuclear charge being equal to the ion
charge. Since all the fragments have very similar velocities the selection
can be made by adjusting the magnetic field to match the mass over

1With smaller mass to charge ratio the energy per nucleon can be increased, for
protons energies up to 4.5 GeV can be reached.
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2.1. Beam production

charge ratio of the wanted isotope.

Figure 2.1: Overview of the beam production and experimental areas
at GSI. The experiment was performed in Cave C which is marked in
red in the figure. The figure is taken from Ref. [9].

To enhance the isotope selection further a degrader is used between
the second and third dipole magnets. According to the Bethe-Bloch
formula expressed in Eq. (2.1), where E is the energy of the ion, x is
the distance travelled in the medium, me is the electron mass, c is the
velocity of light, n is the number electron density, q is the ion charge,
β = v

c the velocity of the ion, e is the electron charge, ε0 is the vacuum
permittivity and I is the mean excitation potential of the target, the
energy loss of the ions in the degrader is proportional to the square of
their charge.

− dE

dx
=

4π

mec2
nq2

β2

(
e2

4πε0

)2(
ln

(
2mec

2β2

I(1− β2)

)
− β2

)
. (2.1)

7



2. Setup

After the degrader the velocities of the different elements have changed
differently, meaning that isotopes which had the same magnetic rigidity
before the degrader now have been split apart. This let the final two
dipole magnets improve the ion selection further. Finally the beam with
the selected isotope can be directed either to the Experimental Storage
Ring (ESR) or to the different caves in experimental hall II. For a more
detailed explanation of the fragment separation, see Ref. [16].

The experiment analysed in this thesis is called S393 and was per-
formed with a stable beam of 40Ar at 490 AMeV. The production target
used in the FRS was a 4 g/cm2 Be target. The experimental setup was
situated in Cave C which is marked in Fig. 2.1.

POS

ROLU

PSP

XB

SST

Target

ALADIN

GFI

TFW

PDC

DTF

LAND

Incoming

Beam

Neutrons

Fragments

Protons

Figure 2.2: Schematic view of the LAND-setup. The beam enters
from the left and the reaction target is in the centre of the Crystal Ball
(XB). The large dipole magnet ALADIN deflects the reaction fragments
into three different arms, one for neutrons, one for fragments and one
for protons. The figure is not to scale.

2.2 Detector setup

The LAND-setup which was used for the experiment provides kine-
matically complete measurements of the reactions by measuring both
time-of-flight, flight paths and energy losses of the incoming ion and all
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2.2. Detector setup

outgoing reaction products. A schematic view of the setup is shown in
Fig. 2.2.

2.2.1 Incoming ions

Figure 2.3: The POS detec-
tor used for time-of-flight measure-
ments, both of incoming ions and
outgoing reaction products. The
blue square in the centre indi-
cates the plastic scintillator and
the light guides connect it to the
four PMTs. Figure is taken from
Ref. [17].

In Fig. 2.2 the incoming radioac-
tive beam enters from the left hit-
ting a plastic scintillator called
POS. Despite its name which was
given for historical reasons, it is
only used as start and stop de-
tector for time-of-flight measure-
ments and not for position mea-
surements. The stop signal is used
for the time-of-flight measurement
from the FRS where the detec-
tor giving the start signal, called
Sci2, is situated. The start sig-
nal from POS is used to measure
the time-of-flight in the setup and
the stop signals are given by the
time-of-flight walls at the end of
the setup. The POS detector cov-
ers an area of 5.5×5.5 cm2 and has
four light guides to four PMTs2.
A schematic view of the detec-
tor can be seen in Fig. 2.3.The
ROLU detector is situated behind
the POS detector. It is an active
veto and is used to suppress beam halos and ensures that the incoming
ions that are recorded hit the target. It consists of four plastic scintil-
lators placed to form an aperture in between them, which can be seen
in Fig. 2.4. If an ion hits any of the scintillators it is considered to be

2Photo Multiplier Tube, converts and amplifies light into an electrical signal using
the photoelectric effect and photo-electron multiplication.

9



2. Setup

too far from the desired beam position and the signal can be used to
discriminate that event. The size of the open square can be adjusted by
moving the scintillators allowing for broader or narrower beam profiles.

Figure 2.4: The ROLU is built up
by four independent plastic scintil-
lators, in blue and green in the fig-
ure. It is used to discriminate ions
too far from the centre of the beam.
The opening between the scintilla-
tors can be adjusted for tuning the
allowed width of the beam. The fig-
ure is taken from Ref. [17].

When the ions have passed
the ROLU they hit the PSP de-
tector, which measures both the
energy loss in the detector and
the position of the hit. It is a
silicon detector, which has an ac-
tive area of 4.5 × 4.5 cm2 and
is 300 µm thick. The front
side forms a p-n junction by im-
planted boron ions and serves
as an anode while the back side
works as a cathode. On the anode
side there are four signal read-
outs, one in each corner of the
detector. The relative differences
of the signal amplitudes between
the readouts are used to extract
the hit position in the detector.
On the cathode side there is a sin-
gle readout giving the total en-
ergy deposited in the detector.
Since the energy loss is propor-
tional to the square of the atomic
charge of the ion, this informa-

tion gives the number of protons in a fully stripped ion. Together with
the time-of-flight measurement and the known magnetic rigidity setting
of the FRS, this is sufficient to fully identify the incoming ion, which
impinges on the target.
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2.2. Detector setup

2.2.2 Detectors around the target

Before the ions reach the target they pass through two double sided sil-
icon strip detectors called SSTs. They perform position measurements
and have a resolution of 50 µm, combined they give the direction of the
incoming ions towards the target. They also provide the energy loss in
the detector, which can be used for particle identification. The SSTs
cover 7.2 × 4.0 cm2 and are 300 µm thick. The vertical strips have a
pitch size of 27.5 µm, but only every fourth channel is read out while
the others are left floating. The horizontal strips have a pitch size of
104 µm and all of them are read out. A picture of one SST detector is
shown in Fig. 2.5. Behind the target are two more SSTs which, like the
ones in front of the target, are used for tracking and energy loss mea-
surements. In this case it is the reaction fragments that are tracked,
though.

Figure 2.5: A photo of one SST detector.
The grey part to the left is the 40×72 mm2

active area of the detector. The figure is
taken from Ref. [17].

Surrounding the tar-
get, and the four SSTs,
is a 4π-gamma detector
called Crystal Ball (XB).
It consists of 1623 NaI(Tl)
crystals, each readout by
a PMT, forming a 20 cm
thick spherical shell around
the target area [18]. The
crystals come in four dif-
ferent shapes but all cover
the same solid angle as
seen from the target. Orig-
inally it was constructed
for detecting gammas, but
has been upgraded to de-

tect also protons and neutrons scattered at large angles at energies of a

3In reality only 159 are present because three crystals are removed to allow the
incoming and outgoing beam to pass and one for the holding structure of the target
chamber.

11



2. Setup

few hundred MeV. To measure the energy deposited both by gammas
and protons there are two independent readouts, the low-energy read-
out is taken from the anode, while the high-energy readout is taken
from the last dynode of the PMTs. This dual readout is only used in
the 64 most forward oriented crystals in the beam direction. Because
of the strong kinematic forward focus in the reactions, most reaction
products are scattered at very small angles and do not interact with
the Crystal Ball but enter ALADIN, a wide aperture dipole magnet.
The few products which are scattered at larger angles still have a large
momentum in the forward direction and hence hit the most forward
oriented crystals in the Crystal Ball.

One effect which have to be taken into account in the energy mea-
surements of the gammas in the Crystal Ball is the Doppler effect. The
gammas originate from excited states in the ions which are travelling
at velocities at more than half the speed of light. This leads to shifts
in the energy spectrum of the gammas depending on the relative di-
rection of the gamma and the ion according to Eq. (2.2), which is the
relativistic Doppler effect for a source emitting a gamma with energy
Es travelling away from an observer at velocity v at an angle θ from
the detector measuring the energy Eo.

Eo =
Es

γ(1 + v
c cos θ)

. (2.2)

If the angle is known it is possible to correct for the Doppler effect.
The direction of the ion is given by the SSTs as explained earlier, but
the direction of the gamma is only measured by which crystal is hit
in the Crystal Ball. With higher granularity the angle would be more
precise and the corrected energy would be better reconstructed. Still,
if the exact angle is not known, the energy resolution decreases with
the uncertainty in the angle, this is known as Doppler broadening.
The Crystal Ball has, as mentioned earlier, 162 crystals, even if this is
enough to do the Doppler correction the Doppler broadening is still a
problem. That is one reason why a new detector called CALIFA [11,12]
with a much higher granularity is constructed for future experiments.
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2.2. Detector setup

2.2.3 ALADIN

Even though ALADIN is not a detector, it is a central part of the setup.
It is used to deflect the reaction products, deflecting them into three
different arms based on their magnetic rigidity. Neutrons are naturally
unaffected by the magnetic field, protons are deflected the most (about
30 degrees) with A

Z = 1 and the heavier fragments with A
Z ∼ 2− 3 end

up in between (around 15 degrees). The magnetic field in ALADIN
can be adjusted to obtain the right deflection angle depending on the
energy and magnetic rigidity of the incoming radioactive beam. There
is no direct measurement of the magnetic field, but it is set by the
current in the magnet, which can be adjusted between 0 and 2500 A.
Even though the magnetic field is not measured, it is still needed to
track the reaction products which is described in Ch. 3. To solve this,
the magnet current has to be related to the magnetic field. Another
problem is that the magnetic field is not homogeneous in the entire
magnet, meaning that a current cannot be associated with one specific
magnetic field. The field does also not scale linearly with the current.
Instead field maps have to be measured for different currents. This was
done by setting the magnet current to a fixed value and then measure
the magnetic field in different positions in the magnet4, creating a 3-
dimensional map of the magnetic field. This procedure is repeated for
different magnet currents, so each current has its own field map. For
ALADIN, field maps have been measured for 0 A, 500 A, 1100 A and
then every 200 A up to 2500 A.

Ideally there would exist a field map for each current that is used
in the magnet, but this is not practically possible. Instead interpola-
tions are done between the field maps, which have been measured, to
calculate the magnetic field for a given current. This is not as accurate
as the measured field maps, but there are also other problems with the
field maps. The main problem is the hysteresis of the magnet, meaning
that the magnetic field is not the same for the same current depending
on how the current is reached5. As a consequence it is not even sure

4And also outside to include the stray field in the field map.
5If it is decreased from a higher value or increased from a lower.
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2. Setup

that the measured field maps are correct even if the current is the same
as during the field map measurement. It is not possible to do anything
about this, but it is useful to know about it during the tracking.

2.2.4 Behind ALADIN

Figure 2.6: A photo of a part of one of
the 200 LAND bars. It consists of alternat-
ing 0.5 cm thick plastic and iron building
up a 10 cm thick bar. In both ends are
light guides to a PMT. The photo is taken
from Ref. [17].

Since the different reac-
tion products are sepa-
rated by ALADIN, also
the detector setup is di-
vided downstream of it.
There are three different
arms, one for neutrons,
one for heavy fragments
and one for protons. In
the neutron arm there is
only one detector, LAND
(Large Area Neutron De-
tector). It covers an ac-
tive area of 2 × 2 m2 and
is 1 m thick [19]. It
is built up of ten planes
where each plane consists
of 20 bars with alternating
plastic scintillating mate-
rial and iron as seen in
Fig. 2.6. The reason for using the iron is that it has a larger cross
section for reactions with neutrons than plastic, hence it increases the
efficiency of the detector. The main tasks of LAND is to determine
the neutron multiplicity and the time-of-flight from the POS detec-
tor for each event. The multiplicity is used to determine the reaction
at the target and the time-of-flight for extracting the momenta of the
neutrons.

The fragment arm consists of two fibre detectors named GFI. They
are used to track the fragments behind ALADIN. Each detector has
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2.3. Triggers

an active area of 50 × 50 cm2 consisting of 1 mm thick scintillating
fibres [20]. One end of each fibre is coupled to a position-sensitive
PMT which indicates which fibre has fired. Since the fibres are oriented
vertically this gives a good position resolution in the x-direction, which
is similar to the thickness of the fibres, 1 mm. The other ends of the
fibres are connected to a regular PMT which is used to provide a timing
signal from the detector. With the hit positions in both GFIs the track
of the ion behind ALADIN can be determined.

The last detector in the fragment arm is the TFW, its main purpose
is to measure the time-of-flight from the POS detector and the energy
loss. Combining this information with the track given by the GFIs and
SSTs, the outgoing fragment can be identified in terms of its nuclear
charge and mass on an event by event basis and the 4-momentum is
accessible. The TFW is a detector consisting of 32 plastic scintillating
paddles in two layers, 18 vertical paddles and 14 horizontal paddles.

The protons are handled in a similar way as the fragments. First
they impinge on the tracking detectors, in this case two drift chambers.
They both consist of 144 vertical wires and 112 horizontal wires pro-
viding position resolutions around 200 µm in both x and y-direction.
At the end of the proton arm is a plastic scintillation detector for mea-
suring the time-of-flight from the POS detector. Combining the track
information with the time-of-flight provides the momentum of the out-
going protons.

Combining all detectors in the setup it is possible to uniquely iden-
tify all incoming ions in terms of mass, charge and momentum. The
setup also detects and measures all reaction products. That includes
gamma photons, neutrons, protons and heavier fragments. With the
complete information of what went in and what came out, the reaction
itself can be reconstructed and analysed in detail.

2.3 Triggers

The probability of having a nuclear reaction in this type of experiments
is usually around a few percent, depending on target thickness. To
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2. Setup

collect enough statistics to do any meaningful analysis it is important to
collect as much and as relevant data as possible during an experiment.
The data recorded by the detectors have to be collected and stored for
later analysis by the DAQ (data acquisition system). During this time
the detectors do not record any new data, this is known as dead time
of the system. To increase the efficiency of experiments it is good to
be able to decide if an event is an interesting event or not before it is
collected by the DAQ. For this purpose each detector creates a logic
signal, that is sent to a trigger logic module, which can be used to
decide if an event should be stored or if it should be ignored.

2.3.1 Logic detector signals

The logic signals indicate if a detector has been hit or not. These
signals are created from analogue signals with amplitudes proportional
to the energy deposited in the detectors. If the amplitude is above a
set threshold value the logical trigger signal is set to one, otherwise it
is set to zero. Apart from the logic detector signals there are also two
internal signals in the trigger module. Those are the onspill signal and
the early-pile up signal. The onspill signal indicates if the beam is on
or off. During an experiment the beam is not transmitted to the setup
all the time, but it comes in intervals determined by the synchrotron.
Typically the beam is transmitted to the setup from a second at the
time up to maximum 10 seconds; this is what is called onspill. Offspill
is the time in between the beam intervals when no beam is transmitted
to the setup, this time is usually about the same length or shorter than
the onspill interval.

The early-pile up signal indicates if two ions have been detected
too close to each other in time in POS. For this experiment the con-
dition was that ions had to be separated at least by 5 µs. This is to
avoid events where signals originating from different ions are added in
a detector, which leads to a signal from the detector that cannot be
used because the contribution of the two ions cannot be disentangled.
Different detectors have different conditions for their logic signals to be
active. The signals which are of interest for this thesis and their condi-
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2.3. Triggers

Table 2.1: The different logic signals used in the analysis performed
in this thesis and their conditions.

Pos !ROLU At least two channels in POS above threshold and
none in ROLU.

TFW At least two channels in the TFW above threshold.
XB or At least one channel above threshold in the

Crystal Ball.
XB or delayed Same as XB or but time delayed.
XB sum At least one high energy deposit in the Crystal Ball.
XB sum delayed Same as XB sum but time delayed.
XB L&R At least one high energy deposit in both the right

and left half of the Crystal Ball.

tions, are listed in Tab. 2.1. The trigger handling module can require
coincidences between different logic detector signals and that is why
some signals are duplicated with a time delay. By combining different
signals, a decision can be made if this event is worth saving for analysis
or not. Which signals have been involved in the trigger decision for a
given event is also stored in what is called the trigger pattern (Tpat).

2.3.2 Trigger patterns

The trigger patterns are used in the analysis to select events involv-
ing certain detectors. For each event several trigger patterns can be
present6. To save the information about which trigger patterns have
been used in the event each pattern is given a number, in this exper-
iment ranging from 1 to 15. They are arranged such that the first 8
patterns are used for onspill events and the last 7 are used for offspill
events. Then a binary system is used where the first trigger pattern is
related to the first bit, the second pattern to the second bit and so on
up to bit 15 which is related to the 15th trigger pattern. If the condi-
tion for a trigger pattern has been fulfilled in an event the bit related
to that pattern is set to 1 and otherwise it is 0. This is a simple way of
saving all the information about the triggers in an event in one single

6There will only be one readout of the event, even if several Tpats are active.
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Table 2.2: The different trigger patterns used in this thesis, their
corresponding numbers and their conditions. A “!” indicates a logic
NOT-condition and “&” indicates an AND-condition. Number 1-8 are
triggers for onspill events, while 9-15 indicate offspill events.

1 Minimum bias onspill & POS !ROLU
2 Fragment onspill & !early pile up & POS !ROLU & TFW
4 XB sum onspill & !early pile up & POS !ROLU & XB sum
9 XB muon !onspill & !(POS !ROLU) & XB sum delayed
12 XB gamma !onspill & !(POS !ROLU) & XB or delayed
15 XB L&R-muon !onspill & !(POS !ROLU) & XB L&R

number. The trigger patterns which have been used in this thesis are
listed in Tab. 2.2.

The difficulty of fulfilling the different trigger patterns differs be-
tween the different patterns. For example it is obvious that the mini-
mum bias condition is easier to fulfil than the XB sum condition simply
because both have the same conditions but the latter has an additional
two conditions to fulfil. The consequence of this is that there are many
more triggers with the Minimum bias pattern than the XB sum pat-
tern. To even this out and prevent that only events with a certain
trigger pattern are recorded downscale factors are applied to each trig-
ger pattern. This factor tells how often an event should be recorded
for a certain trigger pattern. Trigger patterns with many conditions
to fulfil usually are used with a lower downscale factor than a trigger
pattern with less conditions to fulfil.

2.4 The LAND02 package

When performing experiments the data is stored in so called list mode
dump files (lmd-files). Everything stored in these files are raw data
from each readout channel. To get any physics out of the data it first
has to be calibrated and combined according to the physical detectors.
For this purpose the land02 package has been developed. It is used to
reconstruct the data, i.e. convert the raw data into energies, positions
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and times, and unpack the data into so called root-files. These files can
be opened with the program root, which is developed for analysis of
high energy nuclear physics experiments. It is used both in the process
of extracting the calibration parameters of the detectors and in the
physics analysis. More information about the program can be found in
Ref. [21]. The calibration of the data is done in several steps and with
land02 it is possible to choose at what level the data written to the
root-files should be, i.e. how much should be reconstructed.

The data can be unpacked at six different levels. These are RAW,
TCAL, SYNC, DHIT, HIT and TRACK levels. There are some dif-
ferences between the different detectors in the setup concerning the
calibration at each level, but in general the structure is as follows: At
RAW level all data is unpacked as it was stored in the lmd-files, i.e.
completely uncalibrated. In the TCAL level the time and energy cali-
bration has begun. The time signals have a gain and offset relating the
raw data to a times in ns. For the energy signals an offset has been
applied to subtract background contributions from the electronics. At
SYNC level offsets to all time signals have been applied to ensure that
all channels have a common 0. The energy signals now have gains and
offsets to relate the raw data to energies in MeV.

At DHIT level the hit positions in the detectors are calculated and
expressed in detector specific coordinate systems. The energy and time
is also expressed for the detector instead of each individual channel of
the detector. The HIT level is not that different from the DHIT level
but all positions have been transformed to a general coordinate system
where the origin usually is in the centre of the detector, positive x is
pointing left and y up when looking in the direction of the beam. The
final level, TRACK is a bit different from the other levels. It combines
information from different detectors to track the ions. This is used
to extract information about the mass, charge and momenta of the
incoming ions. For more information about the land02 package see
Refs. [17, 22].
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Chapter 3

The TRACKER

The tracker is a program developed by R. Plag for the LAND-setup
to identify the mass of the outgoing fragment after the reaction at the
target. The reason the tracker is only needed for outgoing and not
for incoming ions is the difference between the magnets in the FRS and
ALADIN. In the FRS long magnets1 with a limited aperture are used.
ALADIN on the other hand has a large acceptance while being rather
short, about 1.5 m. Another difference is that the magnetic field in the
FRS dipole magnets are measured directly and the magnets are ramped
up and down repeatedly when the field is changed to avoid the influence
of the hysteresis of the magnets. In ALADIN only the magnet current
is measured. Because of the small aperture in combination with the
long magnets, a much more precise magnetic rigidity can be chosen in
the FRS than in ALADIN. The magnetic rigidity selected in the FRS,
makes it possible to obtain the mass of the ion from the time-of-flight.
This is true at least for lighter fragments as used in this experiment;
for heavier fragments corrections for the path of the fragments have to
be applied before the mass can be obtained.

The tracker works iteratively, comparing measured data with cal-
culated tracks on an event-by-event basis. The calculations are done by
taking start parameters, i.e. charge, mass and velocity from the mea-

1The dipole stages are around 36 m.
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sured data and then using the Runge-Kutta [23] method to calculate
the path of the ion through ALADIN. By applying small variations
on the start parameters2 the resulting track also changes. When the
calculated and measured data agree, the right mass and velocity have
been found and hence also the mass of the fragment. However, be-
fore this procedure works it is necessary to calibrate the tracker. That
means the positions of all detectors should be defined. This is a chal-
lenging task since several of the detectors have spatial resolutions well
below a millimetre while they are separated by several meters. Hence
it is almost impossible to measure the positions of the detectors with
sufficient precision in any conventional way. In this section an alter-
native method is presented, which instead uses the measured tracks to
calculate the detector positions.

3.1 Working principle of the tracker

The tracker can be operated in three main modes: forward, backward
and mixed mode [24]. The difference between these modes lies in the
selection of the detectors that define the track to start the iteration
from. In forward mode, the initial track is defined by the detectors in
front of ALADIN, usually the two SSTs behind the target. In backward
mode, the track is defined by the detectors behind ALADIN, usually
the two GFIs. In mixed mode, the result from forward and backward
tracking is joint together to find the optimal track. In this work the
forward tracking mode has been used unless stated otherwise.

For the tracker to work it needs some basic information about the
fragment to track and about the setup. This information is provided in
two different files, one text-based configuration file, which the tracker
reads at start up and one C++ file which is used in the compilation
of the program. The minimum information needed is the positions
and resolutions of the detectors involved in the tracking, i.e. the two
SSTs behind the target, the two GFIs, and the TFW. More detectors
can be used but are not necessary. Furthermore the magnitude of the

2Only the mass and velocity, the charge is fixed.
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3.1. Working principle of the tracker

magnetic field of ALADIN is needed. The tracker uses this to select the
field maps it applies. The magnetic field of ALADIN has been measured
at different currents applied to the magnet as mentioned in Sec. 2.2.3.
For each position in ALADIN the tracker calculates the magnetic field
by interpolating between the two field maps closest to the set ALADIN
current. Since the Lorentz force is proportional to the atomic charge
of the ion, this information is also necessary. It is obtained from the
energy loss in the SSTs and/or the TFW, and entered into the C++
file. Since the energy loss in material is proportional to the square
of the atomic charge, the different charges can be easily identified as
shown in Fig. 3.1 where the energy deposited in the TFW is plotted
for incoming 18C.
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Figure 3.1: The energy loss in the TFW
with 18C impinging on the target. The
large peak is the unreacted beam with
charge Z = 6. The smaller peaks results
from reacted ions, which have lost protons
in reactions3.

When all information
is present the tracking
can start. The first
thing the tracker does
is to calculate a start
approximation. Since
the charge is given in
the configuration file the
tracker only needs to
calculate the mass, veloc-
ity and direction of the
fragment. The velocity
is taken from the time-
of-flight measurement be-
tween the FRS and POS
detectors and corrected
for the energy loss in the
detectors between POS
and target. As a start ap-

proximation it is assumed that the ion did not react in the target,

3The information in the lower left box is internal information for reproducing the
data analysis.

23



3. The TRACKER

i.e. incoming and outgoing ions are identical and so the mass can be
taken from the incoming particle identification [25]. The direction is
defined by the positions in the SSTs4 and this direction is fixed for all
iterations. The tracker calculates the hit position in the centre of the
target and the entering position into ALADIN by extrapolating from
the SSTs. The velocity of the ions are corrected for the energy loss
in the detectors on their way to ALADIN. In ALADIN the tracking
is done with a Runge-Kutta method in very small steps [26], typically
only a few millimetres depending on the magnetic field. In each step the
magnetic field is updated according to the measured field map. This
method gives an accurate tracking of the fragment through the entire
magnetic field and in the end a precise direction of the fragment out
of the magnet. With the direction of the fragment behind ALADIN,
the hit positions in the GFIs and TFW can be calculated. These po-
sitions can be compared with the measured positions to see how well
the tracking agree with the data. It also takes into account the time-
of-flight from the target to the TFW when comparing. Depending on
how well the tracked and measured data agrees in the GFIs and TFW,
the tracker calculates new start values. With the new start values the
tracking starts all over again. In this way it continues until the differ-
ences between the tracked and measured data are within the resolution
of the detectors. When this has been achieved, the mass and velocity
of the fragment is stored together with information about the tracking
in a root tree.

3.2 Calibrating the TRACKER

Before the tracker can be used, it has to be calibrated. To get the mea-
sured and calculated hit positions to agree the detector positions in the
calculations have to be identical to those in the physical setup. A first
approximation can be achieved by measurements in the setup, but the
precision is not good enough to allow precise tracking. The fine tuning
of the detector positions has to be done with help of the measured data.

4In forward tracking mode.
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3.2. Calibrating the TRACKER

The calibration of the tracker is done in several steps. The first thing to
do is to align the SSTs. This is done with a program called Millepede
II [27]. This is a program developed for aligning detectors. It makes
use of the measured tracks in the data and optimises the detector po-
sitions to fit all measured tracks. This might sound simple but is not
when the number of tracks to fit are several millions. When the SSTs
are aligned the next step is aligning the detectors behind ALADIN, the
GFIs and TFW. For this calibration the tracker itself can be used.

Since the tracker is not a newly developed program it has of
course been calibrated before. This has been a tedious task though, and
the calibrations have not been consistent between different users and
runs in the experiments. To simplify the calibration of the tracker the
author has developed a new calibration method, which also improved
the result of the calibration. The new method uses three scripts, in-
cluding one script providing Millepede II with useful data, one script
for calibrating the incoming time-of-flight and one script for calibrating
the detectors behind ALADIN with the help of the tracker.

3.2.1 Millepede II

Millepede II [27] consists of two main programs, Mille and Pede. The
Mille part comes in two different versions, one written in Fortran 90
and one in C++. In this work, the C++ version has been used. Its
task is to create a binary file with information on all the tracks to use
for the optimisation of the detector positions. This binary file is in the
next step used by Pede to calculate the optimal detector positions. In
Fig. 3.2 a possible scenario is illustrated where the top figure shows two
tracks hitting the SSTs which are not perfectly aligned. In the bottom
figure least square fits have been applied to the hit positions from the
two tracks under the assumption that the detectors are aligned. The
basic principle of Millepede is that it tries to minimise the total error
between the calculated tracks and the data for all events simultaneously
by virtually adjusting the detector positions. In this case each detector
can be adjusted in three different ways. They can be moved in x and
y-direction, i.e. perpendicular to the beam, and they can be rotated
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SST1
SST2

SST3
SST4

SST1 SST2 SST3 SST4

Unaligned

Least square fit

Figure 3.2: Top illustration shows a possible misalignment between
the SSTs and two example tracks of ions. The bottom illustration
shows how the least square fit would be affected with the assumption
that the detectors were aligned.

around the beam axis. Since the movements of the detectors are just
virtual, the measured data have to be modified corresponding to the
movements of the detectors. These corrections are done in the following
way:

xc = (xm − δx) · cos ω + (ym − δy) · sin ω (3.1a)

yc = (ym − δy) · cos ω − (xm − δx) · sin ω, (3.1b)

where xc and yc are the corrected hit positions, xm and ym the measured
hit positions, δx and δy are the movements of the detectors in each
direction and ω is the rotation angle around the beam axis.

Millepede distinguishes parameters into global and local parame-
ters. Global parameters do not change between events, while local pa-
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3.2. Calibrating the TRACKER

rameters do. In this case this means that detector positions are global
parameters, while parameters defining the track of an ion are local.
The data that has to be included in the binary file Mille creates, is the
number of global and local parameters, the residual at each detector,
the derivatives for all global and local parameters, an error estimate
of each measurement, and a label for later identification of the global
parameters. The derivatives describe how the hit position in a detector
changes, given a small variation of the variable. The residual is the
difference between the measured positions and the calculated position
from the least square fit.

The least square fit is done with the assumption that all the de-
tectors are aligned, even though this assumption may be wrong5. In
Fig. 3.2 an example of the result of this assumption is illustrated. From
the fit, four local parameters are extracted, two offsets and two angles,
one for each direction, x and y. Each detector has one residual in each
direction, which are6

xr = xc − (x0 + dxdz · z) (3.2a)

yr = yc − (y0 + dydz · z), (3.2b)

where xc and yc are the positions calculated in (3.1), x0, y0, dxdz and
dydz are the parameters extracted from the least square fit and are
the offsets and the angles of the tracks, while z is the position of the
detector along the beam line direction.

For each parameter, both global and local, the derivatives of the
residuals also have to be calculated. This is for Millepede to know
how the residuals are affected by changing that specific parameter. By
combining (3.1a) with (3.2a), and taking the derivatives, the following

5If it was right no calibration would be needed.
6The script calculating the residuals actually corrects the detector movements of

the calculated positions and not of the measured, but this only affects the sign of
the residuals and derivatives, and the alignment result is still the same.
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results are obtained

dxr
dδx

= − cos ω

dxr
dδy

= − sin ω

dxr
dω

= −(xm − δx) sin ω + (ym − δy) cos ω

dxr
dx0

= −1

dxr
ddxdz

= −z.

As mentioned earlier the detectors are assumed to be aligned, this
means that δx = δy = ω = 0 and the derivatives simplify to

dxr
dδx

= −1

dxr
dδy

= 0

dxr
dω

= ym

dxr
dx0

= −1

dxr
ddxdz

= −z.

This is also done for the y variables by combining (3.1b) with (3.2b)
and calculating the derivatives.

When Mille has created the binary file, Pede can use it to calculate
the optimal detector setup. This optimisation can be performed with
a number of different methods. Which method to use depends mainly
on the number of parameters to optimise. The standard method is
matrix inversion and this method is used for this work. The solution
method is defined in a configuration file which is read by Pede. In this
file, conditions on the different global variables can also be set. They
can be fixed so that Pede cannot change their positions or they can
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Rootfile

Mille.cc

bin.C

Out.bin

steer.txt
Pede Corrections Aligned

Figure 3.3: A flow chart of the SST alignment using Millepede. The
data is taken from a root file and Mille.cc is used to create a binary
file with all relevant data. The selection of events and calculations of
residuals and derivatives are done in bin.C. Pede calculates the position
corrections from the binary file and a configuration file called steer.txt.
If the errors are smaller than the corrections the procedure starts over,
but if the errors are larger the system is considered to be aligned.

be coupled to each other to fulfil certain conditions limiting how their
position and orientation can be adjusted. In this case two detectors
have to be fixed in their x and y positions and one in its rotation angle.
This is necessary because if all detectors were allowed to be moved
around freely there would exist an infinite amount of solutions to the
alignment problem. For each solution the detectors could all be moved
the same distance to create a new solution. By fixing two detectors in
space this is no longer possible.

The output of Pede provides both the corrections of the global pa-
rameters and error estimates of the corrections. The errors tell how
well aligned the detectors are. If the errors are large compared to the
position corrections the alignment is good, but if the corrections are
much larger than the errors, Millepede has added large corrections to
the detector position. If this happens, it is a good idea to run Millepede
again with the new detector positions. The calibrations script checks
if the corrections are smaller than the errors; if that is not the case
a new calibration is done. The general working principle of the SST
alignment script is shown in Fig. 3.3.
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3.2.2 Incoming time-of-flight

With the SSTs aligned, the next step is to calibrate the detector posi-
tions behind ALADIN. In this case not Millepede but the tracker itself
is used. It is, however, important that the incoming time-of-flight has
been calibrated first. Since the velocity of the fragment is calculated
from the time-of-flight between the FRS and the POS detector, and
this velocity is used for calibrating the tracker, it is important that the
incoming time-of-flight is correct. As mentioned in Sec. 2.4 the conver-
sion from the raw data to time signals is based on a linear function, one
value for the offset and one value for the gain. Due to small changes in
the environment of the setup during the experiment, such as temper-
ature fluctuations, the performance of the detectors can change over
time, and hence the calibration parameters must change accordingly.
This is done by having different parameters for different data files. The
following is an example of a file defining the calibration parameters for
the S2 and S8-detectors, i.e. the time-of-flight detectors at the FRS.
LT RANGE(”208 : 2 : 454: 1 : 3580 : 108570783”,”208 : 2 : 454: 1 : 3584 :

109558863”)

{
TIME CALIB(SIGNAL ID(SCI, 1, 1) , ( 219.859512, 0.048452),(0.1,0.1,0.0));

TIME CALIB(SIGNAL ID(SCI, 1, 2) , ( 224.243622, 0.047816),(0.1,0.1,0.0));

TIME CALIB(SIGNAL ID(SCI, 2, 1) , ( 273.264404, 0.047842),(0.1,0.1,0.0));

TIME CALIB(SIGNAL ID(SCI, 2, 2) , ( 275.857910, 0.046547),(0.1,0.1,0.0));

}
LT RANGE(”208 : 2 : 454 : 1 : 3585 : 109558864”,”208 : 2 : 454: 1 : 3589 :

110545854”)

{
TIME CALIB(SIGNAL ID(SCI, 1, 1) , ( 219.859512, 0.048463),(0.1,0.1,0.0));

TIME CALIB(SIGNAL ID(SCI, 1, 2) , ( 224.243622, 0.047828),(0.1,0.1,0.0));

TIME CALIB(SIGNAL ID(SCI, 2, 1) , ( 273.264404, 0.047838),(0.1,0.1,0.0));

TIME CALIB(SIGNAL ID(SCI, 2, 2) , ( 275.857910, 0.046537),(0.1,0.1,0.0));

}
The numbers marked in red represent the run number, in green the file
numbers and in blue the event numbers are given.
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Figure 3.4: The difference of the incoming time-of-flight for one
isotope relative to the mean of the entire run for the different files in
one run. Blue triangles indicate the original calibration values, red dots
the same calibration parameters for all files, and green squares when
using identical gain but corrected offsets.

These numbers define for which events the following calibration
parameters are valid. In this example the first calibration parameters
are valid from run 454, file 3580, event 108570783 to run 454, file 3584
event 109558863. After that a new range is specified where slightly
different calibration parameters are used. The calibration parameters
themselves are specified by first specifying the type of calibration, in
this case TIME CALIB. Then the channel that is to be calibrated is
given. The S8-detector is called SCI2 in the calibration, and since this
detector has two channels, both have to be calibrated. Finally the
calibration parameters are given as offset and gain values.

To check the calibration, the difference in the time-of-flight for a
specific ion can be compared between different files. In Fig. 3.4 a com-
parison of the incoming time-of-flight for all files in one run is presented.
Blue triangles indicate the difference in time from the mean of the run
using the original calibration. These differences may not seem very
large when the mean time-of-flight is around 250 ns, but they do affect
the tracking. The main reason for these fluctuations is the difference
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in gain between the files. The first step is to use the same calibration
parameters for all the files in the run, i.e. the same gain and offset.
The result after this step is shown with red dots in Fig. 3.4. This
clearly decreased the differences between the files. To further decrease
the differences the offsets are changed according to the differences to
the mean for each file. The result after this operation is indicated by
green squares in Fig. 3.4. The improvement from the original calibra-
tion (blue triangles) is clear and the incoming velocity in the tracker is
more stable for all files.

3.2.3 Detectors behind ALADIN

The first step in calibrating the detector positions behind ALADIN
is to decide which incoming ion to use for the calibration, i.e. what
charge and mass should it have. This is done utilising an identification
plot (ID-plot) where the charge is plotted versus the mass over charge.
Each ion can then be identified in terms of A and Z (Fig. 3.5). By
applying a gate that the incoming ion has to be within a certain mass
and charge according to this plot, the selection of the incoming ion
is done. To further enforce that the selected ion is used, the energy
loss in the SSTs can be exploited in the same way as the energy loss
in the TFW was used earlier in Fig. 3.1. The selection is done by
setting conditions on the parameters in a C++ file used by the tracker.
The tracker uses only events, which fulfil all the conditions in this
file. Conditions can be set on all parameters measured in the setup,
both on incoming and outgoing fragments. For calibration it is the
unreacted beam which is used, i.e. the incoming and outgoing ions have
identical charge and mass. Hence an empty target run is best suited
for calibration because this minimises the reaction probability. The
incoming and outgoing charge can be selected with the SSTs and TFW
as explained earlier. The outgoing mass cannot be selected, but since
the reaction probability is minimised the vast majority of all ions do not
react. This means that when looking at the mass of the tracked ions,
given by the tracker, there is a large peak corresponding to unreacted
ions, and possibly several small peaks corresponding to events where
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Figure 3.5: An ID-plot of the incoming ions. Each ion can be
uniquely identified by its charge and mass over charge ratio.

reactions have occurred. After the right conditions have been set in the
configuration file, the calibration can be performed using an automatic
script. The script takes four arguments, the root-file which contains
the data, the configuration file for the tracker, the charge of the ion to
track which is selected in the C++ file and the mass of the ion, i.e. the
number of nucleons.

The calibration script starts by running the tracker in forward
mode, while the option to ignore the time-of-flight is chosen. The re-
sults that are interesting in this first part of the calibration are the
residuals in the GFI and TFW, and the time offset. Due to the limited
resolutions in the detectors, given that the ions may be scattered along
their way, these residuals are never exactly zero but follow a Gaussian
distribution. The residuals are retrieved by making fits to these dis-
tributions and taking the mean value. An example of how a plot of a
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Figure 3.6: An example of the residual for the GFI1 in x-direction
after tracking. The data are presented in blue and the Gaussian fit is
given by the red line. In the status box the mean value of the fit can
be seen at 1.637 cm.

residual looks is shown in Fig. 3.6. The detectors are moved according
to their residuals by setting offsets to their positions in the configura-
tion file. In the example given in Fig. 3.6, the detector would be moved
1.637 cm to set the mean value to zero. The same procedure is used for
the time-of-flight. Since this parameter was not used in the tracking,
because the tracking was performed with the option ignore time-of-
flight, there is also a residual for the time-of-flight, which represents
the difference between the measured time-of-flight and the calculated
time-of-flight in the tracker. This residual is used to provide a time
offset for the configuration file. When all the offsets are adjusted, the
calibration script runs the tracker again with the new detector posi-
tions. After this tracking, all the residuals should be very close to zero.
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What is interesting in this step is the mass of the tracked fragment.
The measured masses follow also a Gaussian distribution and hence
the value to use is the mean of the Gaussian fit. An example of the
mass plot is shown in Fig. 3.7, along with a Gaussian fit.
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Figure 3.7: The mass of the tracked fragment given by the tracker.
The fit, in red, is used to obtain the mean value of the distribution,
which is in this case 19.1 mass units.

Since it is known what fragment is being tracked, its mass is also
known. In the example given in Fig. 3.7, the tracked fragment is 19O.
The conclusion from the spectrum and fit is that the tracker in this
case gives results which are 0.1 mass units too high. To fix this, the
calibration script runs the tracker again, but now it uses a special mode
called have/want. To run in this mode the tracker still needs the con-
figuration file with the detector positions and if the tracking should be
done in forward or in backward mode. What is special now is that
two more options are given, namely the have and the want options.
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In the have option, the present state of the tracker is given, i.e. the
mass of the fragment and the incoming beta. In the want option, the
values that are expected are entered while the have option specifies the
present result from the tracker. Using the same example as before with
19O, in the have option the mass 19.1 would be given and in the want
option the mass would be set to 19.0. The tracker performs two calcu-
lations, one with the values given in have and one with the values from
want. It then compares the hit positions in the GFIs and TFW and
calculates how these should be moved to obtain the results specified in
the want option. The calibration script takes these values and calcu-
lates new offsets to write to the configuration file. The last thing the
calibration script does is to run the tracker again with the new detector
positions and verifies that the mass from the tracker now agrees with
the expected mass.

When the calibration is complete, the tracker can be used to track
any ion. The only thing that should be changed after the calibration
is the selection which ions to track in the C++ file, and possibly the
magnet current in the configuration file, if the magnetic field has been
changed between runs. If that is the case it is not certain that the
magnet current set in the configuration file should be exactly the same
as was set in the experiment. This has several reasons as discussed in
Sec. 2.2.3. To find out what magnet current should be used, the tracker
can be run for a single ion and check where the mass peak appears. If
the peak is not where it is expected, the current can be changed to
compensate for this, at least within some tens of amperes.

3.3 Outlook

The problem with the tracker calibration right now is that it divides the
calibration into two parts, one in front of and one behind ALADIN. It
would be better to calibrate the entire system at once. This can be done
by including the GFIs and TFW in the alignment with Millepede and
calculating the necessary residuals and derivatives in the tracker. The
work of implementing this has already started. Thanks to R. Plag the
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tracker now calculates the derivatives and residuals needed by Mille-
pede, and thanks to H. Törnqvist these values can be read and delivered
to Millepede. The author has produced a script that makes use of these
variables, but this work is still in progress. One of the main problems is
to decide how to fix the detector positions in space. This was a problem
also for the present alignment of the SSTs, as mentioned in Sec. 3.2.1,
which was solved by fixing two detector positions. This solution would
of course be possible also when extending the alignment to include the
GFIs and TFW. The question is if this is the best solution or if there
are other, better, methods. One possible solution is to perform the
calibration several times with different detectors fixed and then try to
combine the results.

What also potentially could improve the calibration is to take the z
positions of the detectors into account. At the moment, these positions
are based on photogrammetry measurements7 and are fixed throughout
the entire calibration procedure. Tests with z positions determined by
Millepede have been done. Unfortunately they have not been successful
so far. It could also be argued that rotations of the detectors around
the x and y axis should be included. This can easily be discarded by
trigonometric calculations though. Since the detectors are aligned as
good as possible from the beginning, the angles will be very small,
probably no more than ≈ 1◦. Assuming that this is a rotation around
the y-axis the hit positions in the detector are slightly shifted in the
x and z-direction. The SSTs are about 7 cm wide, so the maximum
x-position a detector can measure is 3.5 cm. Hence the maximum
shift is 3.5 cm · (1 − cos(1◦)) = 5.3 µm in x direction and 3.5 cm ·
sin(1◦) = 610 µm in z direction. The change in the x-direction is
negligible because it is smaller than the detector resolution. The shift
in the z-direction is larger but the effect of it is still small. That is
because the incoming ions are travelling almost parallel to the z-axis.
Hence the position change in the x direction is very small, even if the
detector hit is located 600 µm upstream than before. With the same
arguments also a rotation around the x-axis be neglected.

7So are the x and y positions, but as shown in this chapter, they can be improved.
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Chapter 4

Gamma multiplicities

When all nucleons in a nucleus are placed in the lowest possible single-
particle orbitals, the nucleus is in its ground state. Any change in the
configuration results in an excited nucleus that has different properties
compared to the ground state. The total energy of the nucleus increases
and the angular momentum might change. When an excited nucleus
decays, either to a lower excited state, to its ground state or to another
nuclide, the excess energy has to be conserved. This is fulfilled by
emitting either nucleons, gamma rays or conversion electrons with the
corresponding excitation energy difference. When a gamma is emitted
the change in angular momentum between the initial and final state of
the nucleus has to be at least 1h̄. If the difference in angular momentum
is larger, the decay via gamma emission is still possible but becomes
less probable with increasing angular momentum difference.

The gamma rays emitted from a decaying nucleus can give informa-
tion about the structure of the nucleus. They can reveal information
on the energy of a state, its parity, spin, angular momentum, lifetime,
or the underlying nuclear structure to name a few. For a given an-
gular momentum, there is a minimum excitation energy for a nucleus.
This can be seen by plotting the excitation energy against the angular
momentum and this limit is called the yrast line (see e.g. Ref. [28])
given by the collective rotational energy of the nucleus. The angular
momentum of a nucleus is linearly proportional to the gamma multi-
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plicity as shown in Ref. [29–31]. By measuring the gamma energy and
multiplicity the relation between the excitation energy and the angular
momentum can be studied.

Because of the linear relation with the angular momentum, the
gamma multiplicity is often measured to study excited states with large
angular momenta. These states can be populated in several different
nuclear reactions. One common method is to use fusion-evaporation,
but it is also possible to use incomplete fusion, deep inelastic scattering
or fragmentation reactions [32]. The fragmentation method has the
advantage of producing a wide range of isotopes [33] in contrast to
the other methods where a single isotope is studied at a time. The
problem is that the background in the gamma measurements becomes
large [34,35].

In this experiment cocktail beams with both proton and neutron
rich nuclei, mostly unstable, ranging from Li to Ne were produced. This
provides a good opportunity to compare the population and decay of
excited states from different reaction channels. By identifying both the
incoming and outgoing ion the reaction channel can be found. The
reaction target is surrounded by a 4π-gamma detector, described in
Sec. 2.2.2, with high granularity, which is able to measure the energy
and multiplicity of the gammas emitted in a reaction in the target.

4.1 Reaction identification

To decide what reaction has occurred both the incoming and outgoing
ions have to be identified. By comparing the mass and charge of the
incoming and outgoing ions it is possible to decide if any reactions took
place. As described in Sec. 3.2.3 the incoming ion can be identified by
plotting the charge against the mass over charge ratio. To identify the
outgoing ion the tracker is needed. The charge of the ion is given by
the energy loss in the SSTs and TFW which is described in Sec. 3.1.
After the tracker has been calibrated following the steps in Sec. 3.2 it
provides the mass of the outgoing ion. When the reaction channel has
been identified the gamma multiplicity also has to be determined.
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4.1. Reaction identification

One problem when measuring the gamma multiplicity is that the
gammas may Compton scatter between different crystals, which means
that the same gamma can deposit energy in several different crystals.
This is a problem both for the multiplicities and the total energy depo-
sition. To handle this problem a so called add-back routine is used for
the Crystal Ball. This routine takes all the crystals that have been hit
and sorts them into an array, by decreasing deposited energy. Then the
routine takes the first crystal in the array, i.e. the one with the highest
energy, and checks if any of its neighbours are also in the array. If a
neighbour is in the array the time differences between the signals of the
crystals are compared. If they are within 30 ns, they are assumed to
originate from the same gamma photon. The energies of the crystals are
summed and considered as one cluster. Each cluster contributes with
one gamma hit in the multiplicity count. The add-back routine then
takes the next crystal which has not been added to a cluster already.
The not yet used crystal creates its own cluster and checks in the same
way as for the first crystal if any of its neighbouring crystals are in the
array. This procedure continues until all the crystals that recorded an
energy deposit, have been added to a cluster. For more information
about the efficiency of different add-back routines in the Crystal Ball,
see Ref. [36], and for further details on the used add-back routine, see
Ref. [37]. Since the Crystal Ball also detects protons and neutrons,
scattered at large angles, this has to be considered when counting the
gamma multiplicity as well. Gammas usually deposit less energy in the
crystals than protons and neutrons, hence a condition on the energy
deposition in the crystals can be used to exclude the latter. In the anal-
ysis a lower threshold on the deposited energies has also been applied.
This is to avoid noise signals, contributing to the gamma multiplicity.
Throughout the entire analysis this threshold is set to 0.1 MeV in all
crystals.
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4.2 Gamma multiplicities without a target

The background contribution to the multiplicity, can be obtained with
a so-called empty target run where the reaction target has been re-
moved from the beam line. That way the ions can only interact with
the detector material in the beam path, which also can cause nuclear
reactions. The incoming beam consists of many different ions. Because
the background might depend on the ion species, it is necessary to se-
lect only events in the data that correspond to incoming ions of interest.
This is done by applying conditions on the charge and the mass over
charge ratio of the incoming ion. For the analysis in this section, 17N
has been chosen as an example, primarily because it has high statistics.
The selection is done by performing a two-dimensional Gaussian fit to
the data in the area, corresponding to 17N. All events which are within
3 σ from the mean value of the fit are accepted as 17N, while events
outside this area are discarded. This selection is indicated in Fig. 4.1
by the red ellipse and has been used in all figures subsequent where
the data for incoming 17N has been plotted. In Fig. 4.2 the selection
is used to show the number of crystals that fired in each event with
incoming 17N, and for comparison also offspill data are plotted. It is
clear that most events are not associated with any or just a few crystals
firing. However, there are also events where as many as 100 crystals
fired in one event for both onspill and offspill data. What causes these
high multiplicities? A good starting point is to check the energy signals
of the crystals involved. In Fig. 4.3 the total event energy is plotted
against the number of crystals, which has recorded a hit. In those
plots it can be seen that the energy increases with the number of firing
crystals, which is expected. What is not expected though, is the high
energy deposits in the offspill data. The step structure for lower multi-
plicities is caused by overflows in the energy readouts from the crystals.
The maximum readout energy for one crystal varies a lot, from about
5 MeV up to 40 MeV for some crystals. If an overflow is recorded the
only energy information available is that the deposited energy exceeds
the maximum readout energy. In this case 50 MeV has been added
to the total energy if an overflow has been recorded. This limits the

42



4.2. Gamma multiplicities without a target
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Figure 4.1: The selection of 17N is indicated in the incoming ID-plot
by the red ellipse.
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Figure 4.2: Crystal multiplicity in Crystal Ball with incoming 17N
to the left and with offspill data to the right.
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Figure 4.3: The total event energy summed over all crystals plotted
versus the number of crystals that fired. The left figure shows the
events for incoming 17N, while on the right offspill data are plotted.

maximum energy in the plots to 50 MeV times the crystal multiplicity
and this causes the step-like structure in the plots.

Since the energy deposition in the crystals cannot explain the the
high multiplicities, it is necessary to investigate also the time measure-
ments. All crystals record the time when they are hit relative to a
common master start signal. In Fig. 4.4 the energy is plotted versus
the time for all crystals. In this case the overflow signals are ignored.
Here some structures can be observed, especially for the offspill data.
There is a clear time interval where a majority of all hits happen,
around −180 ns, both in onspill and offspill data. In the offspill data
there are also many events that occur between −350 and −200 ns rel-
ative to the start, which feature structures in this time window. These
structures become much more pronounced by looking at data from only
one crystal, see Fig. 4.5, which displays data from crystal number 52,
only. In the offspill data there are basically four different patterns, the
previously noticed band at around −180 ns, another band at −300 ns
and two bands with an exponential shape from −350 ns to −250 ns.
In the onspill data there is also a band with an exponential shape at
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Figure 4.4: The energy versus the time for all crystals. Incoming
17N nuclei were selected on the left. Offspill data are displayed in the
right-hand figure.
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Figure 4.5: The energy versus time for crystal number 52. Incoming
17N nuclei is shown in the left-hand figure, while offspill data are given
to the right.
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Figure 4.6: Energy versus time spectra for crystal number 52 for
different trigger patterns. The top left figure represents data from Tpat
4, the top right figure from Tpat 9, the bottom left from Tpat 12 and
the bottom right from Tpat 15.

the same time interval, even though it is not as pronounced as in the
offspill data. The different structures can be related to different trigger
patterns in the setup.

The Crystal Ball has four different trigger patterns, one for on-
spill and three for offspill data. In Fig. 4.6 the energy versus time for
crystal number 52 is plotted again, but this time divided into the dif-
ferent trigger patterns involving the Crystal Ball. The top left figure
is the onspill trigger while the other three are the different offspill trig-
gers. The conditions for the different trigger patterns are explained
in Tab. 2.2. The reason to have the different offspill triggers is that
they are used for different types of calibration. Tpat numbers 9 and
15 are needed for calibrations with cosmic muons. Because muons are
high-energy minimum-ionising particles, they traverse the entire Crys-
tal Ball, hence at least two crystals are expected to fire. The third
offspill trigger is used for calibration with a γ-source, which usually is
placed in the centre of the Crystal Ball.

It is clear from the plots in Fig. 4.6 that the different structures in
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Fig. 4.5 can be related to the different trigger patterns. For Tpat 4 there
is hardly any difference compared to the plot with all onspill triggers,
though. This means that this trigger is active in almost all events with
an incoming 17N ion. The question is if the structures in the plots can
be used to discriminate the high multiplicity events shown in Fig. 4.2.
One hypothesis was that the “real” hits were in the tail and that the
others did not have any physical meaning originated from a background.
When discriminating events in this way it looked promising at first, the
high multiplicity events disappeared and the expected lower multiplicity
events remained after a background subtraction. When this approach
was applied also to runs with other ions, and with a reaction target
inserted, it turned out that the hypothesis was wrong, though. Plotting
the gamma multiplicity after background subtraction for other ions
the number of events with multiplicity one or two became negative,
while higher multiplicities up towards ten were positive. Since it is
not reasonable to have a negative number of events, and especially
not for multiplicities, which are expected to be the most common, this
hypothesis was discarded. Instead another approach was used to find
out where the “real” physics events are situated in the plot. This was
done by using data from a reaction where an excited state with a known
excitation energy was populated.

4.3 Gamma multiplicities with a target

The purpose of the target is to cause nuclear reactions with the incom-
ing ions. At relativistic energies and impact parameters smaller than
the radii of projectile and target, one or more nucleons are likely to
be removed from the nucleus, creating a new isotope, typically in an
excited state. To find out where the “real” events in the energy versus
time plot ends up, the excited state in 10C is used. It has an excitation
energy of 3.355 MeV [38] and decays to the ground state by emitting
one gamma photon. This state can be reached by knocking out one
neutron from 11C. By using the identification plot, selecting incoming
11C, and using the tracker to match this with outgoing 10C, this state
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Figure 4.7: The selection of the incoming 11C is indicated with the
red ellipse to the left and the outgoing 10C selection is indicated by the
dashed area in the plot to the right.

can be found by looking at the energy deposited in Crystal Ball.

The selection of the incoming 11C, done in the same way as for 17N
in the empty target case, is shown in Fig. 4.7. In the same figure the
selection of the outgoing 10C is also presented. Since the charge of the
outgoing fragments is provided to the tracker as described in Sec. 3.1,
only the mass needs to be selected in combination with a condition
on the charge to be 6. In Fig. 4.7 the tracked mass is plotted for all
ions with charge 6 while the incoming ions were identified as 11C. The
dashed area marks the selection of 10C and contains all events within
three sigma from the mean of a Gaussian fit to the mass peak.

The energy and time in the Crystal Ball are shown in Fig. 4.8
together with a projection of the energy. To obtain the correct gamma
energy it is not sufficient to do the add-back of the crystals but it is also
necessary to compensate for the Doppler effect, which is is discussed in
Sec. 2.2.2. The projection plot is made by projecting all events in the
time interval −205 to −167.5 ns onto the y-axis in the plot resulting in
a one dimensional energy plot. In this plot the peak at 3.2 MeV which
originates from the excited state in 10C∗ can be seen. Hence it is clear
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Figure 4.8: Plotted to the left is the Doppler corrected energy versus
time for incoming 11C and outgoing 10C. To the right is a projection
of the energy for times between −205 and −167.5 ns presented, where
the excited state can be seen as a peak around 3.2 MeV.

that the gammas from the decay of 10C∗ end up in this time interval and
it can be assumed that this is where the relevant data is recorded. To
verify this the gamma multiplicity can be checked. Since the 3.355 MeV
state of 10C decays to the ground state, only one gamma is expected,
so the gamma multiplicity is expected to be one if only events with
this energy are chosen. The multiplicity is shown in Fig. 4.9 where
only events with gamma energies 3.23 ± 0.54 MeV and times between
−205 and −167.5 ns are included. Since the Crystal Ball also is able to
detect protons and to some extent neutrons, an additional condition is
imposed on the energy in a hit to be less than 20 MeV to contribute to
the multiplicity. This is expected to be sufficient to avoid excluding any
gammas, but discriminates heavier particles. The expectation was that
the gamma multiplicity would be close to one, but here the peak is at
multiplicity two and there is a long tail up to multiplicity 20. This tail
is problematic because it makes it impossible to draw any conclusions
about the gamma multiplicity for this reaction. The same problem can
be seen also in other reactions where the expected gamma multiplicity
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Figure 4.9: The gamma multiplicity in the Crystal Ball for events
with gamma energy 3.23 ± 0.54 MeV and times between −205 and
−167.5 ns

.

is known but there is a tail in the plot.

Right now there seems to be no way to suppress this tail. There
are probably only two different explanations to this. One is that the
Crystal Ball actually detects the correct multiplicity but there are more
reactions involved, adding extra gammas. The second is that there are
some problems with the Crystal Ball or its electronics, causing the high
multiplicities. The most likely is that the Crystal Ball works well but
there are additional reactions causing more gammas. The strongest
argument for this is that the expected excitation energy can be seen in
Fig. 4.8 meaning that the Crystal Ball measures correct energies.

A possible explanation to the high multiplicities could be that they
are caused by gamma flashes, which have been reported as major prob-
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lems in gamma-spectroscopy experiments at GSI [39, 40]. This effect
creates lots of photons, but they do not carry much energy, typically
less than 1 MeV. In Fig. 4.3 the total energy deposited in the Crystal
Ball is shown for each event, and for higher multiplicities these are sev-
eral 100 MeV. It can also be seen in Fig. 4.4 that the energy deposited
in single crystals varies a lot and energies of several MeV are com-
mon. When comparing the gamma multiplicities between data taken
with a lead target and data with a carbon target, no major differences
can be observed. If the gamma flash would have any major impact on
the multiplicity measurement it is expected to be stronger for the lead
target than the carbon target. These observations cannot completely
exclude the impact of gamma flashes on the multiplicity measurements,
but based on the energies involved and the similarities in the gamma
multiplicities with the different targets, gamma flashes alone cannot
explain the origin of the high multiplicity events.
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Figure 4.10: The crystal num-
ber plotted versus the gamma mul-
tiplicity in the Crystal Ball.

One possible problem with
the Crystal Ball could be that
some crystals trigger more often
than others, causing the higher
multiplicities. In Fig. 4.10 the
crystal number is plotted versus
the gamma multiplicity. There
are obviously crystals that trig-
ger more often than others, but
this is also expected since those
are the ones in the forward direc-
tion. Note that the multiplicity
does not depend on the individ-
ual crystal number. The relative

trigger rate of all crystals is the same for all multiplicities.

Another thing that also has to be excluded is activation inside the
Crystal Ball. For example, if a detector frame is hit by the beam it can
be activated and continuously emit gammas. This would of course affect
the gamma multiplicity depending on how much material is activated.
One way to verify that the frames of the SSTs are not hit is simply to
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examine the hit positions in those detectors. The beam is quite broad
but still centred in all the detectors. This would imply that only very
few ions hit the frame potentially activating the material. To further
confirm this statement the crystal multiplicity in the Crystal Ball can
be plotted for a cosmic run, i.e. data taken when no beam is present.
The crystal multiplicity in a cosmic run is shown in Fig. 4.11 and is very
similar to the multiplicity of the offspill data in Fig. 4.2. Since no beam
is present in the cosmic run, the detector frames cannot be activated
and cause high multiplicities. For offspill data the beam has been on
just a second earlier, meaning that if something in the setup has been
hit it is likely to still be activated. If the possible activation has any
effect on the multiplicity measurements, a larger difference between the
offspill and cosmic run measurements is expected. One last thing that
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Figure 4.11: The number of crystals fired in the Crystal Ball during
a background measurement. In this figure all events with a trigger
pattern involving the Crystal Ball have been used.
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4.4. Summary

can be interesting to investigate is whether the high multiplicities have
been present also in earlier experiments or if it is something that is
specific for this experiment. It turns out by looking at Fig. 4.12 where
the crystal multiplicity is plotted for a cosmic run during experiment
S327, which was performed in 2008, that this is not a new phenomenon.
Both the multiplicity and energy versus time plots look similar to the
experiment of this work. The high multiplicities seem to have been
present also in earlier experiments.
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Figure 4.12: To the left is the crystal multiplicity in a cosmic run
during experiment S327 and to the left is the energy plotted versus the
time for the same run and experiment.

4.4 Summary

The goal of this work was to investigate the gamma multiplicity in
different reaction channels from lithium up to neon. The gammas in
the reactions are measured by the Crystal Ball, which encloses the
target almost completely. Due to the relatively high granularity of the
Crystal Ball it is possible to distinguish different gammas from each
other which in turn makes it possible to count the number of gammas
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in an event. It turned out though, when starting to evaluate the data
that there are a significant number of events with unreasonably high
gamma multiplicities which can be seen in Fig. 4.2 and 4.11. The origin
of the high multiplicities is still not completely clear. No correlation
has been found between the high multiplicities and any other measured
quantities such as deposited energy, which crystals fire or timing of
the hits. The only correlation that has been found, is between the
deposited energy and the recorded time in a crystal, which can be seen
in Fig. 4.6. Depending on the trigger, the correlation looks different.
For the onspill data there is only one trigger pattern that involves the
Crystal Ball, Tpat 4. In the figure, two different structures can be
seen, one where time is independent of the deposited energy around,
−200 to −160 ns, and one where the time increase with higher energies
starting around −300 ns. When the same plot is obtained for a specific
reaction where an excited state in 10C can be populated, the excited
state can be seen slightly above 3 MeV, which is the expected excitation
energy. It can also be seen that the corresponding energy is only found
in the time interval between −200 and −160 ns. Since this is the
same time interval where most of the statistics can be found, it is not
possible to disentangle the events originating from an excited state from
what would be considered background, without knowing the excitation
energy. Even worse is, that even if a condition is set to only use events
where a gamma with the right energy and time has been recorded, the
gamma multiplicity in those events still can be very high. This is shown
in Fig. 4.9 where a long tail can be seen up towards 20 gammas in one
event. So the question remains, what causes the high multiplicities?
At this moment no answer can be given to that question. The most
plausible explanation at this point would be that there occurs a reaction
producing a shower of gammas. That would of course not explain the
high multiplicities in the offspill data but there it could instead be
cosmic muons reacting with the concrete shielding the cave creating
showers hitting all over the Crystal Ball. This theory can be confirmed
by checking if other detectors of the setup, such as LAND, also see such
showers in coincidence, but this has not been done yet. The conclusion
about the gamma multiplicities is that extracting them from the data
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4.4. Summary

is not possible due to too much background with an origin that is still
not understood.
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Chapter 5

Summary

A new method for virtually aligning the tracking detectors in the LAND-
setup has been presented in Ch. 3. It performs the alignment in two
steps. First are the SSTs in front of ALADIN aligned using the mea-
sured tracks of the incoming nuclei in combination with the program
Millepede II. After that, the detectors behind ALADIN are aligned
based on the tracks given from the SSTs aligned in the first step. For
this task the tracker is used, which is a program developed for track-
ing ions through ALADIN and in the end for extracting the masses of
the reaction fragments based on their magnetic rigidity and energy-loss.
Before the tracker can be used, though, the incoming time-of-flight
has to be calibrated. This is because the magnetic rigidity of the frag-
ments depends on the velocity and hence the tracking through ALADIN
is sensitive to velocity fluctuations originating from the time-of-flight
measurements. How the time-of-flight calibration is done is explained
in Sec. 3.2.2. This new alignment method is applied by running three
different scripts, which make it easier to use compared to previous
methods. An improved method is also in development. It relies on the
same technique as presented in this thesis, but instead of dividing the
alignment into two parts, it takes the entire setup at once.

In Ch. 4 the possibilities of measuring the gamma multiplicities
originating from a wide range of radioactive beams, including both
proton- and neutron-rich nuclei from Li to F, were investigated. When
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5. Summary

analysing the data a massive background contribution for the gamma
multiplicity measurements was found, resulting in events with gamma
multiplicities of more than 20. The origin of this background has been
systematically investigated, but is still unclear at this point. Excited
states can be seen in the energy spectra, meaning that the detector mea-
sures correct energies. Possible background contributors are discussed,
e.g. gamma flashes and activation of material in detector support struc-
tures. Correlations between energy depositions and timing measure-
ments in the crystals have been found where different structures in the
plots could be connected to different trigger patterns. These correla-
tions could not be exploited to suppress background gammas, though.
A hypothesis at this point is that the high multiplicities originate from
violent nuclear reactions in the target or from showers created by cos-
mic muons in the concrete shielding of the roof of the experimental
area.
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add-back Routine used in Crystal Ball for summing energies of
several crystals originating from the same initial gamma
photon.

ALADIN A Large Acceptance DIpole magNet, the magnet used in
the LAND-setup to separate reaction products.

C++ A programming language in which the majority of all
scripts used in the analysis in this thesis have been writ-
ten.

CALIFA CALorimeter for In Flight detection of gamma-rays and
high energy charged pArticles, the new gamma detector
under construction to replace the Crystal Ball.

DAQ Data AcQuisition, the system used for handling and stor-
ing data from the detectors.

DHIT Unpack level in land02.

ESR Experimental Storage Ring.

FAIR Facility for Antiproton and Ion Research, a new interna-
tional facility located at the site of GSI.

FRS FRagment Separator, used to separate and identify ra-
dioactive beams produced in reactions from stable beams
at GSI.
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5. Summary

GFI Grosser FIber detector, a position sensitive fibre detector
used in the LAND-setup to track reaction fragments.

GSI Gesellschaft für SchwerIonenforschung, The research cen-
tre where the experiment was performed, located in Darm-
stadt, Germany.

have/want Two options given to the tracker for calibration of the
setup.

HIT Unpack level in land02.

LAND Large Area Neutron Detector, the neutron detector used
in the experimental setup.

land02 The program package for unpacking data stored in lmd-
files.

Millepede II Program used to align detectors.

PMT Photo Multiplier Tube, converts light into electrical sig-
nal via the photoelectric effect and photo-electron mul-
tiplication.

POS POSition detector, used for time-of-flight measurements
in the setup.

RAW Unpack level in land02.

ROLU Rechts-Oben-Links-Unten, veto detector for discriminat-
ing incoming ions to far from the beam centre.

S393 Identification number of the analysed experiment.

SCI2 SCIntilator 2, detector placed at the end of the FRS for
time-of-flight measurements.

SIS18 SchwerIonen Synchrotron, the synchrotron used to ac-
celerate ions to relativistic energies at GSI.
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SST Silicon Strip deTector, double-sided silicon strip detec-
tors placed around the target for tracking and energy-
loss measurements.

SYNC Unpack level in land02.

TCAL Unpack level in land02.

TFW Time-Of-flight Wall, array of plastic scintillator detec-
tors used for time-of-flight and energy loss measurements.

Tpat Number defining the triggers involved in the event.

TRACK Unpack level in land02.

the tracker Program used to track reaction fragments through AL-
ADIN to obtain mass of fragments and aligning detec-
tors.

UNILAC UNIversal Linear ACcelerator, first accelerator used be-
fore ions can be sent into the synchrotron.

XB Crystal Ball, the 4π-gamma detector made of 159 NaI(Tl)
crystals surrounding the target.
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