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Abstract. Players in a game are assumed to be totally rational and
absolutely smart. However, in reality all players may act in non-rational
ways and may fail to understand and find their best actions. In particular,
participants in social interactions, such as lotteries and auctions, cannot
be expected to always find by themselves the “best-reply” to any situa-
tion. Indeed, agents may consult with others about the possible outcome
of their actions. It is then up to the counselee to assure the rationality
of the consultant’s advice. We present a distributed computer system
infrastructure, named rationality authority, that allows safe consulta-
tion among (possibly biased) parties. The parties’ advices are adapted
only after verifying their feasibility and optimality by standard formal
proof checkers. The rationality authority design considers computational
constraints, as well as privacy and security issues, such as verification
methods that do not reveal private preferences. Some of the techniques
resembles zero-knowledge proofs. A non-cooperative game is presented
by the game inventor along with its (possibly intractable) equilibrium.
The game inventor advises playing by this equilibrium and offers a check-
able proof for the equilibrium feasibility and optimality. Standard veri-
fication procedures, provided by trusted (according to their reputation)
verification procedures, are used to verify the proof. Thus, the proposed
rationality authority infrastructure facilitates the applications of game
theory in several important real-life scenarios by the use of computing
systems.

1 Introduction

Game theory is based on the assumption that (at least, some) players play
rationally. This assumption is questionable in the face of the sophistication for
obtaining the best strategy in (even simple) games. Thus, the application of game
theory in real life is limited by the degree in which the players (who are rarely
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mathematicians, economic experts, or computer scientists) can understand the
meaning of the game rules and the way to act. One famous example is auctions
where every variant of an auction introduces the need for a new proof that, say,
reconfirms that the second price auction is the best to use [5,22]. We have in
mind a framework that will let the ordinary and inexperienced Joe and Jane
safely figure their best-reply.

Distributed computer systems can implement the rationality authority frame-
work that in turn, can enable (and ensure by audit schemes) rational behavior,
without sacrificing the players’ privacy, e.g., keeping the individual preferences
(utilities) private. The framework, as depicted in Fig. 1, includes:

– The game inventor, which may possibly gain revenues from the game. We
consider game inventors that create games for which they could predict the
best-reply and prove their feasibility and optimality to the players/agents.

– The agents are the game participants, for which they receive verifiable advices
on the feasible and optimal actions to take.

– The verifiers are trustable service providers that profit from selling general
purpose verification procedures, v(), (using formal methods and languages),
and therefore would like to have a good long-lasting reputation on being honest
in checking (a variety of) proofs. We note the possibility of having several
verifiers, such that their majority is trusted. The reputation of the verifiers
can be updated according to the (majority of their) results.

Fig. 1. The inventor sends the game
G with a procedure p() to the agents,
suggesting actions and proofs for the
optimality of the suggested actions. A
designated verifier v() sends verification
procedures to the agents to allow verifica-
tion of the proofs.

The verification procedures supplied
by the verifiers may be general purpose
procedures, not restricted to the context
of the rationality authority. They should
be able to check proofs [3] in an agreed
upon format, a detailed logic proof in 3-
SAT or Coq, probabilistically checkable
proofs, interactive proofs in the style of
zero-knowledge proofs, globally agreed
upon, and simple instructions for the
agents to check the proof (or even an
empty proof relying on the verifier pro-
cedure to check the suggested actions
in the style of nondeterministic Tur-
ing machines). The verifiers may use a
library for the specification of the solu-
tion concepts and inform the user con-
cerning the solution concept used and the consequences of the choice.

Verifying a best-reply could be as hard as computing it [24,29]. Computing
the best-reply is known to be intractable [6]. However, there are some cases in
which the game outcome is known, say, due to human innovation or statistically
emerging patterns [14]. For example, taxation authorities or system adminis-
trators can sometimes observe the outcome and advise the participants about
employing Nash equilibria, as in [32]. Thus, we may study the verification of
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such advised solutions, rather than only their (possibly unrevealed way of) com-
putation.

Online auctions have gained tremendous popularity in electronic commerce,
B2B applications, and Internet ad auction applications [11]. Much of the lit-
erature models these auctions as single stage games or as repeated games. In
some of our examples for the use of the rationality authority, we take a realistic
approach in which the agents join the game in some random order, rather than
participating in all game rounds (see Sects. 5 and 6).

Related Work

All agents are aware of the existence of the rationality authority as common
knowledge. Since it communicates with agents before they choose their actions,
one might view the authority as synchronization mechanisms that are used in
correlated equilibria [1] or as moderators that are used in multi-party computa-
tion [15]. However, the rationality authority is not trusted, where as synchroniza-
tion mechanisms are. Vis., the inventors must demonstrate their trustworthiness
and have only the (trusted) verifiers at their disposal. This assumption is directly
implied by the separation principles between the inventors and the verifiers.

Guerin and Pitt [19] present a framework for verification and compliance in a
multi-agent system. They discuss whether the verification depends on the infor-
mation that may be available (agent internals, observable behavior, normative
specifications) and the semantic definition of the communication language. More-
over, they consider the types of languages that permit verification and testing in
open systems where agents’ internals are kept private. Their analysis is useful in
enforcing compliance in open systems. Guerin [17] explains how to formally spec-
ify and verify subgame perfect equilibria. Tadjouddine [29] considers the com-
plexity of verifying an equilibrium. Tadjouddine shows that Nash and Bayesian
Nash equilibria can be verified in polynomial time. Moreover, dominant strategy
equilibrium is NP-complete. Other related work includes [18,20,28,30,31], to
name a few. None of the aforementioned results considers non-revealing verifica-
tion methods. In [9,10] we proposed the game authority, which is a self-stabilizing
middleware for assuring that all agents honestly follow the rules of the game.
In [8,9] we presented a self-stabilizing mechanism for deterring joint deviations.

Our Contribution

We propose the rationality authority infrastructure that separates the inter-
est, benefit and goals of the parties (game inventors, verifiers and agents) that
enables agents to take rational (feasible and optimal) actions. The separation
also includes the disjointment of the game inventor from game revenues and the
verifier from selling reliable verification procedures. We propose the following
specific case studies for the usefulness of the rationality authority framework.

– We explain how to use interactive theorem provers for verifying pure Nash
equilibria (Sect. 3).
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– We present an equilibrium verification method that does not reveal the agent
preferences, and by that, preserves the users privacy and secures their actions
when acting upon the advised equilibria. As a second case study, we present a
general 2-agents (bimatrix) game for which a unique Nash equilibrium exists
but it is hard to compute. For this game, we present a polynomial-time equi-
libria verifier with privacy guarantees. Namely, the verifier does not reveal the
agent preferences in a way that resembles zero-knowledge proofs [16] (Sect. 4).

– We present the participation game, which has an equilibrium that is hard to
compute without the game inventor advice. We show how to use the advice
for computing the game equilibrium and verify it (Sect. 5).

– We study competitive on-line games in which each agent joins the game at
a different time (as in [12]). The game inventor keeps statistical information
about past agent actions. Each agent, upon arrival, has to choose a strategy.
With probability p, the agent follows the inventor’s suggested strategy. With
probability (1 − p), it chooses a strategy based on its knowledge about the
strategic (off-line) version of the game. The inventor chooses a strategy for
the agent based on its statistics. When the inventor suggests a strategy, it
must convince the agent that the strategy is beneficial for it. To do so, the
inventor provides the agent with a formal proof that can be checked by a
trusted verifier (Sect. 6).

The rationality authority enables agents to identify and take rational choices.
Not only does the rationality authority verify the feasibility and optimality of
proposed equilibria, but it can also cooperate with the game authority proposed
in [9,10] that guarantees that the agents employ the strategy equilibrium by
following the game rules.

This work appears as a brief announcement in [7].

2 Preliminaries

We use N to denote the set of agents that rationally and unilaterally choose
an action from the set Ai, where i ∈ N is an agent. A preference relation,
�i, expresses the desire of the individual agent for one particular outcome over
another. For game, G, the relation �i refers to agent i’s preferences. We can
replace �i with a payoff/utility function ui : A → R, for which ui(a) ≥ ui(b)
whenever a �i b. Namely, ui is a function A → Z, which associates with the
strategies of each agent the gain of agent i, where A = A0 × · · · × An−1. We
represent single stage games, G, in their strategic form as 〈N,A = (Ai),�= (�i)〉
(or 〈N,A = (Ai)i∈N , U = (ui)i∈N 〉).

Profiles

A strategy profile (a strategy combination) a = (ai)i∈N is a strategy set, one
for each agent, that completely implies all game actions by specifying a single
strategy for each agent. We borrow from [27] also the notation of profiles that
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Types
2 n; number of agents

4 TSi; associate each agent with its number of strategies

6 Si; for each agent i,Si(i) is the strategy played by i

8 u;u(i,Si) (utility) is i′s gain for the strategy profile Si

10 Functions and Properties
change(Si,si, i); a strategy profile that is different from Si by the strategy si for agent i. Note that this function

12 can build all the strategies needed for proving that a strategy profile is a Nash Equilibrium

14 isStrat(n,TSi,Si); verifies the strategy profile′s size; ∀i ≤ n : Si(i) ≤ TSi(i)

16 eqStrat(n,Si1,Si2); checks equality of two strategy profiles; ∀i ≤ n : Si1(i) = Si2(i)

18 leStrat(n,u,Si1,Si2); checks incomparability of Si1 and Si2;∃i, j : ui(Si1) < ui(Si2)∧u j(Si2) < u j(Si1)

20 leStrat(n,u,Si1,Si2); checks Si1 ≤u Si2;∀i ≤ n : ui(Si1) ≤ ui(Si2)

22 Pure Nash Equilibrium (definitions)
isNash(n,u,Si,TSi); verifies that Si is a Nash equilibrium;

24

isStrat(n,TSi,Si)∧∀i ≤ n,si ≤ Si(i) : ui(Si) ≤ ui(change(Si,si, i))
26

isMaxNash(n,u,Si,TSi); checks isNash∧∀ Nash equilibrium S′i : Si ≤s S′i
28

Verifying a Nash Equilibrium (proof scheme)
30 allStrat;∀Si : isStrat(n,TSi,Si) → eqStrat(n,Si,Si1)∨ eqStrat(n,Si,Si2)∨ . . .eqStrat(n,Si,Sim), where {Si j} j≤m

are possible strategies
32

allNash;∀Si : isNash(n,u,Si,TSi) → eqStrat(n,Si,NSi1)∨ eqStrat(n,Si,NSi2)∨ . . .eqStrat(n,Si,NSim),
34 where {NSi j} j≤m are Nash equilibrium

36 NashMax;∀Si : isNash(n,u,Si,TSi) → leStrat(n,u,Si,NSi)∨noComp(n,u,Si,NSi)

Fig. 2. Definition of the game model and its equilibria. These definitions are used for
verifying Pure Nash equilibria.

do not include the strategy of a single agent, i.e., (a−i, ai), as well as the profile
of action sets, A−i. We say that the strategy profile s ∈ A is greater than s′ ∈ A
if ∀i ∈ N : ui(s) ≥ ui(s′). We denote s ≥u s′.

Nash Equilibria

A strategy profile s ∈ A is a pure Nash equilibrium of game G = 〈N,A =
(Ai),�= (�i)〉, if ∀i ∈ N , ∀s′

i ∈ Ai, ui(s) ≥ ui((s−i, s
′
i)). We say that a pure

Nash equilibrium (PNE) s is maximal if for any pure Nash equilibrium s′, we do
not have s′ ≥u s.1 A game may not possess a PNE at all. However, if we extend
the game to include mixed strategy by allowing each agent to choose its strategy
with certain probabilities (and if we extend the payoff functions ui to capture
expectation), then an equilibrium is guaranteed to exist [23].

1 Similarly, we can define the minimal Nash equilibria; s is minimal if for any pure
Nash equilibrium s′, we do not have s′ ≤u s.
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3 Verifying a Nash Equilibrium Using Coq

Agents are expected to act rationally. We consider agents that are offered a
strategy for which optimality is claimed. In order to familiarize the reader with
equilibria verification, we briefly explain how to verify that a strategy profile,
NSi, is a maximal Nash equilibrium. The proof presented in this section enumer-
ates all strategy profiles, i.e., intractable with respect to both time and space for
an unbounded number of agents or strategies (Sect. 4 addresses these important
complexity issues). We sketch the proof of a pure Nash equilibrium using the
theorem prover, Coq [2]. We use Coq because it is a standard and well-tested
theorem prover.

The proof sketch considers the definitions that appears in Fig. 2. We note
that Proposition all strat (line 30) enumerates all strategy profiles. The proof
of Proposition all strat (line 30) is demonstrated by destructing all Si(i) as long
as Si(i) ≤ TSi(i), and then concluding that the equality exists with one of the
strategies enumerated. The next step is to show that NSi is an equilibrium.
Then, we enumerate all Nash equilibria (constructing a proposition for each of
them). For each enumerated strategy in the Proposition all strat (line 30), if
it is an equilibrium, we use the corresponding proposition, if it is not, we show
a counter-example (i and si such as u(i, Si) < u(i, change(Si, si, i))). NSi’s
optimality is showed by verifying that there is no equilibrium Si greater than
the equilibrium NSi (Proposition Nash max, line 36). Proposition Nash max
assume that we are looking for a maximal equilibrium and in the opposite case
we just have to change le strat(n, u, Si,NSi) with le strat(n, u,NSi, Si)).

4 Provable Rationality Using Interactive Proofs

We study a 2-agent game, defined by the n × m matrices A,B of the payoffs
of the two agents. Broadly speaking, the equilibrium is hard to compute. We
present two interactive proofs that lead to an easy polynomial-time verification.
The second proof also has privacy guarantees.

Case Study: A General 2-agent Game with Privacy Guarantees

We now turn to consider a 2-agent game, defined by the n × m matrices A,B of
the payoffs of the two agents (the row agent , whose pure strategies are the n
rows, and the column agent, whose strategies are the m columns). Here an equi-
librium is, in general, hard to compute, i.e., complete in the complexity class
PPAD, see [6]. However, the interactive proofs P1 and P2 (Figs. 3 and 4, respec-
tively) lead to an easy polynomial-time verification with privacy guarantees in
the case of P2.

Lemma 1 shows that P1’s verifier algorithm has polynomial time complexity.
The proof follows from the second Nash theorem [23], i.e., that for each strategy
of the row agent in the support S1 the expected gain should be the same and no
less than the expected gain for strategies not in the support. It is easy to state
the Verifier for the column agent.
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Prover (inventor): Provide each agent the agents’ supports, i.e., strategy profiled played with
non-zero probabilities.
Verifier of the row agent i: Let the support S2 of the other agent (the column agent) be
{ j1, . . . , jk}. Let y j1 , . . . ,y jk be the Nash probabilities of the column agent. Let S1 be the
support of the row agent and S1 = {i1, . . . , i�}. The verifier solves the linear system (1) and
verifies that 0≤ yt ≤ 1 for all t ∈ { j1, . . . , jk} and also that, for each row i /∈ S1, the expected
gain y j1A(i, j1)+ · · ·+ y jkA(i, jk) < λ1.

λ1 = y j1A(i1, j1)+ y j2A(i1, j2)+ · · ·+ y jkA(i1, jk) (1)

...

λ1 = y j�A(i�, j1)+ y j2A(i�, j2)+ · · ·+ y jkA(i�, jk)

yi1 + · · ·+ y jk = 1

Fig. 3. Interactive prover P1.

Prover (inventor): Send to each agent just its support, its probabilities, and the values λ1,λ2.
Verifier of the row agent i: Agent i ∈ {1,2} asks the prover for two random indices j1, j2.
If the prover is honest, it will return whether j1 is in S2 (or not) and whether j2 is in S2 (or
not). Then the verifier computes the expected gains of the other agent for the two indices,
λ2( j1) and λ2( j2). The verifier can then check whether
• “both j’s in S2”, i.e., λ2( j1) = λ2( j2) = λ2, and
• “1-in/1-out”, say j1 is in, i.e., λ2( j1) = λ2 ≥ λ2( j2).
The test is inconclusive for both j1, j2 /∈ S2 but at least one will be in with probability at least
1/n. Thus, on average, O(n) random queries of the verifier will verify the equilibrium play.

Fig. 4. A private proof P2.

Lemma 1. The interactive proof P1 has verifier complexity of time LP (n,m)
(where LP is the time of a linear program solver of at most n equations and m
unknowns) and the number of bits communicated is O(n + m).

Proof Sketch. The verifier must solve a linear system of k + 1 equations and
k + 1 unknown variables, where k ≥ max(n,m) as implied by Fig. 3. Also, the
prover just sends the two support sets (indices); each is less than max(n,m) in
cardinality. Thus, it can actually send a vector of zeroes and ones, where the
ones indicate the support indices. �

Note that our proof P1 reveals both equilibrium supports to each agent.
However, P1 does not need to explicitly send any probability values. Moreover,
the verifier algorithm P2 extends P1, still has a polynomial time, and yet does
not reveal to any agent the Support (or probability values) of the other agents!

Remark 1. We can generalize the scheme of P1 and P2 to n agents. The prover
provides the support sets S1, . . . , Sn to all. The verifier of each agent then solves
the corresponding polynomial system to find the Nash equilibrium probabilities.
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Remark 2. The interactive proof P2 does not reveal the actual equilibrium to
either agent. Namely, the row agent, for example, cannot in general compute the
Support (and hence the probability values) of the column agent if the row agent
knows λ1, λ2 and its own Support and probabilities. To see this, consider the
example in Fig. 5. Assume that the prover sends to the row agent its Support
S1 = {A}, its probabilities pA = 1, pB = 0, its payoff λ1 = 1, and the payoff
of the column player λ2 = 1. Then, the row agent cannot conclude which is the
actual equilibrium, since it is easy to see that any probabilities qC , qD of the
column agent such that qC + qD = 1, q ≤ 1/2, qC ≥ 0, qD ≥ 0 correspond to
Nash equilibrium probabilities with λ2 = 1.

Remark 3. In the case of large supports, e.g., θ(n), our verifier can test the equi-
librium in a constant, k, number of queries, because the probability is constant
in each case. Note that one can get the other’s support via n queries, i.e., each
query asks “is j in the other’s support?” for all j to get all the support of the
other agents. Thus, our verifier has a definite advantage in this case of large sup-
ports. The proposed test is always sublinear in n, except for the case of constant
size supports.

C D

A 1, 1 1, 1
B 0, 1 2, 0

Fig. 5. A bimatrix game example.

5 Equilibrium Consultant with Provable Advices

We present the Participation game in which c is the auction participation fee
and no gain is offered to the solo participant. The game’s equilibrium is hard to
compute without the rationality authority’s advice. We explain how the agent
can use the advice for computing the game equilibrium and verify the rationality
authority’s advice.

Consider n firms that are eligible to participate in an auction. The auction
rules are:

– A firm f gets a value v > 0 if at least k = 2 firms choose to participate and
f chooses not to.

– A firm f gets a value v − c > 0 when at least k = 2 firms participate and f is
one of them.

– If nobody participates, then each firm gains zero.
– If firm f participates but the total number of participants is less than k, then

f pays c > 0.
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The Participation game is a symmetric game and thus, by Nash’s theorem [23],
it has a symmetric Nash equilibrium in which each firm decides to participate
or not with probability p independent of the others.2 The equilibrium stability
implies equality between the expected payoffs of a firm f for participating and
for not participating:

(v − c) · Pr{at least 1 other participates |f participates} − (2)
cPr{no other firm participates |f participates} =
v Pr{at least 2 other firms participate |f does not} +

0 · Pr{at most 1 other firm participates |f does not}
Equation (2) defines the equilibrium’s probability p. Thus, the verifier can verify
Eq. (2) by computing Eq. (3).

(v − c) · A + (−c) · B = v · C + 0 · D, (3)

where

A = Pr{at least 1 other firm participates | f participates} = 1 − (1 − p)n−1

B = Pr{no other firm participates | f participates} = (1 − p)n−1

C = Pr{at least 2 other participate | f does not} = 1 − (1 − p)n−1 − (n − 1)p(1 − p)n−2

D = Pr{at most 1 other participates | f does not} = (1 − p)n−1 + (n − 1)p(1 − p)n−2

In fact, our simple example defines an easier job for the verifier since Eq. (3)
gives Eq. (4).

(v − c) − (v − c)(1 − p)n−1 + (−c)(1 − p)n−1 = v − v(1 − p)n−1 − v(n − 1)p(1 − p)n−2

(v − c) + (−v + c − c)(1 − p)n−1 = v − v(1 − p)n−1 − v(n − 1)p(1 − p)n−2

(v − c) − v(1 − p)n−1 = v − v(1 − p)n−1 − v(n − 1)p(1 − p)n−2

c = v(n − 1)p(1 − p)n−2 (4)

For c
v = 3

8 , n = 3, and p = 1
4 , the firm’s expected gain is v

(
1 − (

3
4

)2 − 2 · 1
4 · 3

4

)
=

v
16 . In the case of any k, the prover still has to provide each firm with the equilib-
rium value of p and the verifier asserts Eq. (5).

(v − c) · Ak + (−c) · Bk = v · Ck + 0 · Dk, where (5)
Ak = Pr{at least k firms participate | f participates}
Bk = Pr{at most k − 1 firms participate | f participates}
Ck = Pr{at least k firms participate | f does not}
Dk = Pr{at most k − 1 firms participate | f does not}

Note that, now, p’s value is hard to compute but, once it is given, it is easy to
compute the conditional probabilities Ak, Bk, and Ck and verify the equilibrium
2 We assume that firms do not differ significantly (or that they are aware of any

difference among themselves) and thus a symmetric equilibrium, in which each firm
participates with probability p > 0, is natural to assume.
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play in which a firm expects to get the same by using p to decide whether to play.
Also note that for the Participation game, and for symmetric games in general,
the players can cross-check that the prover has sent the same probability p to each
of them, since it might be the case that more than one symmetric equilibrium
exists. The existence of multiple equilibria would allow a dishonest prover to send
different probabilities to the players, with each probability corresponding to a
different symmetric equilibrium.

On-line Participation. Let us again assume that k = 2 and consider the case in
which firms need to decide about their participation at different times. If firm f
is the last to choose, the prover’s “proof” is either p = 1, when at least one other
firm has entered the game, or p = 0 otherwise. If the advice is p = 1, firm f will
gain v − c = 5v

8 and if p = 0, firm f will gain v. In both cases, f gains more
in “on-line” advice in this setting. However, this verification method reveals the
number of firms that have already played.

Of course, such advice favors the late arriving agents. But if the order of
arrivals is random, the expected gain of any firm after advice is at least 1

3 · 5v
8 =

5v
24 , still better than v

16 in the off-line case. On the other hand, false advice to
the last agent, i.e., a flip of the value of p, will result in a loss! Thus it is crucial
here to verify that the advice given by the prover is truthful. Namely, that it can
lead to a best-reply given past history.

6 On-line Network Congestion Games

We study competitive games in a setting in which each agent joins the game at
a different time (on-line games [12]). The game inventor, named the inventor,
keeps statistical information about past agents. Each agent, upon arrival, has to
choose a strategy. With probability p, the agent follows the inventor’s suggested
strategy. With probability (1 − p), it chooses a strategy based on its knowledge
about the strategic (off-line) version of the game. The inventor chooses a strategy
for the agent based on its statistics. When the inventor suggests a strategy, it
must convince the agent that the strategy is beneficial. To do so, we assume that
the inventor provides the agent with a formal proof that can be checked by a
trusted verifier (as in Sect. 5).

After defining an online variation of congestion games, such as [13], we present
a greedy strategy for choosing a path based on the inventor’s statistics. Let us
consider a communication network, N = (V,E, (de)e∈E), where V is the set of
nodes, E is the set of arcs, and de : R+ → R+ is a non-decreasing function for
each e ∈ E, indicating the delay on arc e as a function of its congestion, i.e., the
total load on it. Initially, the set of agents (the network users) is unknown to
the inventor, which in the case of on-line congestion games is the operator of the
network. We assume, however, that the number of agents, n, is known. Each agent
i, at some point τi, joins the network and chooses a path πi from a source node
si ∈ V to a sink node ti ∈ V to route its load wi ∈ R+. The decision of each agent
on the path is irrevocable. Let [i] = {1, . . . , i}. The configuration of the network
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a

b

c

d

k+1 k+1

k k

a

b

c

d

k+1 k+1+1

k k

Fig. 6. An example in which the delay of each edge e is de(x) = x. Consider unit loads,
and agent 2k+1 that chooses a path from a to d. Observe that each edge has congestion
k. A best-reply for agent 2k + 1 would be a → b → d (shortest path). Suppose that
the next agent to enter the network, agent 2k + 2, has to choose a path from b to d.
Its only option is the path b → d. Therefore, at time τ2k+2, the delay experienced by
agent 2k +1 is 2k + 3, while its best-reply would be path a → c → d with a total delay
of 2k + 2.

at time τi (right after agent i joins) is π(i) = (πj)j∈[i]. Given a configuration
π(k), let We(π(k)) =

∑
j∈[k]:e∈πj

wj denote the total load on arc e ∈ E. At time
τk, the total delay experienced by agent i is then λi(π(k)) =

∑
e∈πi

de(π(k)).
The goal of each agent is to choose a path, πi, from si to ti so that λi(π(n))

is minimized in N . However, an agent i ∈ [n − 1] cannot be aware of the final
configuration π(n). At time τi, its best-reply is to choose a shortest path from
si to ti, but this path cannot remain a best-reply for agent i at time τn when
the game ends. To see this, consider the network shown in Fig. 6. The goal of
the inventor is to minimize total congestion Λ(π(n)) =

∑
e∈E de(π(n)).

Choosing a Path Based on the Inventor’s Statistics

The question now is, how should an agent choose its path since it is not aware
of the final configuration. We let each agent i have two options: either to choose
a shortest path given π(i − 1), or to ask the inventor for a suggested path.

What is the statistical information that the inventor maintains? We consider
two cases: In the first case, the inventor has prior knowledge about the loads
of the agents, knows for example that they are drawn from some particular
probability distribution. In the second case, the inventor dynamically updates
its information about the loads. That is, at each time τi, assuming that the total
number of agents n is known, the inventor knows that loads w1, . . . , wi have
appeared, and expects for example (n − i) loads of expected value

∑i
k=1 wk

i .

Greedy Strategies for Parallel Links

Assume that the network consists of a set [m] = {1, . . . m} of m parallel links
from a source node s to a sink node t. What is the best-reply of agent i of load
wi that arrives at time τi? The best-reply is not necessarily the least loaded link
at time τi, because agent i knows that the game has not ended, and expects n− i
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Fig. 7. The number of links (x-axis) and the iteration percentage (y-axis) in which the
final assignment is strictly better, w.r.t. makespan, than the greedy strategy, see also
Remark 4. We consider 1000 agents, uniform load distribution in [0, 1000], the number
of (equispeed) links is m = 2, . . . 500.

loads to arrive. Namely, at time τi, agent i knows: (1) The total congestion on
each link by time τi, (2) Its own load wi, and (3) That n − i loads are expected
to arrive.

We simulate a simple on-line congestion game where all agents ask the inven-
tor, i.e., p = 1 (see Fig. 7). We compare the greedy strategy (each agent on
arrival chooses the least loaded link) to the strategy suggested by the inventor:
The inventor takes into consideration the fact that more agents are expected.
For each agent i, the inventor computes the average load wi that has appeared
so far.3 Given the congestion on the links by time τi, agent i computes a Nash
equilibrium assignment of its own load wi and of n − i loads wi. Namely, each
load is assigned to the least loaded link, greatest load first. Then the inventor
suggests that agent i choose the link that is suggested by that Nash equilibrium
assignment. The greedy strategy is natural to assume while it also offers a per-
formance guarantee (see Lemma 2); however, it is clear from the figure that it
is outperformed by the strategy suggested by the inventor. The lemma refers to
the term makespan, which is the maximum load on any link.

Lemma 2 (Greedy Strategy). Let L1, . . . Lm be the total loads of links 1, . . . m
when all agents have entered the game. Lj ≤ (

2 − 1
m

) · OPT , where OPT is the
optimum makespan (given all wi’s).

Proof. Let Lij be the total load of link j right after agent i enters the game.
Clearly, Lj

n = Lj . Let ij be the last agent of load wij that is assigned to link j.

3 One can consider a way in which the agents can know that the inventor is not
cheating about the average loads. For example, the system can require the inventor
to publish the average loads with its signature at each round. In everyone record,
then the inventor is kept responsible when found cheating, as in [10].
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Since each agent chooses the least loaded link at the time it enters the game,
Expression (6) holds for any link j.

Lj
ij−1 ≤ Lk

ij−1 ∀k ∈ [m] \ {j} Lj
n − wij ≤ Lk

n ∀k ∈ [m] \ {j}
Lj

ij
− wij ≤ Lk

ij
∀k ∈ [m] \ {j} Lj − wij ≤ Lk ∀k ∈ [m] \ {j}

(6)

Expression (7) completes the proof by summing for all k ∈ [m] \ {j}.

(m − 1)(Lj − wij ) ≤
n∑

i=1

wi − Lj (7)

Lj ≤
∑n

i=1 wi

m
+

m − 1

m
wij ≤

∑n
i=1 wi

m
+

m − 1

m
max

i
wi ≤

(
2 − 1

m

)
· OPT

Remark 4. Note that in Fig. 7, we plot the percentage of iterations where the
strategy suggested by the inventor outperforms the greedy strategy. Each itera-
tion involves an experiment, which considers random numbers, i.e., the agents’
loads. The chart illustrates that, for sufficiently large number of links, obeying
to the inventor’s suggestion outperforms greediness in the vast majority of iter-
ations. Note that we also observe particular cases in which the greedy strategy
outperforms the inventor, e.g., in the experiment with 332 edges, the inventor
was better at 99% of the cases than the greedy strategy.

7 Discussions

This work studies the rationality authority infrastructure for encouraging com-
puter agents to identify and make rational choices that are feasible and optimal.
The agents can use this infrastructure for consulting with possibly biased game
inventors. The agents verify these advices by using the verification procedures.

Anecdotes

There is a story about two folks, Ron (the rational) and Norton (the irrational),
who walk in a far away road in the middle of a rainy night. At some point
they both decide to sleep. Ron chooses to sleep on the muddy side of the road,
in order to avoid cars that may drive in the paved part of the road. Norton
decides to sleep on the more convenient paved part. A car arrives, the driver
sees Norton at the last minute, and turns to the side of the road, exactly where
Ron decided to sleep. . . Later, Norton may claim that he could not predict the
influence of his irrational action on Ron. The existence of rationality authority
suggests the way to act and produces a check-able proof for the optimality of the
suggestion, eliminates the possible validity of Norton’s excuse and may be used
(after auditing Norton’s actions) to blame Norton for not using the rationality
authority results to act rationally.

The theory of non-cooperative games considers agents that are capable of
identifying and making rational choices. However, non-cooperative game analy-
sis is complicated; it is the subject of extensive theoretical study [27]. In certain
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games the ingenious observations that are needed in order to figure the game
outcome are even beyond the computer’s capabilities; many solution concepts
have no polynomial time decidability [26]. Such difficulties could be circumvented
when the game inventor has additional capabilities that enables the game inven-
tor to compute and propose solutions.

We consider game inventors that may have conflicts of interest with the
agents and attempt to misadvise them. Therefore, we require the game inventor
to equip the agents with a procedure to determine their actions for the game
and with a procedure that produces a rationality proof of the chosen actions.
The agent privately uses the procedures for choosing actions, possibly without
revealing their preferences (utilities). The agents may suspect that the supplied
procedures are biased or incorrect, as the inventor may benefit from the game.
Thus, the outcome of the procedure that defines the actions and the outcome
of the procedure that supplies the proof for the rationality of the chosen actions
are checked using proof verification procedures (that are possibly provided by
several verifiers).

The rationality authority design considers computational constraints as well
as computer security considerations. The game inventor that suggests the actions
and proofs, supplies procedures that are executed by the agents on their com-
puters, where users execute the procedures, with their preferences (utilities),
that are unknown to the rest of the world. To prevent information leakage, the
agents may protect the activity in their computers by isolating them from the
communication network. The rationality authority is designed to enable ratio-
nal behavior of agents, whether they are humans or processes acting as part of
electronic commerce.

Consider lottery with x raffle tickets to be sold. When the lottery is fair, the
possibility to win, after buying a raffle ticket, is 1/x. Suppose that the (game
inventor, which is the) lottery company, knows that there are fake raffle tickets,
which are almost indistinguishable from the valid ones. The lottery company
knows that these fake tickets are being sold in a certain geographic area A . The
lottery company can advise the lottery participants to avoid buying tickets sold
in area A , supplying convincing proofs for identifying these fake raffles. By doing
so, the lottery company allows the lottery participants to keep their chances at
1/x. In this case, the information disclosure is minimal but very useful to the
agents. The rationality authority can support such scenarios.

Conclusions

We focus on verification methods that do not violate the agents’ privacy by
revealing their preferences (utilities). Autonomous agents do not voluntarily
reveal their preferences, because it could jeopardize the success of their actions.
Moreover, even when such preferences are known to a trusted third party, secu-
rity concerns and privacy restrictions limit the use of such information. This
work presents examples in which such parties privately consult the agents using
knowledge that only they have, as in [32], and yet offer proof for their advices,
unlike [32]. Moreover, the local equilibrium verification allows us to consider a
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more general scenario in which the agents have private and public preferences
(as in [25]). Future research can further investigate efficient private verification
of online games and online best replies [24].

Once the rationality authority requirements are satisfied, a game authority [9,
10] can guarantee that all agents take rational and honest actions; actions that
follow the game rules. Moreover, actions of dishonest game inventors, agents, and
verifiers can exclude the participant from acting in games and can be reported
to a reputation system that audits their actions (e.g., see [8,9]).

The ordinary Joe and Jane do not have sufficient experience or the aca-
demic background for choosing best-replies and “perfect” maximum expected
utility [21]. Interestingly, they are assured of making the right choice when using
the rationality authority.
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