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High-density two-dimensional electron gas (2DEG) can be formed at complex oxide interfaces

such as SrTiO3/GdTiO3 and SrTiO3/LaAlO3. The electric field in the vicinity of the interface

depends on the dielectric properties of the material as well as on the electron distribution.

However, it is known that electric fields can strongly modify the dielectric constant of SrTiO3 as

well as other complex oxides. Solving the electrostatic problem thus requires a self-consistent

approach in which the dielectric constant varies according to the local magnitude of the field. We

have implemented the field dependence of the dielectric constant in a Schr€odinger-Poisson solver

in order to study its effect on the electron distribution in a 2DEG. Using the SrTiO3/GdTiO3 inter-

face as an example, we demonstrate that including the field dependence results in the 2DEG

being confined closer to the interface compared to assuming a single field-independent value

for the dielectric constant. Our conclusions also apply to SrTiO3/LaAlO3 as well as other similar

interfaces. VC 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4935222]

It is by now well established that a two-dimensional

electron gas (2DEG) can form at the interface between two

oxides. At SrTiO3/GdTiO3 (STO/GTO)1 and SrTiO3/LaAlO3

(STO/LAO)2 interfaces, the high-density electron gas arises

from the polar discontinuity2,3 present at the interface

between a polar and a non-polar material; this provides 0.5

electrons per interface unit cell,4,5 corresponding to a maxi-

mum sheet carrier density of 3.3� 1014 cm�2, which has

indeed been observed at the STO/GTO interface.1 Similar

high sheet carrier densities have been observed at c-Al2O3/

STO interfaces.6 Several other oxide interface combinations

have been experimentally investigated,7–12 and more have

been predicted.5 Such structures could be used in novel

devices analogous to current heterostructure field effect tran-

sistors,13–15 but with an order of magnitude higher charge

density. In addition, the metal-insulator transitions present in

some of these complex oxides could enable Mott transis-

tors16 with large on/off ratios and femtosecond switching

speeds.

The confinement of carriers in an interfacial potential

well [inset of Fig. 1] is associated with the presence of a

large electric field. The potential profile that confines the car-

riers is dependent on the dielectric properties of the material.

In many complex oxides, including STO, the dielectric prop-

erties depend strongly on the electric field,17–19 due to the

presence of a soft optical phonon mode.20,21 Given that the

electric field affects the dielectric properties and that the

dielectric properties in turn affect the electric field, modeling

of the interface based on a Schr€odinger-Poisson (S-P) solver

should take the field dependence of the dielectric constant

into account in a self-consistent manner. Till date, only a

few analyses and simulations21–24 have accounted for this

field dependence at the interface that confines a 2DEG.

Taking the field dependence of the dielectric constant into

account is not only important in simulations but also neces-

sary for the correct interpretation of experimental C–V meas-

urements at large applied voltages.25

In this letter, we perform Schr€odinger-Poisson simula-

tions to study the effect of the field-dependent dielectric con-

stant of STO on the 2DEG confined at the interface of STO/

GTO. The simulations are based on parameters obtained

from first-principles calculations. While we consider the

FIG. 1. Dielectric constant as a function of the electric field. The dashed line

is determined by fitting Eq. (1) to the experimental measurements of

Ref. 19. These experimental data points are not continuous as they were

obtained from 3 different samples. The solid line is determined by integrat-

ing over the field, as expressed in Eq. (2). The inset shows a schematic band

diagram of the confinement of a 2DEG at an interface between STO and a

barrier material. The band bending reflects the presence of an electric field.
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STO/GTO heterojunction with the full 2DEG density of

3.3� 1014 cm�2 as an prototypical example,26 the physics

described here is more general, and the conclusions are ap-

plicable to other heterojunctions with a 2DEG confined in

STO, as we will explicitly verify by simulations for a STO/

LAO interface. Our goal is to produce results that can aid in

interpreting experiments (e.g., capacitance measurements)

and also to provide insight into the physical mechanisms and

phenomena that result from the field dependence.

The dependence of the dielectric constant on electric

field is taken from experiment19 (data points in Fig. 1). In

principle, this dependence can also be obtained from first-

principles calculations, but in practice this requires a large

effort that has been executed in only very few instances till

date23 and then only at 0 K. The dielectric constant is

actually strongly temperature dependent,17–19 and since the

main interest is in devices that operate at room temperature,

it is most appropriate to work with the experimental data19

that were obtained at room temperature.

Our simulations are based on the nextnano3 code,27

modified to implement a field-dependent dielectric constant.

The code solves for the electrostatic potential, charge den-

sity, and Fermi level (EF) across the heterojunction. The

input parameters include electron effective masses (1.0 me,

fitted to reproduce the density of states obtained from density

functional theory with a hybrid functional4) and the static

dielectric constant of GTO (e¼ 30). The static dielectric con-

stant of STO is implemented as a variable that depends on

the electric field. Further details of the implementation are

described below. The band gaps of GTO and STO are

2.05 eV and 3.27 eV, respectively; the conduction-band off-

set is 1.47 eV.5 The heterojunction was simulated with

500 nm of STO on one side interfaced with 500 nm of GTO.

No background doping was assumed; we explicitly checked

that uniform doping of the STO up to levels of 1� 1018 cm�3

made no difference to the results (change in e smaller than 1

in the region of the highest field). The intrinsic 2DEG of den-

sity 3.3� 1014 cm�2 was simulated by introducing dopants

with a concentration of 1.6� 1022 cm�3 in a 0.2 nm region

on the GTO side of the interface.

Obtaining the field dependence of the dielectric constant

from experimental data requires careful consideration of its

physical meaning. For linear media, the dielectric constant is

the proportionality factor between the electric displacement

D and the electric field E, D ¼ eE. More generally, for

non-linear media, e depends on the electric field as well, and

therefore the previous linear equation should be replaced

with a derivative equation: dD ¼ edðEÞdE, where the sub-

script in edðEÞ indicates its derivative nature. We obtained a

functional form for the field-dependent dielectric constant by

fitting the results of van der Berg et al.19 to an empirical

equation of the following form:

ed Eð Þ ¼
300; E � 0:27 MV=cm

dD

dE
¼ ae�bE þ ce�fE; E > 0:27 MV=cm;

8<
: (1)

where a¼ 358.50, b¼ 1.84 cm/MV, c¼ 83.84, and

f¼ 0.15 cm/MV are fitting parameters. At this stage, careful

attention should be focused on the form in which the Poisson

equation is implemented in the Schr€odinger-Poisson solver.

In some codes, the Poisson equation is implemented as

E ¼
Ð

dr½q=edðEÞ�, and edðEÞ can be used directly. However,

other codes (including the nextnano3 code we use) imple-

ment the Poisson equation as r � D ¼ r � ½eðEÞE� ¼ q, and

therefore, require a dielectric constant that is obtained by

integrating Eq. (1) and computing eðEÞ ¼ 1
E

Ð
dD
dE dE

e Eð Þ¼
300; E� 0:27MV=cm

� 1

E

a

b
e�bEþ c

f
e�fE�719:307

� �
; E> 0:27MV=cm:

8><
>:

(2)

The experimental data19 (three separate curves corre-

spond to three different samples), our fit to the data, and the

integrated eðEÞ are all shown in Fig. 1. For electric fields

smaller than 0.27 MV/cm, STO behaves as a linear medium;

therefore, the dielectric constant remains constant at 300 in-

dependent of the field, and the dD/dE and D/E curves

coincide.

In practice, the nextnano3 code assumes linear media

when solving the S-P equation. To mimic a non-linear

medium, we partition the STO region of the device into

regions with width of 0.1 nm up to 10 nm from the interface,

and regions with width of 1 nm between 10 nm and 50 nm

from the interface. The remaining STO region formed one

partition. For the first iteration, all the partitions of STO are

assigned a dielectric constant of 300. At the end of each iter-

ation, the electric fields in different regions are obtained

from the solution of the S-P solver. Within each region, the

average value of the electric field is then used to calculate

the corresponding dielectric constant from Eq. (2). The next

S-P iteration is then performed using the dielectric-constant

values assigned to each of the regions, and the electric field

is recalculated. We iterate this procedure until the change in

the dielectric constant for each region is smaller than 0.01 in

consecutive S-P iterations. The converged result is shown

in Fig. 2. We checked that the partitioning of the STO into

regions was fine enough not to affect the results.

We find that the electric field reaches a maximum of

20.50 MV/cm at the STO/GTO interface and rapidly

decreases away from the interface. In the region of high

FIG. 2. (a) Calculated electric field near the STO/GTO heterojunction. The

junction is located at 0 nm. (b) Corresponding dielectric constant, as deter-

mined from Eq. (2) using the calculated average electric field in each region.
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electric field, a corresponding reduction in the dielectric con-

stant is observed [Fig. 2(b)]. Near the interface the dielectric

constant in STO is 37 and away from the interface, it

increases to the low-field value of 300. Our numerical

approach required a discretization of the dielectric constant;

due to the large electric fields near the interface and the ex-

ponential dependence of e on the field, adjacent regions

within a few Å of the interface exhibit large differences in

dielectric constant values. This results in discontinuities in

the electric field curve near the interface (as D is required to

be continuous). Regardless, the values for the electric field

and the dielectric constant within each region elucidate the

real physical mechanism involved.

The proper treatment of the field dependence of the

dielectric constant has a distinct effect on the distribution of

electrons within the 2DEG. In Fig. 3, we compare the elec-

tron distribution obtained by taking the field dependence into

account with the distribution that is obtained using the tradi-

tional assumption of a field-independent dielectric constant

(with a value of 300). The field dependence reduces the

value of the dielectric constant, and from Poisson’s equation

a smaller dielectric constant results in a larger electric field.

Therefore, we expect that taking the field dependence of e
into account will result in larger electric fields and hence

increased band bending as well as stronger confinement of

the 2DEG; this is indeed borne out by our simulations,

shown in Fig. 3. If a constant e is assumed, the 2DEG has a

peak density of 1.82� 1021 cm�3 located 0.62 nm away from

the interface, and EF lies 0.44 eV above the conduction-band

minimum (EC) at the interface. The maximum value of the

electric field is 2.17 MV/cm, which leads to a reduction of

the dielectric constant [Eq. (2)]. Accounting for this field

dependence increases EF to 0.85 eV above EC and causes the

peak in the 2DEG density to shift closer to the interface by

0.29 nm compared with the field-independent case. The peak

value of the 2DEG density also increases to 2.66� 1021 cm�3

(see Table I), and its width is distinctly narrowed compared

with the constant-e case. Since the screening wavevector in a

2DEG is inversely proportional to the dielectric constant,28

the screening length follows the variation of the dielectric

constant [Fig. 2(b)]. The increased electron density also could

lead to more electron-electron scattering;29 in addition, the

closer proximity of the electrons to the interface may lead to

increased interfacial scattering.

For systems other than STO/GTO1 and c-Al2O3/STO,6

experimentally reported 2DEG densities2,13,14 are smaller

than 3:3� 1014 cm�2; one possible reason for this reduction

is the transfer of electrons from the interface to surface states

on the polar material.30 It is therefore of interest to address

the variation in dielectric constant and band bending for a

range of systems with different 2DEG densities; the results

are shown in Table I. We find that 2DEG densities smaller

than 1� 1013 cm�2 leave the dielectric constant unaltered

from its low-field value over the entire STO region. In

2DEGs with higher densities, the peak position of the 2DEG

shifts towards the interface and its peak value increases. This

is accompanied by a larger band bending and hence a larger

electric field that decreases e.
Very similar results were obtained for the STO/LAO

interface, in line with existing estimates based on solving the

Poisson equation.24 This interface differs from the STO/

GTO interface by the conduction-band offset being 1.89 eV

instead of 1.47 eV. The similarity of the results indicates that

the effect of the field dependence is not sensitive to the na-

ture of the wide-band-gap oxide that provides confinement to

the 2DEG occurring in STO.

In conclusion, we have studied the effects of the field

dependence of the STO dielectric constant on fields and elec-

tron distributions in the 2DEG occurring at complex-oxide

interfaces. We used Schr€odinger-Poisson simulations that

self-consistently solve for the electric field and the dielectric

constant, with parameters obtained from first-principles cal-

culations along with experimental data for the field depend-

ence. The STO/GTO interface was used as a prototypical

interface for our study, but our results apply more generally

to other STO interfaces containing a 2DEG such as STO/

LAO, as they are not sensitive to the barrier material confin-

ing the 2DEG. The effect of the field dependence is signifi-

cant, leading to enhanced confinement and increased density

of charge carriers closer to the interface. These insights and

qualitative results will aid in understanding and analyzing

the distribution of charge carriers.

FIG. 3. Electron distribution at the STO/GTO interface (left axis, dashed

lines) assuming either a constant dielectric constant (e¼ 300) or a field-

dependent e. The corresponding conduction-band profile is shown in solid

lines (right axis).

TABLE I. Field-dependent properties of the 2DEG, namely, peak position, peak height, Fermi level relative to conduction-band minimum, minimum value

of e, and maximum value of the electric field, for different 2DEG densities.

2DEG density (cm�2) Peak position (nm) Peak height (1020 cm�3) (EF � EC) (eV) Minimum e Maximum electric field (MV/cm)

5:0� 1013 1.32 1.38 0.09 162 3.25

1:0� 1014 1.01 3.81 0.20 104 6.48

3:3� 1014 0.33 26.6 0.85 37 20.51
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