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Abstract

The global installed capacity of wind power has shown a ficamnt growth, from 24 GW in
2001 to 370 GW in 2014. The trend shows that an increasingcdgpaf wind power is being
connected to the electric power system. Due to lower costsceéted with the connection of wind
power to distribution systems, their wind power hostingazaty needs to be fully exploited. The
hosting capacity of distribution systems is limited due taanber of issues such as voltage flicker
and harmonics, overvoltage and thermal overloading, acreéased fault level. A further issue that
deserves attention is that the effect of wind power on thgueacy of tap changes (FTC) of the
substation transformer due to highly fluctuating natureiotdpower. Thus, the thesis investigates
these integration issues of wind power and identifies thagiigpfactors. Then, the thesis proposes
mitigation solutions so as to maximize the hosting capaifitydistribution system. Moreover, the
thesis investigates the control and coordination of dgffemitigation solutions.

The investigation of the effect of wind power on the FTC shtved the change onthe FTCin a
distribution system connected to an external grid Wik > 5 is negligible up to a significant level
of wind power penetration. However, in a distribution systeonnected to an external grid with
lower X/R ratio, a significant increase in the FTC has beereoniesl as wind power penetration
increases. This issue has been effectively mitigated mgusiactive power from the wind turbines.

Furthermore, the thesis identifies voltage rise and theoverloading as the two main limiting
factors of wind power integration into distribution systenThus, active management strategies
(AMSs)—such as wind energy curtailment (WEC), reactive povaenpensation (RPC), and co-
ordinated on load tap changer (OLTC) voltage control- hawnhbevestigated in the thesis to
increase the wind power hosting capacity of distributiostegns. To facilitate the investigation, an
optimization model whose objective function is to maximilae profit gained by the distribution
system operator (DSO) and the wind farm owner (WFO) is dewsloprhe results of the anal-
ysis show that by using AMSs the wind power hosting capadity distribution system can be
increased up to twice the capacity that would have beenlledtaithout AMSs. Further wind
power installation calls for grid reinforcement as a prefdrstrategy.

In order to implement these AMSs, the system states, i.e.vbiigges, need to be known.
Thus, state estimation is proposed as a cost efficient walgtafrong information about the system
states. The investigation of the state estimation (SE)#hgos for distribution system applications
has identified that the node-voltage-based weighted lgasirs SE algorithm is more appropriate
in a system where only few real time measurements are ailailddoreover, the analysis of
measurement types and locations has shown that poweriamexid voltage measurements from
wind turbine sites provide cost-effective solution witlpsuor SE accuracy.

Consequently, the control of the OLTC is carried out by relgxhe deadband of the automatic
voltage control (AVC) relay so that the AVC relay acts on théamek’s maximum or minimum
voltage obtained through the SE. This is found to be simmeretlize than adjusting the set
point of the AVC relay. Voltage control through RPC and WEC adl we overload mitigation
through WEC is actualized by using integral controllers iempénted locally at the wind turbine
site. Furthermore, RPC from the local wind turbine is alsadusemitigate an overvoltage at a
remote bus on the same feeder when the remote wind turbiokeeds regulation limit.



The coordination of voltage regulation between RPC and WEChseged by using slightly
varying reference voltages for each controller and theyiratern coordinated to the SE-assisted
OLTC voltage control by using time delays. The differentttohand coordination strategies pro-
posed in the thesis are successfully demonstrated usingtaal aistribution network, measured
load, and wind power data.

Index Terms: distribution system, integration issues of wind powerrency of tap change,
active management strategies, cost benefit analysis atorordination.
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1

Introduction

The global installed wind power capacity has shown a sigaitigrowth from 24 GW in 2001 to
370 GW in 2014[[1]. This growth is expected to continue for sgraars to come [2]. The growth
is mainly attributed to government policies to increasesthare of electric energy production from
renewable resources. By doing so governments are tryingci@ase the emission of greenhouse
gases to the atmosphere and the dependence on using coalorted petroleum.

This substantial amount of wind power needs to be conneacténdpower system for supplying its
electricity to potential consumers. But wind power plantggwarious characteristics which make
their integration different from conventional power plen®n one hand, in contrast to conventional
power plants, the size of wind power plants varies from &mwghd turbine at kW range to wind
farms of hundreds of MW. Hence wind power plants are conuaect¢he grid at different voltage
levels. On the other hand, during the normal operation o¥eotional power plants the required
power can be generated at any time, given that the power dkisarithin the technical constraints
of the plant. Hence the power output is controllable and iptaldle. However, the power output
from wind power plants depends on the wind condition of treaaand in addition, it fluctuates.
Moreover, conventional sources use mainly synchronousrgéors to produce electrical energy.
However wind power plants use different types of generatsiesns such as induction generators,
double fed induction generators, and induction or synabusrgenerator with full power convert-
ers. Each of these generator systems poses different opfiges and challenges to the grid.

While most large wind farms are connected to high voltagestrassion systems, medium sized
farms are preferably connected to lower voltage distrdyusiystems. This preference stems from
comparatively lower connection costs associated wittallisg) wind farms/turbines in lower volt-
age systems [3]. Thus, there is a need to effectively exfileiivailable headroom in distribution
systems for installing wind power. This available headrasmlso known as the wind power
hosting capacity of distribution systems [4].

However medium voltage distribution systems have lowed gtrength than their high voltage
counter parts. Hence they are more vulnerable to the powadityjand reliability issues intro-
duced by wind power. Depending on the wind turbine techngltigese issues of wind power
include voltage flicker, harmonics, overvoltage, overlogdincreased short circuit power level,
and protection malfunctioning. Some distribution systgoerators (DSOs) are also concerned
about the effect of wind power on increasing the frequendapfchanges (FTC) of a substation



1. INTRODUCTION

transformer.

Therefore the thesis tries to find solutions for the follogvproblems that a distribution system
operator may face: what are the limiting factors of wind poimgegration in a distribution system?
what is the optimal level of wind power capacity in a giventidgition system? how to control

and operate distribution system with a large amount windgvafwind power in an efficient and

effective way?

1.1 Objective of the thesis and the main contributions

The overall aim of this thesis is to evaluate strategies ¢taat maximize the wind power host-
ing capacity of distribution systems in a cost-effectivenmer i.e. without using costly grid re-
inforcement solutions. To this end, different integratiesues of wind power are examined as
limiting factors for wind power integration. Furthermorbfferent AMSs—which include reactive
power compensation, coordinated OLTC voltage control,earetgy curtailment— are investigated
to tackle these limiting factors in the grid. The costs agged with different usage levels of
AMSs are also evaluated against the cost of grid reinforoénia the end, the control and coor-
dination algorithms are proposed and simulated to dematestine implementation of these active
management strategies in a distribution system.

To the best knowledge of the author the following points heedontributions of the thesis.

e The determination of the effect of wind power on the frequencyof tap changeswith
respect to varying grid conditions and the use of RPC from wumnlines to reduce the FTC
(ChaptefB).

e The proposed simple method of siting wind poweto maximize the hosting capacity of a
given distribution system (Chapfér 4).

e The development of a new optimization model based on cost befiteanalysis for deter-
mining the optimal usage level of AMSs and optimal hostingazdty of a given distribution
system (Chaptén 5).

e The comparison of two state estimation algorithmsfor distribution system application
with respect to measurement data type and measuremens ((Cheptel 16).

e The proposed control and coordination algorithmsthat enable the realization of AMSs
with minimum power loss as well as investment cost (Chdpter 7)

1.2 Overview of previous works

Presently, it is widely accepted that the most common Iigifiactors of wind power integration
to distribution system are the voltage rise problem andloading of the system componenits [3].
Both of them are more likely to occur under low system loadiagdition and high wind power
generation. Hence DSOs use this worst system conditionaio@&e the possibility of connecting
a given capacity of wind power. This works fine under pasgioglerated distribution systems.
But it severely limits the hosting capacity of distributiopsgems, which will in turn hinder the



1.3 Thesis structure

penetration of wind power to the power system. Thus, var®MSs have been proposed to in-
crease the hosting capacity of distribution systems. TA®&48s include wind energy curtailment
(WEC), reactive power compensation (RPC), coordinated on lapdchanger (OLTC) voltage
control (C-OLTC) [3/559].

However, there is still a limit to the amount of wind powerttban be installed using AMSs. For
example, the hosting capacity of the distribution systemlz&increased by curtailing part of the
wind power during system overload or overvoltage. But WEC ealsss in revenue for the wind
farm owner (WFO) and cannot be used excessively. Similarly; R& be used to increase the
hosting capacity of a distribution system by avoiding oe#tage which would otherwise happen
due to wind power. However, if used excessively, RPC may leachacceptable power losses in
the system. Thus, there is a limit on the amount of wind powat tan be installed using AMSs.
In the literature reviewed, for example, in the case of WEG thidone either by limiting the
amount of curtailed energy[7,110] or by constraining theaity of wind power|[[3,5,16.19]. This
approach, however, does not ensure the optimal use of theslg e limit of energy curtailed set
at each case is chosen arbitrarily and not based on the cusitanalysis. Therefore, the increase
in hosting capacity using these active management stestegguires further investigation.

On the other hand, once the optimal capacity of wind powerfgiven distribution system is
determined, one needs to know how the different AMSs areraldedl and coordinated to realize
the specified amount of wind power. In this respect, diffel@ntrol algorithms are proposed
for voltage regulation in literature using each of the AMS:: iOLTC voltage control [11-16],
RPC [17+20], curtailment 2L, 22] or using two of these AMS®- iIRPC and curtailment [23,
[24]- or coordinating all of them [25—29]. Similar controtategies of curtailment for overload
mitigation are provided in_[24, 30]. In this thesis, the feda to provide an overall control and
coordination algorithm which actualizes voltage regolatby using all the AMSs and realizes
overload mitigation using curtailment.

Moreover, in addition to the main limiting factors, othefeetts of wind power (such as flicker,
harmonics) are examined to determine if and when they can lbgiteng factor for the wind
power integration in distribution systems. Special attenis given to the effect of wind power on
the FTC of transformers since such analysis is rarely foararature.

1.3 Thesis structure

With the introduction of the thesis already given in thispiea i.e. Chaptdrl1, the rest of the thesis
is structured as follows:

e Chapter [@ provides the basics of wind power integration in a distitiutsystem which
includes the discussion of the nature of the wind power andffect on power quality and
reliability of the distribution system.

¢ In Chapter[3the effect of wind power on the FTC of a substation transfoiisimvestigated.
The chapter also analyses the use of RPC from the wind turlindscrease the FTC of
substation transformer.

e Chapter[dproposes a simple approach of sitting wind power in orderdsimize the host-
ing capacity of distribution systems.
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e ChapterBdiscusses the different active management strategiesemetbgps a mathematical

model based on cost benefit analysis to optimize the hoséipgasty of distribution systems.

e Chapter [@ provides the comparison of the two state estimation algmst for electrical

distribution system application.

e Chapter[7 provides the control and coordination algorithms of théedént AMSs.

Finally the conclusions of the thesis and future works aes@nted irChapter[g

Chaptef B through Chaptel 5 generally deals with the plannivgrad power integration while
Chaptef6 and Chaptel 7 deal with the operation of large amduminol power in an electrical
distribution system.
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Wind power and its impact on a distribution
system

The introduction of wind power to an electrical distributisystem poses different types of power
quality and reliability issues. Depending on the locatiod éechnology of the wind turbine and
the characteristics of the distribution system, thesagiattgon issues of wind power include over-
loading of system components, over voltage, malfunctioprotection system, voltage flickers
and harmonics, etc. Thus this chapter is devoted to the sigmu of these integration issues of
wind power. However, the discussion of the characteridtih@ wind power itself is vital to the
understanding of the power quality and reliability issues @arise due to the introduction of wind
power as well as mitigating solutions. Hence the chaptetsstath the discussion of the character-
istics of wind power in terms of the nature of the source ofrgye.e. the wind, and the generator
system that converts the kinetic energy extracted from timel \wmto electrical energy. Then the
different integration issues of wind power are discussed.

2.1 Wind power

Wind power is stochastic in nature which mainly stems fromgtochasticity of the wind. This is
the primary difference between conventional energy sauacel wind energy. Thus, it demands
particular attention when it comes to integrating wind powgo the power system. Moreover,
understanding the characteristic of the wind turbinesse altal to understand the effect of wind
power on the grid. Hence, this section provides the disonssi the wind and the wind turbine.

2.1.1 The wind

2.1.1.1 Temporal and spatial variation of wind power

Wind fluctuates both temporally and spatially. The temp@taituation ranges from a time scale
of less than one second to several days. In this respectplegdes are identified: turbulent peak,
diurnal peak, and synoptic peak [31]. The turbulent peakised mainly by wind gusts in the sub-
seconds to minute range. The knowledge of this variationasfor analyzing mechanical loads on
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the wind turbine([32] and, in turn, for assessing the efféetind power on the power quality of the
grid, though its effect depends on the technology of the wuumbine connected to the system. To
this end, this short term variation is represented throbglaverage value of the wind speed in the
considered time (mostly 10 min) and the turbulence intgfi8R]. Turbulence intensity is the ratio
of the standard deviation of the wind speed to the averagd speed. Roughly considered, the
turbulent fluctuations have a Gaussian distribution ardhednean wind speed with its standard
deviation. The turbulence intensity varies in a wide rarfigam 0.05 to 0.40[32].

The diurnal peak is the result of daily wind speed variatiansed by such factors as land breeze
and sea breeze, which happen due to temperature differbatesen land and sea. The synoptic
peak is the result of changing weather patterns, which &fgizary daily to weekly but includes
also seasonal cycles [31]. From a wind turbine’s point ofwithe diurnal and synoptic fluctu-
ations of the wind are used together with the mean wind spegdedict the energy yield for a
site. From the power system’s point of view, the diurnal aresynoptic peaks mainly affect the
operational aspect of the power system. On most of the glubditirnal peak occurs in the early
afternoon|[38]. When it comes to the synoptic peak, partityia Europe, the wind speed tends
to be higher in winter than in summeér [34]. This is ideal besgathe electricity consumption has
also a similar seasonal pattern in this region.

On the other hand, the spatial variations range from soml@matkrs to several kilometers [32].
The knowledge of these variations and the correlation batvwigferent sites is vital in the planning
and operation of the power system. In this regard, a studiedasut using two-year wind data with
a three-hour resolution obtained from 142 synoptic statiorSweden shows that the distance at
which the correlation between wind speeds from two locatimps to approximately 0.37 ranges
from 38 to 530 km[[35]. Since the area covered by a typicalaladistribution system is not that
large, the study implies that wind power in distributiontsyss can have a high level of correlation.
In fact, a correlation that ranges from 0.82 to 0.95 is olegtamong an hourly time series wind
power data of one year. The data are obtained from 10 siteglistrébution system where there
is a maximum distance of around 10 km among the sites. Heraalistribution system of such
size, full correlation can be assumed between wind turbtes &r planning studies.

2.1.1.2 Energy yield of wind

In wind power planning studies it is vital to know the energgitable from a wind turbine to assess
the expected yield and the profitability of the project. Tis #nd, the expected power output of a
wind turbine at a given site depends on the power curve of thd wrbine and long term wind
speed distribution of the area. The long term wind speedloligion of an area is represented in a
concise mathematical description, i.e. the Weibull distiion function[Z.1L). Weibull distribution
uses two parameters: the shape faot@nd the scaling factd¥. Thus, the representation of wind
data using the Weibull distribution is quite handy and féatiés data sharing.

=) o( (1)) e

The scaling factofF is a measure for the characteristic wind speed of the corsidime se-
ries [32] and is given by

oW (22)

r(1+3)
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wherew is the long term, such as annual, mean speed of the ared, mnithe gamma function.
The shape factam describes the curve shape. It is in the range between 1 arig].4{8here are
small fluctuations around the mean wind speed, the valueisthigh; whereas large fluctuations
give a smaller shape factar (see Fig[ZI1). In general, the reference energy yield gyewind
turbine manufacturers in the data sheets is calculatedilmasa Weibull distribution withm = 2,
i.e. a Rayleigh distribution function [32].

0.15
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0.10r
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Figure 2.1: The Weibull distribution representation of wind with average speed of 6.5md/a garying
shape factor.

On the other hand the wind turbine can only harvest the wirdgnwhen the wind speed is within
some fixed interval. For example, Flg. 2.2 shows the powerecof a typical fixed speed and
variable speed wind turbine. Below the cut in speed, sincevihd is too low for useful energy
production, the wind turbine is shut down. Then, once opsgathe power output increases
following a broadly cubic relationship with wind speed Kaitigh modified by the variations in
power coefficienCp) until maximum rotor speed is reached. Above the rated wpekd, the
rotor is arranged to limit the mechanical power extractednfthe wind [36]. Above the cut-out
wind speed, the turbine is shut down to avoid mechanical dama the wind turbine.

Based on the power cun®yt of the wind turbine and the probability distribution the Wispeed
at a given sitef (w), the total energy yield of the wind turbinEryT, can be calculated using

Erwt = T/ f(w) Ryt (w)dw (2.3)
0

whereT is the time period of interest, e.g. a year. The energy yelgsually expressed in terms
of the the capacity factoCg) of the wind turbine at that particular site, which is calted using

Erwt
Ce=—1WT 2.4
" 876@wra @4)

whereRyrat is the rated power of the wind turbine and 8760 is the numbdioafs per year. In
practice this capacity factor lies in the range about 0.20.4® [31] while some offshore wind
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Figure 2.2: Power curves of a typical fixed and variable speed wind turbines.

farms, such as Horns Rev 2, can reach a capacity factor of 8730If is sometimes convenient to
represent the capacity factor as the utilization ttggein hours per year, calculated as

tuiii = 876QCF (2.5)

2.1.2 The wind turbine

A wind turbine is composed of various components: the t@lilades, the tower, the generator
system, etc. However, the aim in this thesis is to investigia¢ impact of wind power on power

quality and reliability of an electrical distribution sgsh. Thus, it is of interest to study the char-
acteristic of the power output from the wind turbine whichg®verned by the characteristic of

the generator system. In this respect, today’s commerdrnal arbines can be classified into four

major groups depending on their ability to control the riotadl speed, hence the power output, of
the wind turbine[[31].

2.1.2.1 Type A: Fixed speed wind turbines

Wind turbines equipped with squirrel-cage induction gatas (SCIGs) are generally known as
fixed speed wind turbines since these wind turbines workrabsi constant speed, with slip of
the order 2% at rated power [31]. A typical fixed wind speetding has the configuration given

in Fig.[23. Since there is a large inrush current during thaeting of the induction generator,

which can be as high as 6 to 8 times the current at the ratectipe32], these wind turbines

are equipped with soft-starters to limit the inrush curramdl bring the drive train slowly to the

operational speed [36]. These wind turbines also consurmbstantial amount of reactive power
during idling as well as operation, as long as they are caedeo the grid; the higher the power
output is, the higher is the reactive power consumption as/shin Fig.[2.4. Consequently, these
wind turbines are equipped with capacitor banks to providea&tive support. However, these
capacitor banks only shift the reactive power consumptionesdownward.

Fixed speed wind turbines constitute most of the early geioer utility scale wind turbines. In
the year 2000, these wind turbines still represented 39 % etdtal installed wind turbines in
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Figure 2.3: Schematic of fixed speed wind turbine.
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Figure 2.4: PQ curve of a typical fixed speed wind turbine.

the world [38]. The main reason for the use of SCIGs is the dagqthiey provide for the drive
train. The damping is provided by the difference in speedéeen the rotor and the stator magneto
motive force, i.e. the slip speed. Additional benefits idelthe simplicity and robustness of their
construction and no need for synchronizing/[39]. Howevegardless of the power control princi-
ple (pitch or stall), the wind fluctuation is converted to inagical fluctuations and consequently
into electrical power fluctuation. The electrical power fuation can yield voltage fluctuation and
flicker emission in weak grids while the mechanical fluctoiatincreases the stress on the drive

train.

2.1.2.2 Type B: Limited variable speed wind turbines

One of the disadvantages of fixed wind speed turbines is th@glwind gusts and high wind
speeds, the drive train is exposed to high mechanical sgselsa larger slip is allowed temporarily,
the drive train will be relieved. Moreover during high windezds, a smoother increase in power
output is possible. This is done by varying the resistandéefotor circuit. Such control of the
rotor circuit resistance is possible if the rotor windingtleé generator is connected in series with
an optically controlled resistance. This optical couplaligninates the need for slip-rings. Using
this approach a brief increase in rotational speed up to 288bken achieved [32]. At normal
wind speeds, the additional variable resistor is shortedasumaximum efficiency. During strong
wind the variable resistors are manipulated to get the requorque. Hence during wind gusts the
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additional wind power is dissipated in the resistors, wimelds additional cooling consideration.
Whenever necessary, pitching can be combined with varyiegdtor circuit resistance to get an
optimum performance. In this regard, varying the rotorwircesistance is convenient whenever
fast response is required while pitching can be used to eethecpower extracted from the wind

rather than dissipating it in the resistors. Apart from thiproved power controllability described,

the characteristic of Type B wind turbine can be consider®dia to Type A wind turbines.

2.1.2.3 Type C: Double fed induction generators

Though Type B wind turbines have improved some of the drakdattheir Type A counterparts,

they have their own shortcomings. One of this is the fact tiatspeed variability achieved is at
the expense of increased power loss in the rotor circuit.dgssithe achieved variability in speed
is not sufficient to ensure maximum energy extraction undeyiag wind speed condition. The

next generation of wind turbines with improved performaisc@ype C, i.e. double fed induction

generator (DFIG) wind turbines.

Fig.[2.5 presents the schematic diagram of this type of winbiie. The rotor windings, that are
accessible through slip rings, are connected back to thktigrough a back to back AC/DC/AC
power converter. This converter circuit, through injegten controllable voltage at the rotor fre-
guency, realizes a variable speed operation of the windrterfg0]. Moreover, the energy that

Wound rotor
induction
Transformer generator _

Main o DC \,/
ain grid
crowbar M )F ﬁ

T
J@ +‘ J@ AC crowbar

Power converter

N~——1

A

Figure 2.5: Schematic diagram of DFIG wind turbinés [41].

used to be dissipated in the external resistors in Type B wirldnes is now fed back to the grid
through the machine-side converter. The power convertarsitso be used for smooth connection
of the wind turbines to the grid as well as to provide the regflireactive power compensation.
During faults, the crowbar switches the rotor circuit to ateenal resistor to protect the machine-
side converter from excessive current!/[42]. Similarly, B@-link crowbar activates to protect the
DC-link capacitor from overvoltagé [41,43].

The extent of speed variability achieved and the amount nflysiower absorbed or delivered by
the rotor depend on the size of the power converter used. @ansy also the economic aspect
of the converter, it is usually sized to be around 30% of thedrgpower of the wind turbine.

10
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And the usual speed range of operation of these wind turlénestween-40% to+30% of the
synchronous speed [31].

The reactive power capability of a DFIG wind turbine depeol$he stator current limit, the rotor
current limit, and the rotor voltage. In general, the rotoirent limits the reactive power produc-
tion capacity of the machine while the stator current limigctive power absorption capacity. The
rotor voltage becomes a limiting factor only at high slipg][4The grid side converter can provide
additional reactive power support when it is not fully used dctive power transfer. A typical
reactive power curve of a DFIG wind turbine is shown in Eid tadapted from[44, 45]). This
is assuming that the wind turbine is always connected to tide gowever, at zero power output,
the wind turbine is switched off. Hence reactive power suppould only be available from the
grid side converter. The magnitude of this reactive supwdtrthen depend on the ratings of the
converter([45].
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Figure 2.6: A reactive power capability diagram of a typical DFIG wind turbine.

2.1.2.4 Type D: Full power converter wind turbines

In this wind turbine type the converter is rated to handleftilecapacity of the wind turbine. That
is, it completely decouples the wind turbine generator ftbengrid, giving the opportunity to vary
the frequency of the generator as required. This also makessible to employ different types
of generators such as induction, wound rotor synchronaus parmanent magnet synchronous
generatorg [46]. The schematic diagram of a full power cdavevind turbine is shown in Fig. 2.7.

These wind turbines can provide a wider range of speed vhtyahan the DFIG wind turbines.
The converter is used for smooth connection of the wind n&tas well as for providing the
required reactive power suppadrt [31].

The reactive power capability of these wind turbines depenmdthe current rating as well as the
voltage of the grid side converter. These ratings are chioseeet grid code requirements in terms
of providing specific level of reactive power support at \wagyconditions of system voltage and
frequency [[47]. For example, Fig. 2.8 shows the reactivegravapability curve of a full power
converter wind turbine with design power factorsyfjpéf 1 and 0.95 at grid voltages gy of 1.0
and 1.05 pu. Similar to the case of DFIG wind turbines, theymavide larger reactive support

11
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Figure 2.7: Schematic diagram of full power converters|[46].

at absorption compared to production. However, if the caeveroltage is selected such that the
converter voltage limitation is avoided, then Type D windbines can provide similar level of
reactive support at both absorption and production [47].
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Figure 2.8: Reactive power capability a typical full power converter wind turbine.

2.2 Impact of wind power on a distribution system

The introduction of wind power to an electrical distributisystem poses different types of power
guality and reliability issues. Depending on the locatind sechnology of the wind turbine and the
characteristics of the distribution system, these integndassues of wind power include voltage
flickers, harmonics, increase in fault level, overloadim@ystem components, over voltage, and
malfunction of protection system, etc.

2.2.1 Flicker emission

In general, the flicker emission from variable speed windihes can be considered fairly low
during both continuous and switching operation, whereasflibker emission from fixed speed
wind turbines depends on the control mechanism: stall eh@1]. The flicker emission from
stall controlled wind turbines is average during contirmioperation. However, due to limited

12
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controllability of the torque input of the turbine, the flekemission is high during switching
operation. With better controllable turbine torque inghg flicker emission from pitch controlled
wind turbines during switching operation can be considerestage. However, due to limited
bandwidth of the pitching system, their flicker emissionidgrcontinuous operation is high [48].
Moreover, flicker emission from wind turbines depends orstinat circuit capacity of the network
relative to the capacity of the wind turbines, measured bystiort circuit ratio (SCR), the angle of
the Thevenin impedance of the grid seen from the point of ection of the wind turbine, and the
average wind speed. In general, with the advent of varigi#ed wind turbines, flicker emission
iS not seen as a concern as it once was.

2.2.2 Harmonics

Harmonics of different levels are emitted by wind turbinepending on the technology of the
generator system. In general fixed wind speed turbines doausk significant harmoflior inter-
harmonif disturbances. Hence the specification of harmonics anchizxteonics are not required
by IEC 614000-21 for fixed speed wind turbines|[31]. Howewarjable speed wind turbines,
equipped with power electronic converters, emit harmoaitd interharmonics components. A
simple analysis done in [49] based on the voltage harmonisséom limits given in the IEC stan-
dard [50] and the current harmonic emission level of winthings shows that harmonic emissions
due to a wind farm can be beyond the absorption capacity afytbiem at low order even harmon-
ics (such as the 4th, 6th and 8th). That is, based on the ¢uraemonic emission data available
from a couple of variable speed wind turbines, the voltagession limits at these harmonics are
more stringent to fulfill by the wind turbines in a given distrition system. It seems that the limits
on this harmonic level are kept unnecessarily low and neeegision on the standard. Otherwise
harmonic emission can be a limiting factor for wind poweegration.

2.2.3 Increase in fault level

Fault levels of various magnitude are contributed fromeddht wind turbine technologies in a
given distribution system. In the worst case, the shortudircurrent contribution from SCIGs
can be as high as 8 pu_[51], but generally higher than 3 pu [58hugh WRIGs can contribute
less fault current, treatment of these generators like S@litbgesult in a more conservative fault
current contribution. With respect to fault current camtition, DFIGs can also roughly be treated
as SCIGs with higher rotor resistance][63-55]. Simulatimults have shown the short circuit
current to vary between 3 pu to 10 pu [52, 54-56] dependindhemtachine parameters, which
is similar to the case of SCIGs. However, fault current cotion from Type D wind turbines is
limited by the overcurrent capability of the converter syst The converter is usually designed to
have an overload capability of a little above, around 10%), [66the rating of the wind turbine.

In distribution networks where short circuit level is aldgaround the design limit of the switchgear,
the additional short circuit current, in the worst case, aff@ct the fault current handling capacity
of the switchgear. This may lead to malfunctioning or evestidestion of the switchgear. In addi-
tion to increasing fault current, the introduction of winalyer may also contribute to the reduction

1Harmonics are components with frequencies that are maltipthe supply frequency
2 Interharmonic disturbances have frequencies that arédddeetween harmonics of the supply frequency
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in fault current with overall impact of jeopardizing the peotion coordination of the system. But
such situation does not limit the integration of wind powgitanly needs a change in the settings
of the affected relays.

2.2.4 Overvoltage

Network components and consumer loads are designed totepeithin a given voltage range
beyond which the equipment involved can be severely damaBegpending on the magnitude,
the effect can be immediate or long-term, such as slow deatjradcaused by long-term heating
[57]. To avoid this, national and international standanpisc#fy the voltage range that needs to be
maintained at a given voltage level. For example, the Ew@o@andard requires the 10-minute
average value of the voltage rms supplied at consumer pesrafsould be within10% for 95%

of the week. This requirement holds irrespective of wheesabnsumer is connected to the MV
or LV level. Based on this limit, the Swedish AMP standard #pexthat the network owner
should plan the network so that the voltage at LV be within-1#® of the nominal voltage to
accommodate unforeseen voltage increase due to the istrodwf distributed generations.

2.2.4.1 \Voltage regulation in a distribution system

In an electrical distribution system there are one or maedformers through which electricity
is supplied to the consumers in the network. The purposeeasethransformers is to step down
the voltage from transmission or sub-transmission systdingse transformers are also equipped
with on-load tap changers (OLTC) that regulate the voltageeasecondary side of the transformer
S0 as to keep the voltage in the distribution system withertinges specified by the standards.
The OLTC regulates of the turns ratio of the transformer lgiraglor subtracting turns on one side
(usually primary side in case of distribution system transfers) of the transformer. This results in
turns ratio variation of, for example; 10% of the nominal value. These range is not continuous,
but divided into steps of, for example, 1.67% so that eacmghaepresents a specific voltage
increment. Moreover, tap changers have adjustable deddlzand time delays. The deadband is
the voltage range around the reference value within whiehtalp changer does not take action.
The time delay is the duration during which the voltage stidnl outside this deadband before the
tap changer takes action. This time delay can be fixed or cameloe inversely proportional to the
magnitude of the deviation from the voltage set pdint [58].

The tap changers can accomplish the voltage regulationorvtays [59]. One way is through
maintaining the voltage at the secondary side of the tram&fo at a given deadband around a
constant voltage set point. In F[g. 2.9, this would avoidlihe voltage drop compensation (LDC)
provided by the dashed signal. The second alternative deslihe voltage drop compensation
where the the AVC relay controls the voltageat some chosen load point rather than the voltage
at the secondary side of the transformer. That is, deperahniipe loading conditioh and the
measured voltagé at the substation, voltagg at the assumed load center is calculated according
to (2.6) and is compared with the reference volt&ge. This load point is chosen to give the
required voltage boost for the system from low to high logdiondition. The rest of the AVC
relay, i.e. the time delay and the voltage deadband, fumgtioe same in both alternatives.

VL =V — | X (Rset€OY @) + XsetSIN(Q)) (2.6)

14



2.2 Impact of wind power on a distribution system

—Voltage drop>»
Rp XL Vo

J\J VT
| Tap changer | T Substation  Feeder

grid

Upstream %/%( 1
(¢

Position ¢ Raise or lower busbar
i Time i |
! delay LDC + |
i R } X | <— AVC relay
: Voltage :r :
i deadband _ |
e e e e e — — — — — — —- — — —— 4

Figure 2.9: Traditional automatic voltage control in transformers.

where co§g) is the expected power factor of the load and p.u. calculasi@ssumed.

There are two main approaches when choosing the load pantihe value oRset and Xsey tO
achieve efficient voltage regulatidn [59]:

Load center: In this case, the settings are chosen to regulate the eotthg given point down-
stream of the regulator. If the load point impedance as seem the substation iB_ andX_, then
one can selRset= R andXset= X, Where per unit calculation is assumed.

Voltage spread: In this approach, the R and X settings are chosen to keep#ukedide voltage
within a chosen band when operating from light load to fuido For example, if the voltagé
at the regulated point is to B&g,ax at maximum loading ofnax andVmin at minimum load of iy,
then the setting of R and X can be chosen according td (2.T) [59

Vmax—Vmin
X in I Imi
COS(p-I-ﬁSl @ | (Imax— Imin) 2.7)

Xset - ﬁ Rset

Rset -

And the regulator set voltage can be calculated from oneeoétreme operating points:

Vset = Vimin — (RsetCOSQ + XsetSiN®) I min (2.8)

X . o - .
The R ratio can be chosen arbitrarily. For example, when it is ehdke same as the line X/R

ratio, these equations move the effective load center basetle choice of voltage and current
minimums and maximums[_[59]. Other X/R ratios can be choseedace the sensitivity of the
regulator to changes in power factor of the load. But stilléhange in power factor of the load
complicates the application of the line drop compensatiethod. Many regulators are, thus, set
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2. WIND POWER AND ITS IMPACT ON A DISTRIBUTION SYSTEM

up without line drop compensation. It is obviously easied &8s prone to mistakes, but at the
expense of losing some significant capabilityl [59].

2.2.4.2 Wind turbines contribution to overvoltage

Whichever is used, the above voltage regulation approaces lbeen utilized and found to be
effective in passively operated distribution systems famgnyears. But due to the introduction
of wind power, or any distributed generation for that mattetage regulation has become a
challenge. This is because on one hand, distributed gémeedfects only the voltage level of the
feeder they are installed in. On the other hand, especiathya case of wind power, its output is not
easily predictable. Hence traditional voltage regulatieechanisms can not be used to effectively
regulate the voltage level on the system.

Wind power introduces a reverse power to the external gritieltransformer regulates the voltage
at its secondary side, with the voltage being held almossteon, this results in a higher voltage
at the point of common connection (PCC) compared to that atuhstation. Depending on the
amount of reverse power flow, the voltage at the PCC could beedaihe allowed voltage level in
the distribution system.

Consider a simple network with wind power shown in [Fig. 2.18e Table between the reference

Fy
P=P,-P,
Main grid 0=-0, ‘ Wind power
X§X§X I
XXX Z / P,
XXXXX PCC 0
> Load™~ "

Figure 2.10: A simple distribution system with wind power.

node 1 and the PCC can be represented byrthedel of a transmission line (see Fig2.11). Given

P
Z=-R+iX 4 <«—0=-0p
|1 e |
| I 2

iT

.7 C
J
2

Figure 2.11: A =model of power line between two buses.

a constant voltag¥; at node 1, the voltagé at node 2 in p.u. is given by

Vo=V -1 xZ
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2.2 Impact of wind power on a distribution system

where
—P+1Qn
| = —— 2.10
and
b® .
QA =Q+ V2 (2.12)
Hence '
Vo = Vi + P:/LQ” % (R+iX) (2.12)
2

As long as the wind power capacity is within the limit impogdsdthe overvoltage limit, the angle
betweenVv; andV; is usually small and the magnitude \&f is usually close to 1 pu. Hence it
follows that:

V| — V4| ~ PR+ QnX (2.13)

Since the length of the cable between any two buses in disitvilb networks can be considered
electrically short, the capacitance part can also be negled¢ience for most practical cases of a
short line

AN| ~ PR+ QX (2.14)

whereA|V| = |Vo| — [V1|. From [Z14), one can see that the higher the value, dfie larger the
increase in voltage level at bus 2 (PCC) will be. Thus, dependimthe power output from the
wind farm and the network impedance between the wind farmta@dubstation, this can cause
an overvoltage in the network.

Fig.[2.12& shows the voltage at the PCC for different cablesygiven in Tablé 2]1) and for
varying level of wind power. The error introduced in caldirlg the voltage by usind (2.14) is
shown in Fig[2.12b. The calculation is done assuming theudie between the PCC and the
substation is 5km and the wind farm operates at unity powaofaHowever, similar results are
obtained for wind power operating at power factors difféfeom unity.

It can be clearly seen from Filg. 2.12a that the voltage levakiases with the increase in the wind
power injection. Moreover, the amount of wind power that bannstalled without violating the
+5%, also known as the wind power hosting capacity of the netwtecreases with the increase
in per km resistance of the cable. This is evident frbm (2.4ihce the power output from the wind
turbine is mainly composed of active power, the voltage issspproximately proportional to the
resistance of the cable. Moreover, given that the capatittysowind power is within the hosting
capacity of the network, Fig. 2.IPb shows that the erromihiced by using the approximate
formula is less than 0.4%.

Though+5% voltage limit has been used in Fig. 2.112a, the Swedish AtdRdsird specifies the
limit at the PCC with the first customer to be withir2.5% while +5% requirement is fulfilled

at the terminal of the wind power installation [62]. Thusttwihe AMP standard voltage limits
in place, the hosting capacity of the network in Hig. 2.10 wé lower than those implied by
Fig.[2.12&4. However a better understanding of the systernditton may allow a voltage rise
higher than those specified by the AMP manual.
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2. WIND POWER AND ITS IMPACT ON A DISTRIBUTION SYSTEM

13 Axcel (eK) 3« 240/25
g_ 1.30} Axcel (ek) 3x 95/16
51-25 _:-:_:FeAL 99 é
£ 1.20 5
= _.-7 O
o 115 - @
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8 1.10¢ —_ =
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> 1.05—~A=—== >
1.00 L= - - - -
0 2 4 6 8 10
Wind farm power ouput (MW) wind farm ouput (MW)
(a) Voltage level at PCC (b) Error introduced due t¢_(Z.114)
Figure 2.12: Voltage rise effect of wind power.
Table 2.1: Cable types and their characteristicl[60, 61]
Resistance Reactance Shunt reactance Current
Type XIR .
P Conductor | om) | x (Q/km) | be/2 (Stkm) rating (A)
AXCEL(EK)
0.125 0.085 6.28E-05 |0.679 360
Underground3X240/25
cable AXCEL(EK)
- 0.295
3X95/16 0.320 0.094 4.40E-05 215
FEAL 99 0.336 0.354 1.88E-06 |1.053 435
Overhead
line FEAL 62 0.535 0.369 1.88E-06 |0.689 305
Cu 16 1.100 0.385 1.88E-06 |0.350, 120

2.2.5 Overloading

The components of a distribution system, such as cablesamsférmers, can continuously carry
only up to a given current level. This limit is based on thaermal rating and varies depending
on surrounding weather condition and altitude [63].

The introduction of wind power can have both positive andatigg effect on the loading level of
distribution system components. If the capacity of the waodver is relatively low compared to
the load in the system, it can reduce the power flow throughar&tthereby relieving the thermal
stress on the system components. It may also decrease thendgss. On the other hand, if the
installed wind power in the distribution system is relalyMeigh there will be a substantial reverse
power flow. This reverse power flow can also be higher than dhedrd power flow that used
to flow through the system before the introduction of wind pawThis of course will increase
both the thermal stress in the network components and thiersyess. Under special cases, this
reverse power flow can even exceed the thermal rating of thweonke components, resulting in an
overloading situation.

For example, Tablé€. 2.2 provides the maximum current flonaugh the cables for the case con-
sidered in Fig[ Z.12. It can be seen that for the case of AXCE).@X240/25 cable, the thermal
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2.3 Summary

limit is violated. Hence, even though the voltage limit alfothe installation of almost 11 MW

wind power capacity, the thermal limit imposes a considieragdduction on the allowed level of
wind power capacity.

Fig[2.13 shows the hosting capacity of different cable syatedifferent distances from the substa-
tion. In the figure the horizontal part of the different lirdsows the hosting capacity as limited
by the thermal capacity of the different cables where asxpementially decaying part shows the
hosting capacity as limited by the overvoltage limit. It d@nseen that for highly resistive cables
overvoltage starts to limit the hosting capacity after arstistance.

Table 2.2: The maximum current flows though the conductors for the case conginteffég.[2. 12

Conductor Current | Maximum wind power capacity Maximum current flow
rating (A) based on voltage limit (MW) through the cable (A)
AXCEL(EK) 3X240/25 360 10.6 556
AXCEL(EK) 3X95/16 215 4.0 210
FE-AL 99 435 4.0 210
FE-AL 62 305 2.4 126
Cu l6 120 1.0 52
10+
Axcel (ek) 3« 240/25 (R=0.13,X=0.085)

s Axcel (ek) 3« 150/25 (R=0.21,X=0.088)

T = = = Axcel (ek) 3x 95/16 (R=0.32,X=0.094)

> R CTE e FeAL 99 (R=0.34,X=0.35)

'g N\, FeAL 62 (R=0.54,X=0.37)

Q 6F N

]

[&]

£

8 4 ====== ===

- | A T~ =z

= e L e == -

= 5 TrEe=a= e

" Thermal limit o
, , Voltage limit | , , ]
1 2 3 4 5 6 7 8

Length of the power line (km)

Figure 2.13: Maximum wind power hosting capacity of a cable considering both loadingaiigpof
the cable and overvoltage in the network.

2.3 Summary

This chapter discusses the stochastic nature of wind paweethtee impact of wind power integra-
tion in medium voltage distribution systems. Wind power &asochastic nature with a high level
of correlation between wind parks at distribution systeweleThe long term wind speed distribu-
tion at a particular location can be roughly representedguaisimple and concise mathematical
expression, i.e. the Weibull distribution. For wind powdaiming studies this data can be used
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2. WIND POWER AND ITS IMPACT ON A DISTRIBUTION SYSTEM

along with the power curve of a wind turbine to assess theagdeenergy yield of a given wind
power installation.

The introduction of wind power in a given distribution syst@oses a number of known power
quality and reliability concerns. Overvoltage and ovediog can occur more or less independent
of the generator technology. However, other impacts of vpoder—such as flicker and harmonic
emission, increased fault level-depend on the technolbthyeagenerator system of the wind tur-
bine. Flicker emission, for example, is higher in fixed speew turbines while voltage harmonics
are introduced mainly due to variable speed wind turbinée. fault current contribution is highest
with Type A wind turbines while significant fault currentsalso injected by Type B and C wind
turbines. Type D wind turbines, on the other hand, have adwellof fault current contribution as
determined by the overcurrent capability of the convenystesm.

Flicker emission is directly related to the stochastic ratnf wind power and harmonics is indi-

rectly related to it since power electronic converters aeduo avoid the negative impact of the
stochastic nature. The other integration issues can anséodany type of DG and are not specific
to DGs with intermittent output.
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3

Effect of wind power on frequency of tap
changes

This chapter is devoted to the investigation of the issueinflygower related to the increase in the
frequency of tap changes (FTC). The chapter starts by prayidibackground to the issue. This
is followed by a formulation of a mathematical model that b@nused in assessing the effect of
wind power on the FTC. In the end, the results of a case studydbas measured load, wind, and
network data is provided.

3.1 Introduction

Substation transformers are the most critical componehes distribution system. Since they
are capital intensive, only a small number of transformenspl/ power to a large number of
customers in a distribution system. Hence high availatilithese components is given the utmost
importance by any DSO.

The failure of a transformer, besides jeopardizing theabdity of the distribution system, will
expose the DSO to a huge amount of cost. The causes of tramesftailure are numerous [64-69].
However the majority of transformer failures can be tracadkito a faulty tap changer [67-70].
Hence, in terms of the reliability of the transformer, tajaeers can be considered as the critical
part of the transformer. This is evident from the extensiwedture that is devoted for condition
monitoring and maintenance of tap changers[69-75].

The main reasons for the failure of tap changers are theagrasdithe diverters contact due to
switching arcs, the wear and tear of the mechanical compsrseich as the energy accumulator
springs, carbon formation in the diverter oil caused byraycand breakdown of the insulating
materials due to accumulation of sludge. Among these, thethiree are directly related to the
number of tap operations that occur in tap changers. Edpettia wear in the diverter contacts
depends not only on the number of tap changes but also oratfifdrmer loading during the tap

changel[75].

With the increased introduction of wind power in distrilutisystems, some DSOs are concerned
about its possible effect on the wear and tear of the tap @ranghis concern mainly arises from
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3. EFFECT OF WIND POWER ON FREQUENCY OF TAP CHANGES

a fluctuating nature of wind power as well as the possibleci@®ee in the power flow through the
transformer. The fluctuating power output from the wind inels can introduce high power flow
fluctuation through the transformer. This may ultimatelgdgo an increase in frequency of tap
changes (FTC). If this is the case, considering the poweesy$ already vulnerable to wear
and tear due to aging, the DSO may limit the integration ofdapower to its network to avoid
potential increase in maintenance costs or unexpectechtger failures. Hence, such concerns
may hinder the integration of renewable energy sources mhe governments are working to
increase the share of these energy sources.

However the investigation of the effect of wind power intggwyn on the FTC is given only a mi-
nor attention. To the author’'s knowledge, published wohlet Even mention the issue of FTC in
relation to wind power integration are limited {o [18] 76}7& this chapter, a detailed analysis
of the effect of wind power integration on the FTC is carried. dVioreover, most variable speed
wind turbines have the capability to provide a considerabi@unt of controllable reactive power
support. Thus, a further investigation is carried out to e readily available reactive power
from the wind turbines to decrease the FTC. Such investigadivaluable because, as mentioned
above, tap changers are exposed to wear depending on thenafhdperation they have under-
gone. Moreover reactive power can provide a better voltagealation at secondary side of the
transformer since, unlike tap changer, it almost have nma tlelay in operation.

Thus, the following section formulates the mathematicabletidhat can be used to determine
the number of tap changes in a given distribution. Later ba,model is further developed to
incorporate reactive power compensation (RPC) as a meanduoa¢he FTC.

3.2 Model set up for analyzing the effect of wind power on fre-
guency of tap changes

To analyze the effect of wind power on the FTC, one has to deterthe FTC with and without
wind power. Thus, a mathematical model is needed to deterthim FTC in each case. Such a
model can be used to carry out a series of load flow calculatising the network, load and wind
power data as inputs. The main aim of these load flow caloulaiis to determine the tap position
at each time step satisfying the different equality and uradity constraints.

Main grid . . Wind
XXX . I# power
X - — pF

X .
Pk,j,f Ikt Load
—> F
F . } —
Qk,j,t nkojat 1 Qj’k’t

Figure 3.1: A simple distribution network with wind power and load connected.
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3.2 Model set up for analyzing the effect of wind power on freqency of tap changes

During a load flow calculation at time stépthe difference between the tap ratio at timey j ;,
andt —1, n jt—1 needs to be as small as possible while keeping the voltadgenveitgiven range
(see Fig[31). Let this difference be the tap step takernat tii.e. W ;, which can assume
positive or negative value. Thus the load flow calculatioeaath time stef, can be formulated as
an optimization problem with the objective functi@a to minimize the number of tap changes at
each time stepx

: o 2
minOx -—ZZ\M@M (3.1)
where
k eK
K set of all buses excluding the buses connected to the nomd@apfsthe transformer
j €3

J set of all buses excluding the buses connected to the tapsadgansformer.

Subject to equality and inequality constraints descritzefbbows.

3.2.1 The inequality constraints

The inequality constraints include:

e The limit on secondary side voltage of the transformer,
Vi < Vi < W (3-2)

where

Wkt Vvoltage magnitude at nodeand timet
V""" the maximum voltage limit at the secondary side of the tramsér
V"# the minimum voltage limit at the secondary side of the trarmaer

e The limit on the available range of tap ratio,

min max
Mi < Nije < N (3.3)

wherenrk'?}” and nﬂ‘fx are the maximum and minimum tap ratios that the tap changer ca

attain.
e The limit on the available active and reactive power of gatws at each node in the net-
work,
Pmin < B < pMax
I’rﬁ]in_ = I"tmax (3-4)
Qi;[ < Qi7t < Qi,t
where
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3. EFFECT OF WIND POWER ON FREQUENCY OF TAP CHANGES

Rt active power produced at buand timet
PT® maximum value of active power production at basd timet
PiT‘“ minimum value of active power production at buend timet
Q{ t reactive power produced at buand timet
max maximum available values of reactive power at baad timet
i”ft"” minimum available values of reactive power at basd timet
| €=
= asetcontaining all buses in the network
In the case study, it is only at the slack bus (infinite gridjtttne active and reactive power
is produced. HencBj; andQj; is limited to zero at all buses except the slack bus. Wind
power generation is included into the load flow equationsraegative load with unity power
factor.

3.2.2 Equality constraints

The equality constraints consist of:

e The load flow equations,

Rt— Pi[} =S YiuVitVutcog6 y+ dut — i)
u

Qe = Qi = =3 YiuMVue SiN(Bu+ & — 8.e) oo

where

PR active power consumed at buand timet
Qy; reactive power consumed at kiusnd timet
Yy magnitude of thei, u)‘h element of the bus admittance matrix
6 u angle of the(i,u)th element of the bus admittance matrix
g+ voltage angle at nodeand timet
u €=

e The relation between consecutive tap ratios,

nk7j7t = nk7jvt_1+\/\4<7j7tAU (3'6)
whereAU is voltage change in per unit value for one tap step.

In the load flow equations the tap ratio of the transformer rlagnge from one time step to
another. This tap change affects three elements of the @@ matrix, which increases the
number of variables in the model. Clearly, this imposes anaextmputational burden on the
simulation. Hence the load flow equations[in {3.5) are madli§ie that they do not use the bus
admittance matrix directly. The discussion of these madlifead flow equations is provided as
follows.

3.2.3 Modified load flow equations

The link between two buses is usually either a power line oarsformer. The power line can be
represented by an equivalemimodel as shown in Fif. 3.2.
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F F
k Py j ) Pik
5 , -
F k, F
| e ’ 0j |
1
— |
g C e
— Lo m L
2 2

Figure 3.2: r=model of a power line.

A transformer between two buses is represented by the dganfvamodel shown in Fid. 313

k PkF ; PFk ]
! yk,j/nkj - ’
| Tap side Q,f’j i

| I
| d-n)) (-0 |
—Vk,j — Vkj
i, j g, j

Figure 3.3: Equivalent circuit of a tap changing transformer![79].

Hence, for the network which contains both of these eleméstspower lines and transformers,
the link between any two buses can be represented as in &ig. 3.

F
k P Pri J
— o -
| Q/f,j Viej [Tk, Qf, . |
1
L 1
| (A=ny ;) (n, i —1) |
- S ) — g g c 2 — k,]j
2k b, Jbk, VK,
k,j ) 7 N, j

Figure 3.4: An equivalent model for a link between any two nodes.

The activeR! jrand reactiveQf ;1 power flow from busk to any other bug at timet is given by

Vit ) ViitVit
P = (—t) 9~ Jt Yicj COS0jt — Oct + P j)

Nk,j, K.j

C
Qf =2 LS B 4 Vi
t t
7J7 gl nﬁJ’t 2 nk,J,t

(3.7)

Yi,j Sin(dj .t — Ot + P j)

where
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by series susceptance between kasd bus;
‘|§7 J- shunt susceptance between kand busj
Ok, series conductance between bund busj
Yiu series admittance between bumd busu
¢x j angle of the series admittance betweenkaad busj

and the reverse flow from byso busk is given by

Vi tVkt
Pfk; =VAgjk— rj] —~YjkCO &t — Ojt + Px.j)
k”’lta‘j’ ) Vi Vi _ (3.8)
Qi = Vi (bj,k + 7) s, YikSINOe = O+ O )
7J7

In (3.7) and[(3.B), if the link between two buses is a cableverloead line, the tap ratio is one and
the equations will represent the power flow in the circuitvghan Fig.[3.2. On the other hand, if
the link between two buses is a transformer, the shunt ciapae is equal to zero. Thedn (B.7) and
(3:8) represent the power flow in the circuit shown in Eigl 3.3

Now the load flow equations ifi(3.5) are replacedbyl(3.9) Ball)) below as equality constraints.
For bus ink € K:

D _ <pF
Rt — Rt = %Pk,j,t

Q- R =5, (3.9)

For busj € J:
Pt—PQ = %ijk,t
Qjt— QJD,t = %Q'j:,k,t
Equations[(3]7) 1(3.10) do not contain the variable bus #dnte matrix. In other words, there

will be only one variable for a single tap change as opposéddunthat would be in[(3]5). With
the reduction in the number of variables, there will be a ceducomputational effort.

(3.10)

3.3 Modeling the use of reactive power compensation to de-
crease the frequency of tap changes

This section develops the model used for analyzing the useaative power from the wind tur-
bines to decrease the FTC.

3.3.1 The objective function

When there is a continuously controllable reactive powemfmind turbines, it can be used to
decrease the FTC. In principle, for a transformer where tpagdocated on the primary side,
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3.4 The flow chart of the proposed sequential load flow simulatin

reactive power is consumed to avoid a tap increase duringdaa condition and produced to

avoid a tap decrease during high load condition. Howevettirgapower is not consumed or

produced when there is no potential tap change or the alaitahctive power is not sufficient to

prevent a tap change. In the latter case, it is better to yseetpulation directly as unnecessary
reactive power flow increases system power losses. In oodaotlel this, the objective function

is modified to

MO0k i= 2 Za\/\ﬁj,t + IZth (3.11)

The term on the far right side is added to produce or consumnmishum amount of reactive
power as possible from the wind turbines. On the other haisda constant of sufficiently large
value added to prioritize using RPC, whenever possible,adsté tap changing.

3.3.2 The constraints

The equality constraints discussed[in {3.6).](3[9), {3at@) the inequality constraints discussed in
3.2), [3.3) holds true here as well.

The reactive power Ilmltst'” andQi*in (3.4), can be defined in terms of a given minimum

operating power factor limigp™". These limits can also be constrained by the thermal capabil
of the wind turbine §"®. This happens when the wind turbines are operating aroundatied
power output. Hence for a given wind turbine at bukhe reactive power limits are given by

—QP< Qi < QP (3.12)

where

Q.C?P_mm( (=92 P “q;mﬁf’mi”)z)) 619

In cased™" is extended to zero, i.e. when the wind turbines are progidémctive power support
even when they are not producing active power, (3.12) ad@)2an be reduced to

—\/(S")* = PA < Qi < \/ (") 3 (3.14)

3.4 The flow chart of the proposed sequential load flow simu-
lation

The model formulated in this chapter is to be used in a radsatidution system where there are
usually one or two transformers in parallel. Under such @mrdthe binary variableW ¢, can
be replaced by a continuous varlabl\ﬁg It and [3.15) can be used to calculdig; ;. This results
in a model which can be solved more efficiently using solvengetbped for standard nonlinear
programs, e.gl[80]. However whenever this model is usedtwaorks where there are a couple
of tap changing transformers at different locations then@lat be an optimality problem. Hence
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3. EFFECT OF WIND POWER ON FREQUENCY OF TAP CHANGES

under such situation the problem should be solved as mixedennonlinear programming model
(MINLP).

rounc(Wlé7j7t), if )Wl(’7j7t) <eg
Wi =19 ceillW,), if W >¢ (3.15)
floor(W ), if W, <-—¢

whereeg is a very low value chosen based on the sensitivity of the pegading system i.e. how
sensitive it is when the voltage is above the upper or lowendo

The flow chart of the overall simulation is presented in Ei§. 3

Initialize
t=1,n kj, 0 =

)

N je =Nk, jt—1

L]

Run optimization for time ¢, with
objective function (3.1) or (3.11)

N . 3
Determine W, ;, as in (3.15)
Y Weju =M jua VVk,j,t xAU
t=t+1; <—| v
Run optimization, with objective

function (3.1) or (3.11)

N

v

Y

Figure 3.5: The flow chart of the proposed sequential load flow simulation.



3.5 Case Study

3.5 Case Study

3.5.1 Network and data description

The case study is based on a rural 11 kV network operated byyd@éns Energi located in
Falkoping area in Sweden. The network is fed by a 40 kV grid thraufjg MVA 45+8x1.67%/11.5
kV transformer with a percentage impedance of 8%. The tapgdraegulates the voltage at the
secondary side of the transformer with the set point vol@gk0.7 kV and at+1.2% deadband.
In this distribution system, there are 13 wind turbines (posed of Type A, B, and D) installed,
with an overall installed capacity of 12.225 MW. From theseduurbines there are hourly mea-
sured time series power data available for one year, i.€1.20@urly measured active and reactive
power data at the substation are also available for the saare Active power consumption in the
network is then calculated by adding the measured wind poatx and active power measure-
ment at the substation. The resulting load and wind powex pattern for the year are presented
in Fig.[3.6. Currently the wind turbines operate at unity pofaetor (PF) setting, thus the reactive
power is assumed to come from consumer loads only. Moretheesimplified form of Falbygdens
Energi’s network as shown in Fig._38.7 is used in the forth eapanalysis. That is, both load and
wind power are assumed to be directly connected to the gidsstausbar without any connecting
cable in-between. This is valid because as the net activeeauadive power measurements are
done at the substation.

8
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‘é 6 Load (reactive
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(b) Wind power data

Figure 3.6: Load and wind power data pattern for year 2011 in the network.
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Figure 3.7: Simplified form of Falbygdens Energi’s network used in the analysis.

3.5.2 Effect of wind power on frequency of tap changes

The aim here is to find out if wind power may lead to an increagbe FTC. Thus, no RPC from
the wind turbines is considered.

With the data described in the above subsection, the matiehaodel developed in Sectign B.2
is implemented in GAMS. Two cases are investigated:

e Case 1: only consumer load is assumed to be connected to therketithout wind power
in the system.

e Case 2: both load and wind power are connected to the systeinisTthe existing system
condition.

Fig.[3.8 shows the number of tap changes at each hour of a dayed over one year. It can
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Figure 3.8: Number of tap changes on each hour of a day summed over a year.

be seen that for both cases, the diurnal variation of tapgd®iollows a similar trend: with a
large number of tap changes at 6:00 and 7:00 in the morninga@8:00 and 0:00 during the
night. There are also considerable tap changes at 15:006a00. Usually the tap changes in the
morning (specifically between 5:00 and 10:00) are down eggnis to boost the voltage on the
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secondary side. During this period, the load increasesatigetstart up of a factory, connected
to this distribution system, and residential loads. Dutimgrest of the day, the tap is usually up-
regulated due to the dominance of lighter load conditioas ith the morning. The total number of
tap changes for Case 1 is 585 and for Case 2 is 505 for one yeaertmm. Thus, in contrary to
our expectation, the FTC has decreased when there is windrpowhe distribution system. The
reason for the decrease in number of tap changes is explasimegl Fig[ 3.9 and Fid. 3.10.

Fig.[3.9 shows the load and wind power profile for a specific aag Fig.[3.I0 shows the tap

positions of the tap changer in the same day. It can be seeig.iBHEQ that between the period

5:00 and 16:00, there are three tap changes in Case 1 compaegingle tap change in Case 2
(see Figl-3.10). From Fif. 3.9, one can make two observat@n®ne hand, the variability of load

follows the variability of wind power. These results in adesriable net active power. On the other
hand, during part of this period (for example between 141020:00) when the net active power
increases, the reactive power decreases and vice versa.athording td (3.16) [81], results in a
lower voltage change on the secondary side of the transfaramepared to Case 1.

AV; ~ RPyt + X Qo4 (3.16)

where

AV; voltage difference between reference node ‘1’ (infinite)bs and node 2’ (sec-
ondary side of the transformev)

P, active power consumed at node ‘2’

Q2+ reactive power consumed at node ‘2’

R resistance between node ‘1’ and ‘2’

X reactance between node ‘1’ and ‘2’
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Figure 3.9: Load and wind power profile at specific day of the year.

Moreover wind power causes fluctuation mostly in active powsductuations in active power,
according to[(3.16), will not lead to significant voltage flustions when the X/R ratio of the
external grid is high.
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Figure 3.10: Tap position of the tap changer at specific day of the year.

In Fig.[3.9 and Fig[_3.10, the aim is to show how wind power cantigbute to a decrease in
the number of tap changes in some days. But wind power do alstwilmate to an increase in
the number of tap changes on some other days. However, icdabes wind power has led to a
reduction in the total number of tap changes.

Seasonal variations in the number of tap changes is comparedy. [3.11. The figure shows
that the effect of wind power on FTC changes from one montmtiher. Though the FTC has
decreased in most of the months, there are also months wieeFd C has increased because of the
wind power. Thus, an analysis based on only one month datahas been done in [78], cannot
give the true picture of the effect of wind power on the FTC.
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Figure 3.11: Number of tap changes distributed on monthly basis.
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3.5.3 Analyzing the frequency of tap changes with a different set of wuh
power data

In the Sectior_3.5]2, the analysis of the effect of wind poaerthe FTC is done based on a
particular set of data. To test the validity of the obsepratmade in the previous section, an
analysis based on different sets of data may be requiredhiF@nd, an analysis is done using a
number of synthetic data (WPs1-WPs5 in Fig. 8.12) and one meesuarement data (WPm), both

having a capacity of around 8 MW. The synthetic data is g¢ednasing the stochastic model of

wind power proposed in [82]. The load data, on the other henkkpt the same as the one used
in Sectio 3.5.2. This is valid since, though the detailshefdata could be different from year to

year, the general profile of a load data will remain almostsdr@e from one year to another.

As shown in Fig[3.12, the FTC with the new wind data lies befw49 and 573 which is still

below the number tap changes that occur when there is no vawerp But one can observe that
compared to the FTC with the original wind power of the sanze $WWPo) (i.e. 509), there is
an increase by around 10%. These increase is not signifigadtjt can partly be attributed to
the reduction in correlation between the load data and thewiad power data compared to the
original one.
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Figure 3.12: Number of tap changes with different wind power time series data.

3.5.4 The frequency of tap changes with different reference voltage ahé
secondary side of the substation transformer

The discussion up to this point shows wind power contritlgutmthe reduction in FTC. To test if
this also holds for some other case, the FTC problem is stedilaith different reference voltages
at the secondary side of the transformer for varying levélsind power. The argument is that
if the introduction of wind power should decrease the FTC, auld do so irrespective of the
voltage set point. The result of the analysis (presentedgr313) shows that wind power does
not necessarily lead to a decrease in the FTC. However in gletier increase in FTC due to
wind power is insignificant for the distribution system sadiso far. Thus, wind power in such
distribution systems does not pose a reliability concetthédaransformer tap changers.
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Figure 3.13: The frequency of tap changes for varying level of wind power aniémint voltage set
point.

3.5.5 The frequency of tap changes for varying levels of grid strength

The analysis in the previous sections is done assuming th aihcuit capacity (SCC) and the
X/R ratio of the external grid to be 171 MVA and 10 respecivélor this distribution system, it is
seen that wind power does not pose a significant threat toTe Ia fact, it may reduce the FTC.
In this subsection the same investigation is done for gridls different SCCs and with varying
X/R ratios.

Fig.[3.13 shows the trend in FTC as the power penetration ieveases for grids with different
SCC. The figure shows that, overall, the FTC increases witredserin SCC. This is understand-
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Figure 3.14: Number of tap changes per year for different SCC of external grid ¥i=10.

able as a higher impedance leads to a higher voltage dropgimea loading condition. In other
words, for the same variation of transformer loading, théage variation will become larger in a
weaker grid.
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Though the curves in Fig, 3.14 show a general decrease in RCaw increase in the capacity
of wind power, it has already been noted in Fig. 8.13 that wiodier does not always lead to a
decrease in FTC. However, the similarity in the profile of theves in Fig[3.I4 can be explained
as follows.

A tap change occurs when there is a voltage change at thedsyoside of a transformer due
to a change in power flow. Hence one can roughly approximad-iC to be proportional to
the voltage change that occurs at each time stdpe to power flow changes. In the absence
of wind power in the system, the change in voltage at the skngrside of the transformer due
to load flow changes is given bl (3116). In the presence of \pioder in the system, there are
additional fluctuations in active power; this fluctuatiorusas an additional voltage fluctuation at
the secondary side of the transformer which can be givem Ayl)3 The percentage change in
voltage change at the secondary side of the transformertivas, be given by (3.18). Since the
FTC is proportional to the voltage change at the transfosaeondary[(3.19) follows frorh (3.118).

AVyy ~ APy x R (3.17)

where

AV, the change in voltage at node "2’ relative to the previouseal
AP+ the change in active power consumption at node '2’ due to ihe wower

AVoy APy

- « 100% (3.18)
AV Pot+Qar < (X/R)
and A
YAFTC I Fat « 100% (3.19)
Pot+ Qo x (X/R)

Equation [(3.1B) implies that the percentage change in FTAE P&, is proportional to the X/R
ratio and is constant for a given X/R ratio irrespective @ 8CC of the grid. However the tap
change does not only depend on the voltage change at thedsegmide of the transformer but
also whether the resulting voltage will be outside of thediiesmd. Hence based dn (3.19) one can
only roughly expect the implications to hold. Fig. 3.14 psthe same.

The above analysis shows that for an X/R ratio of 10 no sigamticncrease in the FTC is expected
due to introduction of wind power operating at unity powestéa. Fig.[3.1b provides the results
of the analysis with different X/R ratios. The results shtxattwhen the X/R ratio gets lower the
effect of wind power on the FTC changes becomes considerabig is clear from[(3.119) that for
a given active power change, the lower the X/R ratio the biggthe change in FTC.

As mentioned above, the results presented in Eigs] B.18-8d based on assuming a wind farm
directly connected to the substation, i.e. without any emting cable in-between. However,
almost similar results are observed even when there is & calan overhead line connecting the
wind power plant to the substation, as shown in Eig.13.16. rElsalts in the figure compares the
FTC with a wind farm located at different distances from satisn and connected to the station
through different cable types; the external grid here isiaesl to have a SCC of 80 MVA with
X/R ratio of 5.
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Figure 3.15: Number of tap changes per year in a distribution system connected to 80eMiéfnal
grid having different X/R ratio.
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Figure 3.16: Comparing the FTC when the wind power is at varying distance from theagidrs

Based on the analysis so far, it can be concluded that forlaisbn networks with an X/R ratio
greater than 5, wind power operating at unity power fact@sdwot cause a reliability concern for
the tap changers. But for distribution networks with an X/Roréess than 5, there could be some
problems of increase in FTC due to wind power introductiomisTs especially true for those grids
with an X/R ratio less than 2.5.

3.5.6 The effect on FTC when wind turbines consume reactive power

This section investigates the effect on FTC of wind powerrafieg at a power factor other than
unity. This situation may arise when the wind turbines catee to the distribution system are of
Type A or B, which cannot provide a controllable reactive poswgpport. As shown in Fid. 3.17,
when the wind turbines operate at a PF other than unity tsexeonsiderable increase in the FTC.

36
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Of course, the closer the PF to unity is, the lower is the iasean FTC due to wind power. Some
DFIG wind turbines work at around 0.99 PF lagging and suchatjm is not seen to increase the
FTC considerably. Hence in a distribution system whereetli®a concern on the number of tap
changes, it is necessary to make sure that only wind turbiredsire able to operate at or close to
unity power factor are being installed.
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Figure 3.17: The effect on FTC of wind turbines working at power factor other thaityu

3.5.7 Using reactive power compensation to reduce the number of tap ahges

This section investigates the use of reactive power fromdvwimbines to decrease the FTC. The
need for reducing the FTC may arise due to the existence ofjla lbivel of FTC induced by
load changes. It can also be induced by a high level of windgpdar the reasons mentioned in
Subsections 3.5.5 and 3.5.6. The current practice for dsitrg the FTC in such conditions is to
increase the deadband of the tap changer, say from 1.2%%dr.énore. However this solution
may pose voltage quality problems.

Among the available wind turbines in the network (descrilme8ectio{ 3.511), a wind farm com-
posed of four 0.8 MW wind turbines is chosen to provide reagbiower support to the grid. These
wind turbines are of the variable speed design (full comrdrased) from Enercon and are recently
installed at a site close to the substation. Since thesewwibthes have started their production as
of March 2011, the wind power and load data starting from M&@11 are used for this analysis.
The wind power from the rest of the wind turbines is aggredjatéh the load. The simplified
diagram of the resulting system is shown in [Eig. B.18.

The majority of grid codes require that wind turbines shdwdde a capability of operating between
0.95 PF lagging and leading at full production][83]. Thisigades that, for these wind turbines,
the rated power of the converter should be at least five pehoginer than the full power output of
the wind turbines. Hencg"®, for each wind turbine, is taken to be five percent higher tian
rated power output.

Fig.[3.19 compares the number of tap changes with and wifRB@ when the wind turbines are
controlled to operate between 0.95 lagging and leading péaetor so as to avoid a tap change
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Figure 3.18: Simplified diagram of the 10 kV distribution network.
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Figure 3.19: Number of tap changes on 24hr basis with and without RPC.

whenever possible. The figure shows a decrease in the FTC%y Réactive power is consumed
at light load or at windy conditions when there is a poterta@l up-regulation. This brings down
the voltage at the substation busbar and avoids an up-teguts the tap. Reactive power is sup-
plied to boost the voltage during high loading condition Yoid a potential tap down-regulation.
In this way, reactive power contributes to the reductiorhennumber of tap changes. One can also
notice that RPC sometimes only delays a tap change to a later Tihis is seen in Fi§. 3.119 when
the number of tap changes decreases at 23:00 while the naintagrchanges increases at 00:00.
However, this delay of tap changes does not appear to be ificaghissue.

Table[3.1 summarizes the main points that can be used in thparative analysis of using RPC
to reduce the FTC. It also includes results from some moreasceanalysis. The results in
Table[3.1 are for a grid with SCC=171 MVA and X/R=10. Tabld 3.2vjates the results of the
same analysis for a weaker grid having SCC=80 MVA and X/R=1. zein Tabld 3.1 and 3.2,
the wind turbines are located 2.3 km from the substation.n@mther hand, Table 3.3 provides the
results of the same analysis for wind turbines located 15rkim the substation. The analysis with
longer distance is used to see if the magnitude of the immsdbaetween the wind farm and the
substation has some effect on the proposed solution. Oyénalesults provided in Table 3[1-8.3
shows that RPC can be used for reducing the FTC in most grids.

In terms of achieving a specific level of reduction in the FTi& dlistance of wind turbines from
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Table 3.1: Effect of using RPC to reduce the FTC in a distribution system connectesttoreger grid
(SCC=171 MVA,X/R=10)

~ |Change inthe FTC AFTC) |Average power|Reactive power from the wind turbines
Case | o™" 0 Loss (KW) i
AFTC YAFTC Average (kVAr)  Maximum (MVAr)

1 1 0 0 16 0 0

2 0.95 -86 -21 16 15 0.7

3 0.90 -124 -30 16 25 0.9

4 0.80 -166 -40 16 36 1.0

5 0.0 -410 -100 14 176 1.0

Table 3.2: Effect of using RPC to reduce the FTC in a distribution system connectedéaker grid
(SCC=80 MVA and X/R=1)

~ |Change in the FTC (AFTC) |Average power|Reactive power from the wind turbines
Case |®™M" 0 Loss (kW) i
AFTC YOAFTC Average (kVAr)  Maximum (MVAr)

1 1 0 0 86 0 0

2 0.95 -394 -22 85 33 1.0

3 0.90 -502 -28 85 64 1.4

4 0.80 -663 -37 85 121 2.0

5 0.0 -1738 -97 91 724 3.4

Table 3.3: RPC from wind turbines located 15 km away from the substation (SCC=NA, XIR=10)

~ |Change in the FTC (AFTC) |Average power|Reactive power from the wind turbines
Case|®™" 0 Loss (kW) i
AFTC YoAFTC Average (kVAr) Maximum (MVAr)

1 1 0 0 28 0 0

2 0.95 -90 -22 28 16 0.8

3 0.90 -120 -29 28 25 1.0

4 0.80 -166 -40 28 36 1.0

5 0.0 -416 -100 27 176 1.0

the substation has no effect at all. That is, almost the sanweiat of reactive power is necessary
to achieve the same level of reduction in the FTC. Thus, théeeaides not make any significant

impact on the reactive power requirement from the wind tebi However, compared to strong
grids, in weak grids more reactive power is required fromwired turbines to achieve the same

level of reduction in FTC. This is because, in weak grids, argiumber of tap changes need to be
avoided to achieve the same percentage of reduction in tGe FT

Generally, the change in the network loss relative to the base (Case 1) is found to be negligible
in all cases except in Case 5 of Table]3.2. This is apparent fhenfact that, in this case, the
network resistance is relatively large and the amount aftheapower consumed or produced by
the wind turbines relatively high.

Finally, the analysis presented in this subsection is @draut assuming constant power loads,
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however similar results are obtained assuming constargdanmce load.

3.5.7.1 Reactive power flow in the network

This subsection compares the reactive power consumptithreinetwork with and without RPC

in the network to see if RPC would result in unfavorable grie@mping conditions. The results
of the analysis for Case 5 (worst case in terms of reactive poargsumption) from Table 3.1 are
presented here in Fig._3]20 and Fig. 3.21. However simikulte are observed for the analysis in
Tabled 3.2 and 3 3.

Fig.[3.20 shows that reactive power is consumed during lgd or windy conditions and pro-
duced at heavy load conditions. From the point of the extegrid, this is beneficial because
during low load conditions the voltage in the power systemegerally high due to the Ferranti
effect, consuming reactive power will mitigate the voltage. During high loading condition the
grid may approach its voltage stability and low voltage tiamd providing local reactive power is
vital to improve the voltage stability and level, respeelyy of the system.

Fig.[3.21 compares the reactive power supplied by the exttgmid in Case 1 (when the wind
turbines are not involved in RPC) and in Case 5 (where RPC is usadbid totally the use of
OLTC to regulate the network voltage). The figure shows thathaximum amount of reactive
power supplied from the external grid in Case 5 is not highantGase 1. However the average
reactive power supplied from the external grid is genefailijher when RPC is used. Thus, based
on the observations made in Fig. 3.20 and FEig.13.21, one cacuae that the use of RPC for
decreasing the FTC does not pose any technical challendestgrid from the reactive power
demand point of view.

H
s 1.0
0
O .
c | .- *°
£ 05 : e
E .'°.~ ’:-.f‘r .:.:‘.':'
° St e, Ses”
E 00} Ol HUL LA AT
=
)
=-05f
£
o
8 1.0
ad
E _1.5 1 1 1 1 1 1 1 ]
g 0 1 2 3 4 5 6 7 8

Total consumer load in the distribution system (MW)

Figure 3.20: Reactive power production from the wind turbines as the function of thikifoidne system
for Case 5.

Moreover, in Case 5, the total amount of reactive power usextimeving such a high level of
reduction in FTC depends on the initial tap position of trensformer. If RPC is to be used to
eliminate the use of OLTC for voltage regulation, the initég position should be chosen such that
it is in the middle of the tap positions the tap changer has eperated at. This can be observed
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Figure 3.21: Comparison of reactive power supplied from the external grid.

from the historical data. In the present case study thefwemer is found to operate between the
tap positions zero and two. Hence the reference (initigd)p@asition is chosen to be one. If the
reference tap position is chosen to be zero, the averagéveepower used from the wind turbines
would have been above 700 kVAr. This is even without achg\vi@0% reduction in the number
of tap changes. Moreover the loss could have been highethledmse case.

3.5.7.2 \Voltage in the network

Due to a relatively high amount of reactive power consumethbyvind turbines, one may expect
the voltage on wind turbine terminals to be below the acd®#etievel. Fig[3.22 compares the
voltage at the wind turbine terminals between the base &ase(1) and Case 5 from Table]3.1.
On the contrary, the figure shows that the voltage at the winirie terminals remains within
+5% of the nominal (reference) voltage, 10.7kV. Moreoveraeerage, the voltage at wind turbine
terminals are higher in Case 5 than in the base case. Whenvespotier is consumed to avoid
a tap change, the voltage at the secondary side of the tramsfas kept at the upper limit of the
voltage deadband. This results in a voltage gain at tersmiolathe wind turbines. Even though
there is voltage drop due to reactive power consumptionpvieeall effect is a general increase in
voltage at the wind turbine terminals.

Moreover, by using this voltage regulation strategy, itasgible to minimize the overvoltage that
happens in the system due to the slow reaction time of thehapgers. This is especially of great
importance if some other wind turbines in the system ar@édpdue to fault resulting in a sudden
voltage drop in the system.

3.5.7.3 Effect of voltage set point on the effectiveness ofagtive power compensation to
reduce the number of tap changes

Though the voltage set point at the secondary side of theftsemer may be chosen to provide
customers with the appropriate voltage level, there is soegeee of freedom in the choice. This
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Figure 3.22: Comparison of distribution of voltage on the wind turbine terminals.

subsection investigates how the choice of the voltage gat pbthe secondary side of the trans-
former can affect the performance of RPC in reducing the FTC.

The voltage set point affects how the tap positions areibiged. For the case presented in Table
3.1, Fig.[3.2B shows the tap position distribution of thessation transformer for two different
voltage set points at the secondary side of the transformer.
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Figure 3.23: Tap position distribution of the substation transformer for two different geltet points.

To totally eliminate the tap changes using RPC, naturallyriase effective to set the tap position
at the median of the tap position distribution. The more Bveistributed the tap positions are
around the median tap position, generally, the lower is tlezage reactive power demand from
the wind turbines to avoid a tap change. In Eig, B.23 the tagitipas are more evenly distributed
around the median when the reference voltage is 10.8 kV. Hamepare the average reactive power
requirement to avoid tap changes totally, we see that it @6skMAr with a 10.7 kV as a reference
voltage and 56 kVAr with 10.8 kV. Therefore, the RPC would bereneffective if the reference
voltage is set to 10.8 kV, showing that the reference voltagesen can affect the effectiveness of
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the RPC. This also shows that the demand on reactive power frenvind farms depends on the
reference voltage setting.

3.6 Summary

In this chapter an analysis of the effect of wind power on tiegdency of tap changes (FTC) is
carried out. In general, for distribution networks coneelcto external grids wittkK/R > 5, no
significant effect on the FTC is seen due to introduction afd\power. However, in a distribution
system connected to grids with a lower X/R ratio wind power afiect the FTC significantly as
wind power penetration increases.

An analysis is done to decrease the FTC using reactive pawmpensation (RPC) from the wind
turbines. Two types of distribution systems are consideoe@ connected to a relatively strong
(SCC=171 MVA, X/R=10) external grid and the other to a weak (SCO#¥8B, X/R= 1) external
grid. The results show that RPC can be used to effectivelyoeethe FTC in both cases. However,
the reactive power required to reduce the FTC by a specifimepédepends on the SCC and the
X/R ratio. The reactive power requirement decreases wiilglaeln SCC and X/R ratio.

A further investigation on RPC is carried out for wind farmsdted farther from the substation.
However, the change in reactive power requirement and mktless is found to be only minor.

Hence the RPC method is found to be effective even when windsfare far away from the

substation.

Finally the practical implementation of RPC to reduce the benof tap changes depends on the
maintenance cost of the tap changers involved, the costofive power from the wind turbines,
and the change in power loss that occurs within the netwoektd(RPC.
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Siting wind turbines in a distribution system

In the previous chapters the effect of wind turbines on payuadity and reliability of distribution
systems is investigated. This and next chapter provide gtbadologies to determine the optimal
hosting capacity of distribution systems. Unlike many otiwerks where the optimal sitting and
hosting capacity problem are treated as a single problethignthesis the problem is decomposed
into two sub-problems. As the discussion in this chaptewshas long as the objective is to max-
imize the hosting capacity of a given distribution systeathsapproach provides optimal results
without facing the dimensionality problem that occurs whentwo sub-problems are solved as a
single problem.

The aim of this chapter is to investigate the optimal sitiigvond turbines or farms in a given
distribution system. The chapter starts by presenting drackd knowledge to the optimal siting
problem. Then, the siting problem is discussed with respetiie different integration issues of
wind power discussed in Chapfdr 2. These include overvqliaggrloading, flicker, harmonics,
increase in fault level as well as loss considerations. Trieblpm of determining the optimal
capacity will be treated in the next chapter.

4.1 Background

The location of a wind turbine or farm is mainly affected bg thindiness and the accessibility of
a given site. However, it is possible that the distributigatem has a couple of sites with nearly
the same average wind speed and it may be required to choes® amore sites among them for
wind power installation. In this regard, extensive reskaffort has been devoted to the optimal
siting and sizing of distributed generations (DGs) [84-}1Te siting problem has been studied
to achieve different objectives, such as loss minimizaf@#91[94-99, 102, 105, 106, 109, 110],
hosting capacity maximization [93,/98,103,104], and telity improvement [92, 94, 98]. Also
different methodologies have been proposed to solve thH#gro These include but not limited to
genetic algorithm([84, 85, 89, 80,/93/94/98,1103,106],ip@rswarm optimization (PSO) [86,87,
[91/92/.96,97,105], analytical methods][88[95]L01|[10], ¥aizzy logic [99], ordinal optimization
(OO0) [104], and artificial bee colony (ABC) [107].

The main objective of the majority of the papers cited ab®/éoss reduction. However, our
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4. SITING WIND TURBINES IN A DISTRIBUTION SYSTEM

main objective in this chapter is to identify the optimal nention point of a wind power plant
in electrical distribution system, so that the hosting cétyeof the network is maximized while
keeping the power quality and security concern within theeptable limits.

4.2 Siting wind power

The connection point of a wind turbine determines the powality and security concerns it poses
to a given distribution system. These power quality and sgoconcerns discussed in Chapiér 2
include overvoltage, overloading, flicker and harmonic ssiin, and increase in fault level. In
subsequent subsections, the siting problem is investigateording to each power quality and
security concern.

4.2.1 Overvoltage

The effect of wind power in increasing the voltage level inistribution system has been shown
in Sectior 2.2/ usindg (Z.114) (rewritten here[as](4.1) wigtight rearrangement).

Vo| = [V1| 4+ PR+ QX (4.1)

From (4.1), since the voltage at the substatié) is regulated around a reference voltage, the
voltage|V,| at the PCC will be higher for higher wind power generatiband cable resistande
Higher cable resistande arises from longer cable or overhead line. [Fig] 4.1 showsapacity

of wind power that can be installed based on 4% voltage limit for different cable types with
varying lengths. The data for these two cable types are giverable[2.1. The wind farm is
assumed to operate at unity power factor, which is the cuwparating practice of most wind
turbines.
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Figure 4.1: The capacity of wind power that can be installed based-6% limit.

From Fig.[4.1, one can notice that the capacity of wind powat tan be installed based on the
+5% voltage limit is severely limited when the wind farm isthar away from the substation.
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4.2 Siting wind power

Hence when the limiting factor to wind power integration he tvoltage rise problem, the wind
power hosting capacity of the distribution system can beeiased by siting the wind turbines as
electrically close to the substation as possible.

The above analysis works when one is investigating thegsifra single wind farm along a single
feeder. However, in a given distribution system there atallysa number of feeders and laterals
and the DSO may need to identify those buses that maximizibdbng capacity of the system.
For example, consider the distribution system shown in M with the indicated candidate
wind farm sites (Buses 2 to 4 and 6 to 9) and the network impestantt is assumed that the
minimum loading condition at the buses is 0 MW. The worst cadage rise occurs in the system
when the load is at its minimum and the generation is at itsmam. The analysis done assuming
these extreme conditions of load and wind power is usuallg@d#he worst case analysis. Thus,
an optimal power flow (OPF) analysis implemented in GAMS @hHevel modeling software for
mathematical programming and optimization) is carriedbmsed on the worst case consideration
with the objective of maximizing the hosting capacity whileeping the voltage within-5%.
Tablel4.1 shows the hosting capacity that is achieved vifittrent bus combination options.

External grid FromTo R(Q) X©Q) |Z(Q)
1 2 0.250 0.240 0.347
23 0.290 0.307 0.422
3 4 0.323 0.341 0.470
T 15 0.339 0.247 0.420
5 6 0.663 0.208 0.695
6 7 0.974 0.167 0.988
Bus1 5 8 1.932 0.322 1.959
Feeder . 8 9 024 0037 0227
Luttra Ménarp
%E Bus 2
T
Wind ger
candidate sites | Bus 5
T |Bus3 1% DY
N Bus 6 Bus 8
Bus 4 | Windpow?
—_'_ A4 candidate sites | \/
A4 Bus 7 ~ |Bus9
| |
N N

Figure 4.2: Siting wind power in distribution system.

It is clear from Tablé€.4]1 that wind farm site selection e@dming Buses 2, 6, 8 has the highest
hosting capacity among the five options considered. Thatis$tibuting the connection points
on different feeders maximizes the hosting capacity. Stheevoltage at the substation bus is

litis a section of an actual distribution system operateddipygdens energi, sectioned out for easier analysis
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4. SITING WIND TURBINES IN A DISTRIBUTION SYSTEM

Table 4.1: Installed wind power capacity with different bus selection alternatives

Option 1 2 3 4 5
buses 2| 6| 8 2| 3| 4 2| 8| 9 6| 7| 8| 4, 7| 9
power (MW)| 26.0(5.7|2.0| 26.0/ 0.0/ 0.0| 26.0{ 2.8/ 0.0| 5.7/ 0.0/ 2.0| 7.6|2.9| 2.2

Total (MW) 33.7 26.0 31.0 7.7 12.6
Loss (MW) 1.6 1.3 1.6 0.4 0.6
Net (MW) 32.1 24.8 29.5 7.3 12.0

regulated, if the wind turbines are located on differendégs, the maximum capacity of each
feeder will be installed without any effect from the wind pawon the other feeder. The same
is true for the lateral branches of a feeder. That is, if thedafarms, for some reason, should
be located at the lateral branches of a feeder, the hostipacitg can be maximized if they are
situated in different lateral branches and as electricgddige to the substation as possible.

Moreover, if the wind turbines are not connected as elatyiclose to the substation as possible,
the hosting capacity will significantly be affected. For exde, from Tablé_4]1 in the case of
Option 2, if wind power is installed only on Bus 2, the maximuosting capacity of Feeder Luttra
is 26 MW. Consider now that there is a 2 MW wind turbine insthié¢ Bus 4 on Feeder Luttra.
As a result of this pre-installed 2 MW wind power, Bus 2 can nawydost 19 MW. Though the
hosting capacity is still high, the reduction is significaf#3%. Note that the analysis done here
is based on voltage rise consideration only; other conaiaber, such as overloading, may further
limit the hosting capacity of the system as shown in Se¢ti@4

In conclusion, voltage rise severely limits the capacityvmirid power that can be installed in a
given distribution system when the connection point is teleally far from the station. Thus,
installing wind turbines as close as possible to the substaicreases the hosting capacity of a
distribution system limited due to voltage rise problem.rbtaver when a couple of wind farms are
to be connected to a given distribution system, higher hgstapacity can be achieved by locating
the wind farms at different feeders or lateral branches ekalér.

4.2.2 Overloading

With overvoltage as the only limiting factor, Fig. #.1 shothiat a considerable amount of wind
power can be installed using any of the cables if the winditgrbr farm is located, e.g. at 1.5 km
distance from the substation. Tablel4.2 shows the curréingraf the conductors, the maximum
capacity of wind power that the cable can accommodate, anchtiximum distance of the wind

farm site above which the voltage rise will further limit thapacity of wind power that can be
installed. From the table one can see that when the windneshare sited electrically close to
the substation, the thermal capacity of the cables furthets the wind power hosting capacity of

the distribution system. Similar analysis done on the ithistion system in Fid._ 412 shows that the
hosting capacity of the system is well below the capacitycagd in Tablé 4]1 due to the thermal
capacity of the cables involved. It can generally be cormiuthat for wind turbines installed in

relatively strong distribution network at sites close te fubstation, the capacity of the wind farm
is more likely to be limited due to the thermal capacity of itnelved components.

Given a situation where the thermal capacity of the netwank@onents is the limiting factor,
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4.2 Siting wind power

Table 4.2: Maximum capacity based on ampacity of different cable types

Cable Current ratingPmax (MW) Maximum cable length (km)
AXCEL(EK) 3X240/25 360 6.7 7.3
AXCEL(EK) 3X150/25 280 5.3 5.7
AXCEL(EK) 3X95/16 215 4.1 4.8
FE-AL 99 435 8.3 2.2
FE-AL 62 305 5.8 2

it may be of interest to decide both the location and the dapat the wind farm. Consider
Feeder Luttra in network of Fi§._ 4.2, where the thermal tin the feeder is 280 A with zero
MW minimum loading condition. Table 4.3 shows the maximunstimg capacity of the feeder
for different choices of the wind turbine connection point.

Table 4.3: Hosting capacity of Feeder Luttra based on thermal limit

Connection| Capacity (MW) \Voltage at Voltage at\oltage at Feeder lossNet (MW)
point Bus 2 (p.u.) Bus 3 (p.u.) Bus 4 (p.u) | (MW)

2 5.39/1.011 1.011 1.011 0.06 5.33
3 5.46/1.011 1.024 1.024 0.13 5.33
4 5.53/1.011 1.023 1.037 0.20 5.33

Table[4.B shows a slightly higher wind power hosting capafcit connection points electrically
further from the station. This is due to a higher voltage tls& occurs for connection points
further from the station for the same level of current ing@tt But, the last column of the table
shows that the extra hosting capacity gained, becomes aftre network power losses. The
same analysis is also done assuming a higher minimum loadinditions and the results have
yielded a similar conclusion.

Therefore, in general, one can conclude that installingvine turbines close to the substation is a
preferred option in a distribution system where the hostaggcity is limited due to overloading.
On one hand, usually the cables electrically close to thetatibn have higher ampacity than the
cables or overhead lines that are located electricallyrtanfthe substation. Hence the hosting
capacity can be maximized by installing the wind turbinesselto the substation. On the other
hand, even if the capacity of the cables along the feederlaikas it is still better to install wind
turbines electrically close the substation. Though thissdwot increase the hosting capacity of the
system, it reduces the power losses as shown in Table 4.3.

4.2.3 Loss consideration

In general power losses do no limit the capacity of installedd power. However, since the

increase in power losses leads to loss in revenue to the Of&@e ts a need to minimize the

power losses in the system. Thus, in loss minimization, titaegyy is usually to supply the power
demand in a distribution network as locally as possiblesTaduces the current flow through the
network cables compared to the case where the loads araeslifrpim the external grid through

the transformers. The reduction in current flow leads to cedypower losses in the system.
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4. SITING WIND TURBINES IN A DISTRIBUTION SYSTEM

Consider the same example on Feeder Luttra discussed inGiobngd.2.2. Assume now that
there are average loads of 0.2 MW, at Buses 2 and 3, and 1 MW, a4,Bush a lagging power
factor of 0.95. Tablé4l4 shows the power generation anddefe and after connecting a DG.
The results show that installing an approximately 1.2 MW afdwower at Bus 4 results in the
minimum loss in the feeder. Compared with the capacity thasislled based on hosting capacity
maximization, this capacity of wind power is consideralay.| When wind turbines are installed
based on hosting capacity maximization there is usuallyh reverse power flow to the external
grid. In such cases installing wind power as electricallysel as possible to the substation will
result in lower power losses in the system. This is clearynsen Tablé 4]3.

Table 4.4: Siting wind power based on loss minimization

Buses _ _ Power prod_uction (MW) _
Without DG|With DG at Bus 2With DG at Bus 3With DG at Bus 4
External grid 1.412 -0.007 0.105 0.218
2 0 1.414 0 0
3 0 0 1.299 0
4 0 0 0 1.184
Loss (MW) 0.012 0.007 0.004 0.001

4.2.4 Flicker emission

Though flicker emission is not a concern with advent of vdeiapeed wind turbine, it can clearly
be seen from equations used for calculating flicker from viimtines [111], the flicker emission
from the wind turbines is inversely proportional to the shorcuit capacity of the distribution
system at the point of connection. Therefore, installingdiurbines as close to the substation as

possible minimizes the effect of wind power on flicker enossi

4.2.5 Harmonic emission

Equation [4.2) can roughly be used to estimate the voltagadrac uy, introduced to the voltage
of the network by a wind turbine producing a harmonic curddng, [62]. HereZ;, is the harmonic
impedance seen from the wind turbine site &dx is the maximum apparent power of the wind
turbine andJ is the nominal voltage of the system.

Wi
Up = ”‘B—Sznax 4.2)

Equation [(4.R) shows that a wind turbine which is sited eleglly far from the substation, thus
experiencing a higher harmonic impeda@geintroduces higher voltage harmonics. Hence siting
wind turbines as close electrically as possible to the stilost can maximize the hosting capacity

of a network constrained due to harmonic voltage emission.
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4.2.6 Increase in short circuit level

The increase in fault level can become a limiting factor tadybower integration depending on:

the capacity of the wind farm and the technology of the wintines in the wind farm,
the distance of the wind farm from the station,
the SCC at the station due to the external grid,

and the rating of the switchgear at the substation i.e. thgadole fault level margin of safety
to handle additional fault current from the wind turbines

Therefore, an increase in fault level can only become aihlgifactor in a distribution system
connected to a quite strong grid where the available marfjsafety to handle additional fault
level is very low. Moreover the wind turbines connected ® ginid need to be of type other than
Type D. In general, it is less likely for the grid to be veryostg in rural areas, where favorable
windy sites are usually located. As the distribution systemthis area are often far from the
main grid, they have comparatively low grid strength. Tiene increased fault level becomes a
limiting factor only in rare cases.

When it is a limiting factor, in most cases, it is the substatiois that is our main concern. This
is because fault contribution from the external grid is mikely to be higher than the fault con-
tribution from the wind turbines. With higher impedancevbetn the fault source and the fault
point, these fault contribution from the external grid dabsially decreases at buses located elec-
trically further from the substation. Therefore, it is |&&gly for increased short circuit level to be
a problem on these buses.

With increased impedance between the wind turbine sitetandubstation, fault current contribu-
tion at the substation decreases as the wind turbines aefsither from the substation. Hence
the total fault level at the substation decreases. Thussinlalition systems where the available
fault level margin of safety is relatively low, installingind farms away from the station could be
an option to increase the hosting capacity of the networks Bhespecially true when the wind
turbines in the wind farm are not of Type D.

4.3 Summary

In a distribution system where the hosting capacity is Baitlue to overvoltage, overloading,
voltage flicker, and harmonics, installing wind turbinesetectrically close to the substation as
possible, maximizes the hosting capacity of a distribusigstem. Moreover, when more than one
PCC is sought, the PCCs should be distributed on different feedewell as laterals. Even with
regard to loss consideration, when large scale integrafievind power is sought, installing wind
turbines electrically close to the substation minimizesldss in the system. Itis also mentioned in
Chaptef B that the effect of wind power on the FTC is almostpedeent of the location of wind
farms in a given distribution system. Therefore, based enintegration issues of wind power
discussed in this thesis, the increase in fault level is tiig eeason that one may need to install
wind turbines away from the substation when trying to maxarthe wind power hosting capacity
of distribution systems.
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Wind power hosting capacity of a
distribution system

This chapter deals with the determination of the optimatingscapacity of a distribution system.
The chapter starts with a discussion of the traditional woase approach of assessing the hosting
capacity of a distribution system. Then the role of activenageement strategies in increasing the
hosting capacity of a given distribution system is discdsdacorporating these active manage-
ment strategies, an optimization model is developed tosaste optimal hosting capacity of a
given distribution system. A discussion on stochastic wio@er and load data modeling is also
included in this chapter. This will provide a useful tool foad and wind power data generation
whenever the available load and wind power data are not aktipeired size or type. The chapter
concludes by presenting and discussing results from twe staslies.

5.1 Assessing the hosting capacity of a distribution system

5.1.1 Worst case analysis

Current distribution systems are operated passively. Tlean® these systems are not actively
controlled to insure that system components operate ortlyjmthe allowed range of voltage and
thermal loading. Therefore, while permitting a given wirayer installation, distribution system
operators (DSOs) consider the worst condition under wHiehslystem can operate. Under this
operating condition, the philosophy is the system shoulattion with every power quality and
reliability indices of the system being within the accepdbnit.

In Chaptef#, voltage rise and overloading of system compsr®ve been identified as the most
common problematic effects of wind power. Voltage rise esadue to reverse power flow. If the
power generation from a wind turbine/farm is locally congahthe reverse power flow decreases.
Thus, the worst case reverse power flow, corresponding tondeeémum voltage rise, happens
when the load is at its minimum and the power generation itssanaximum. The same holds
true for the overloading which happens due to wind power petdn. That is, the higher the
reverse power flow, the more likely it is for the network elerseto be overloaded. Hence the

53



5. WIND POWER HOSTING CAPACITY OF A DISTRIBUTION SYSTEM

maximum generation and the minimum loading condition inghstem ends up being the worst
condition. The maximum loading together with the minimunmgetion can cause overloading
and undervoltage. However, the same condition can aridesisyistem even without wind power
installation. Thus, the analysis of such condition is natassary to assess the wind power hosting
capacity of the system. The analysis based on such assungftroinimum load and maximum
wind power generation is called worst case analysis. In thestacase analysis, the objective
is for the voltage to remain within, e.g4 5% of the nominal voltage and the power flow to
remain within the thermal ratings of the system elements.e8as the worst case, a number
of optimization approaches have been proposed to asseswstiag capacity of a distribution
system|[[89, 90, 98, 103, 112]. Optimal power flow (OPF) baggat@ach is proposed in [112] to
determine the available headroom for DG. Genetic algorit@#) [89,[98], and combined OPF
and GA [90] 103] are used to determine the optimal positiahsaze of DGs.

5.1.2 Active management strategies

The approach based on maximum generation and minimum |Isaoteethe network from potential
power quality and security concerns. However, due to higiakdity of both load and wind power
generation with a low level of correlation, maximum generaand minimum load condition in
the system rarely, if ever, coincides in practice. Hence #pproach unnecessarily hinders the
penetration of wind power into the electricity grid. It aldeprives DSOs from potential benefit
they could gain. Hence the use of active management steatbgve been proposed to deal with
this rare event and increase the penetration of wind powerthe electricity grid([3,559, 113].
The discussion of these active management strategiesseriesl in the following subsections.

5.1.2.1 Reactive power compensation

The use of reactive power for mitigating the voltage rise&fdue to DGs can be found in liter-
ature as early as 1998 [113]. Later on, many others havedadlit in optimization models that
assess the DG hosting capacity of distribution systemsB, 3he use of reactive power has also
been further investigated for loss minimization [114-1468 mitigating other integration issues
of wind power, such as voltage flickefs [113,117,1118]. I thiesis, RPC is used for increasing
the wind power hosting capacity of distribution networksited due to voltage rise problems.
The reactive power required for overvoltage mitigation barsupplied by the wind turbines them-
selves, which is the case with variable-speed wind turbimely some other components such as
static VAR compensator (SVC) or static synchronous compgensaTATCOM).

5.1.2.2 Coordinated on-load tap changer voltage control

The traditional or the existing practice of controlling @pangers is based on two main principles,
as discussed in Sectibn 2.2)4.1. The first one is based omkgethe voltage within a given dead-
band around some reference voltage. In the second approadontrollers are augmented with
line-drop compensation to boost voltages more during h&sding condition[[59]. Due to intro-
duction of wind power, however, the voltages at differemdiers may differ widely. This makes
it difficult to properly regulate the voltages at differemetlers with just one substation OLTC.
Even if separate regulators are assigned for each feedegyother factor of the feeder where wind
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power is installed can vary considerably depending on thedwondition. This makes voltage

regulation very difficult especially for second approdc8][FEven for the first approach, a better
voltage regulation, hence, higher hosting capacity candbéeged with the use of coordinated
OLTC (C-OLTC) voltage control in a distribution system lindtelue to voltage rise problem. In

C-OLTC voltage control, the OLTC is controlled to keep thetage on various critical points in

the system within the acceptable voltage limits. This iddfaind in literature as early as 2002 [3].
Moreover, it has been incorporated into a number of optititimamodels [[5=10] that assess the
DG hosting capacity of distribution networks.

5.1.2.3 Wind energy curtailment

The principle behind wind energy curtailment (WEC) is to ciigart of wind power production
in case of overvoltage or overloading. This is the only sohuin case of overloading unless some
expensive solutions, such as energy storage and capatigneement, are made. The idea of
using curtailment for overvoltage mitigation is not newheit[3]. It has further been incorporated
into optimization models for overvoltage mitigation [5}H3 well as overload mitigation[7=10].

5.1.3 Comparison of the different active management schemes for voltage
regulation

The previous subsection has listed the different voltage mitigation solutions without stating
the order of preference. Most papers in literature have slmeference to OLTC over RPC and
RPC over curtailment [283—26]. However, some have prefertgthitment over RPC[21, 22].
Thus, the aim of this subsection is to investigate the ordegireference of these voltage rise
mitigation solutions under different grid conditions. Fois analysis the simple network shown in
Fig.[51 is used. This is a simplified version of an 11-kV netnaperated by Falbygdens Energi
located in Falkbping area in Sweden. The network is fed by a 40-kV grid thhoaglO-MVA
45 +£8 x 1.67%/11.5-kV transformer with reactance of 8%. The upstream gridfi$7® MVA
short circuit capacity with X/R of 4.6. The task is to analyae change in network losses due to
increased introduction of DGs with the different voltaggermitigation solutions for different X/R
ratio and impedance] of the power cable between the wind farm and the substation.

‘ Q@ ‘ — |
Z=R+iX | F,Q

Figure 5.1: A simple network with wind power.

X . . . . : :
Case 1: Z=1.5Q and R= 1,in the first case investigated, the impedance of the cableeztimg
the DG to the substation is assumed to E€Awith the X/R ratio of 1. The results of the analysis,
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presented in Fid. 5.2, show that the power losses (whicludles both curtailment and resistive
losses) due to the different active management scheme$i@rgae as long as the voltage is
within the allowed operating limit, assumed toH&% in this analysis. This is because the active
management schemes are not in use when the voltage is wWithallowed operating limit. When
the different schemes are used for overvoltage mitigatidme( the installed wind power capac-
ity is above~ 6.2 MW), Fig.[5.2&4 shows that curtailment introduces a signifi¢ass of energy
compared to RPC or C-OLTC. However, the losses due to C-OLTC anddreComparable for
significant levels of wind power integration. This is beauss shown in Fig. 5.2b and Fig. 5.2c,
though RPC may increase the network losses through the seeaeactive power flow, C-OLTC
also increases the network losses by lowering the voltags & the PCC.
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Figure 5.2: Comparison of the different active management schemes for voltagetieguvhen the
impedance of the cable is3Q and its X/R ratio is 1.0.

Case 2: Z=1.5Q and X = 0.5, with decreased X/R ratio, Fif. .3 shows that curtailmestilk

not an option to consider for voltage mitigation. Howevesnas shown in Fig.5.8e more reactive
power will be required to mitigate the voltage rise in cas&BfC. This increase in reactive power
demand makes RPC more lossy than C-OLTC. Yet, as shown {n_Hifytha difference between
the losses due to RPC and C-OLTC is not significant comparecttadtual losses in the system.
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Figure 5.3: Comparison of the different active management schemes for voltagktieguvhen the
impedance of the cable is5Q and its X/R ratio is 0.5.

The loss analyses in Fig. 5.2 and Hig.]5.3 consider only wowlgp in the system. From Fig. 5]2d
and Fig[5.30 one can see that C-OLTC generally imposes logtzge level in the system com-
pared to RPC. Thus, when there are loads in the system, the eff€cOLTC and RPC on the
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loss level of the system will depend on the load compositicth® system. Constant current loads
more or less will introduce the same amount of power lossespective of the voltage mitiga-
tion schemes used. If the majority of the loads are constapédance loads RPC will introduces
more power losses and C-OLTC will be the preferred option futage mitigation. If, on the
other hand, the majority of loads are constant power loadSL.CC imposes more power losses
than those shown Figk. 5]2a dnd 5.3a. Then RPC may becomeefieered option for voltage
mitigation depending on the X/R ratio of the cable. The aldé data from literature shows that
the real power of a load is mostly of constant current or amtgbower type while reactive power
part of the load can be considered generally as constantiamge or constant current [119-121].
Since in most cases the active power part of the load is dargitize fact that C-OLTC affects
the entire network voltage level may introduce more powssés than what is shown in Fig. 5.2a.
But it is difficult to say if RPC would be the preferred voltagetigation solution as the overall
loss from C-OLTC depends on the load level in the system arftkicase of RPC there is an extra
loss in converter of the wind power due to the reactive powesamption which is not taken into
account in the above analysis. Nevertheless, consideratgd-OLTC can lead to an increase in
the frequency of tap changes which may result in increasedtemance requirement, RPC can be
preferable in such cases. Another advantage of RPC over C-@Liat it provides a continuous
voltage regulation as there is no need for a delay in the dtiparaf RPC, unlike tap changer op-
erations. Moreover, as shown in Hig. 5.3d, the use of C-OLT@dtiage mitigation may result in
undervoltage for other loads in the system. Hence, therdinsit@mtion to how much wind power
one can accommodate using the C-OLTC voltage regulatiomsehe

X . ,
Case 3: Z=0.5Q and R= 0.055,0n the other hand, given, the per unit voltage chaigedue
to a given activd® and reactive power flow along a given power line can be approximated by:

AV = PR+ QX (318 revisited)

one can expect if the the X/R ratio of the cable decreasesduwith increased impedance more
reactive power will be necessary to mitigate a voltage eseling to a higher loss. Then, curtail-
ment may be an attractive option compared to RPC. To verify Ei&installations in LV networks
are considered as the X/R ratio in LV networks is very low caneg to the X/R ratio in MV net-
works. Consider a PV panel installed in an LV network whereThevenin impedance as seen
from the PCC is 3®Q with X/R ratio of 0.055. The result of the analysis presernitefig.[5.4
shows that as long as the loss is below Z(H"fé_.(ae X 100) of the PV output power, RPC is a better
solution compared to curtailment for overvoltage mitigateven in LV networks.

In general the above analysis shows that C-OLTC and RPC proagparable performance in
terms of their effect on the power losses in the system withLL@being slightly better when
the Thevenin impedance seen from the wind turbine site vasrIX/R. However, if the wear and
tear of the transformer tap changers is a concern, RPC carebeagshe best option for voltage
regulation. On the other hand, in almost all practical caBEXC is a better solution than using
curtailment to mitigate voltage rise. However, curtailmsnsomething that the owner of the DG
deals with whereas RPC involves an increase in power losgbge gfystem which the distribution
network operator (DNO) has to face. Unless there is somdatgy arrangement whereby the
DG owner compensates for the loss increase it has introdiieetb RPC, the DNO may prefer to
use curtailment to mitigate the overvoltage caused by the@s, our recommendations is that
such arrangement should be facilitated for the benefit df patties.
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Figure 5.4: Comparing curtailment and RPC for voltage rise mitigation in a LV network with &hiev
impedance of 0.8 and X/R ratio of 0.055 at the PCC.

5.2 Costs and benefits of wind power

The active management strategies (AMS) subject the DSOhe@ind farm owner (WFO) to
costs of their own. For example, WEC causes loss in revenunéoYWFO and cannot be used
excessively. Similarly, RPC, if used excessively, may leadrtacceptable power losses in the
network. Therefore, one needs to identify the capacity ofdypower that can be installed using
AMS while maximizing the profit gained by the DSO and the WFOoidgh the level of detall
varies, cost benefit analysis is also discussedlin [9, 122heans of determining the capacity
of DG that can be accommodated in a given distribution systdime difference between the
model proposed in this chapter to those found in literatie® mainly in the way the amount of
curtailed energy is constrained. [d [9] the amount of clethenergy is constrained by indirectly
constraining the maximum capacity the DG can have. The problith this approach is that the
maximum capacity is chosen arbitrarily, the result may reobptimal. In[122], the amount of
curtailed energy is constrained only when it is not profieatiol increase the hosting capacity by
using curtailment. However, the analysis done in this ghglsows that, depending on the costs and
benefits of the WFO, the capacity obtained in this way can tr@salhigh cost of curtailed energy.
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That is, for such capacity of wind power, rather than usingatkment the WFO could have been
more profitable by using grid reinforcement. Thus, the mquleposed in this thesis constrains
maximum energy curtailment level by comparing its cost i cost of grid reinforcement (see

(5.18) below).

The next subsections discuss the main costs encountereokaeéits gained by WFO and DSO
due to integration of wind power. The focus is only on the mianecosts and benefits. Hence, for
example, the extra benefit gained by a society due to envieatathbenefits of wind power is not

taken into account. Moreover, the discussion of some fighbools from economics, which are

used in our cost-benefit analysis, is included.

5.2.1 Costs & benefits of a distribution system operator

5.2.1.1 Costs of a distribution system operator

The DSO may encounter a significant cost during the connestimge of the wind turbine. The
DSO faces these costs only if there is a need to reinforcedtweank [123]. Otherwise the con-
nection costs up to the point of common coupling are enduyed/BO. Since this study focuses
on increasing the hosting capacity using the existing syst® connection cost is assumed on the
DSO. Other sources of cost for the DSO due to the connectianmaf power may include:

e Increase in network losses due to reverse power flow
e Curtailed wind energy, depending on the agreement betweeh3©®© and WFO

e Infrastructure for implementing AMSs

5.2.1.2 Benefits of a distribution system operator

Network investment deferral can be seen as the major beheigtabuted generations in general.
However, due to uncontrollability of the energy source Wiad speed) at the wind turbines and
low correlation between load and wind power data, wind facarsonly make minor contribution
to network investment deferral. In other words, wind powenrot be relied on to meet the peak
power demand in a distribution system as the power outpumt frond turbines depends on the
wind condition in the area.

On the other hand, in countries like Sweden and UK, the WFO gay$SO network fee for
using the network [124]. This network fee usually breaks ndmto a combination of any of the
following ones as determined by different regulatory frameks [125-127]:

Fixed charge per month or per year

A fee based on kW installed or maximum power injected per monper year

A fee based on kWh energy transmitted by the network

A fee based on kVarh reactive power consumed and transmitted
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5.2.2 Costs & benefits of a wind farm owner

5.2.2.1 Costs of a wind farm owner

The overall expenses of the WFO are affected by numerous p#eesrsuch as the capital and
variable costs of the wind turbine, the discount rates, d&edeiconomic life time of the wind

turbine [128].

Capital costs: The capital cost includes the costs of the wind turbinesydiation, road construc-
tion, grid connection and other project development andrptey costs. Usually, these costs con-
tribute to 80% of the total cost of the project over its entife [128]. The actual value of the
capital cost differs significantly between countries as aglbetween projects. According to the
report by European Wind Energy Association (EWEA) [2], theita cost in Europe differs be-
tween 1 million€/MW and 1.35 millionr€/MW and the average turbine installed in Europe costs
1.23 million €/MW. Future forecasts by both European commission and Earopvind energy
association show that the capital cost will be lower thantithatoday [2]. Moreover, the lifetime

of the wind turbine is around 20 years for onshore wind tuebiand 25 years for offshore ones [2].

Variable costs:Variable costs include expenses pertaining to [128]

e operation and maintenance (O&M) cost, which includes r@goiaintenance, repairs and
spare parts

e Land rental

e Insurances and taxes

e Administration, including audits, management activitiBecasting services and remote
control measures.

The current estimate of these variable costs obtained fidfa&is between 12 to 1€/MWh [2].

5.2.2.2 Benefits of a wind farm owner

In most countries, renewable energy, including wind povgesupported through regulating either
the price or quantity of electricity from these sources |R]price based schemes, the supplier of
electricity from renewable sources receive subsidy per K\Wapacity installed, or payment per
kWh produced and sold. This can be in terms of soft loans duhegnvestment stage or the
supplier is able to sell the electricity at a fixed feed-inftar at a fixed premium (in addition to
the electricity market price).

Tendering and Tradable green certificate (also known asvadrie portfolio standard models in
US and Japan states) systems are the two commonly usedtyuleased schemes. In the former
case, a tender is launched by a government body to supplyea gmount of electricity with a

guaranteed tariff for a specified period of time. In the lati@se, the supplier of electricity from
renewable sources sell two products: electricity, whickdkl in electricity markets, and green
certificate, which is sold in a market for fulfilling the padi&al obligation to supply renewable

energy[2].

In Sweden, green certificates are used to support energy rgaewable sources. The average
green certificate price in Sweden for 2011 was 27&9RMWh [129] and the average electricity
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price at spot market was 47.85/MWh [130]. Hence the average revenue gained in 2011 by
producing a MWh of electricity from wind power was 75.%7

5.2.3 Tools for cost benefit analysis

When dealing with costs and benefits occurring at differenétithere are a number of tools that
can be used to facilitate decision making about an investniare two of them are presented.

5.2.3.1 Present worth analysis

Present worth analysis is a method by which costs and sagingjfferent time are compared for
decision making.

Given fP" as a present worth factor, then the amount of net cashBjat a future yean is equal
to Aamount at present, wheBg andA are related as follows

A= B PV (5.1)

Using the discount rate, the present worth factof’", of money at yean is given by [131]

W 1

The net present value!P, of cash flows occurring at a different time is the sum of thespnt
worth of individual cash flows i.e.

N
P=y B f" (5.3)
n=1

where N is the total period of the investment in years. If tckzh net cash flows occur in every
year t starting from year one i.8; = B,V n, then we have

VP =B x f"PW (5.4)
where \
1+r)V -1
npw __ (
r(1+r)N (5-5)

5.2.3.2 Levelized values

Levelized values!, is the constant annual cost of the project having the sagsept worth as the
actual cost of the project.

_ P r(1+n)N
1+nN-1
Levelized costs can give a better platform for comparinged@nt projects with different life

times [131].

(5.6)
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5.3 Modeling the hosting capacity problem

Based on the discussions in Secfiod 5.1[and 5.2 , this seai@laps an optimization model that
that can be used to determine the optimal hosting capac#ydddtribution system and the optimal
usage level of active management strategies.

5.3.1 The Obijective function

Since the optimal capacity could be different based on wiversathe different costs incurred due
to the active management strategies involved, separagetolg functions are developed for each
actor, i.e. DSO and WFO. The aim of the objective functiongaoh case, is to maximize the net
benefit of the corresponding actor taking into account tffergint costs and benefits discussed in
Section 5.1l. Moreover, some costs of wind power integratsoich as curtailed energy, may be
covered by either the DSO or the WFO.

Both objective functions are subject to the same equalityimeglality constraints provided in the
subsequent sections.

5.3.1.1 The Objective function of the DSO

The objective function of the DSO is developed assuming tt@atDSO agrees to pay the WFO
for the curtailed energy. Hence, the DSO'’s objective is taximae the net benefit it gets while
covering the cost of curtailed energy and increase netwas&es over the economic life time of
the wind turbine and is formulated as

maxO =Y an — biPSU — cAP'OSS 4 d 5.7
o= Fon - L0 &
where

aj, bj, ¢, andd are coefficients to be calculated based on cost benefit déte afSO

n; iIs number of wind turbines with 1 MW capacity

PG is curtailed power in MW at each bus i and time t

AP'0sS is the change in power lossB¥SS due to wind power introduction, where

2-Vkt- Vit

1 T th 2
ploss__ — . (_v) RVt S L, A -
T ZZJ;QK" ( N j t It Mt K9jt — Ot) (5.8)

In (5.17), the first term accounts for revenue from networkvitdle the second and the third term
represents the cost of curtailed and increase in netwosk$a®spectively. The last term represents
any constant revenue or expense, e.g. subscription fegstment cost of the infrastructure for
implementing AMSs. Moreover, the coefficients of each tenoutd be calculated as the present
worth of the associated costs or benefits during the life tihiee wind turbine. Moreover, one can
calculateb; (excluding the cost of curtailed energy) to investigatedase where the DSO covers
only the cost of increase in network losses.
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5.3.1.2 The objective function of the WFO

Similarly, the objective function of the WFO is developeduamsg the WFO bears the cost of
curtailed energy. Hence the objective function which mazes the net benefit of the WFO is
formulated as

maxO =Y an — PO — K 5.9
Tgo=yan- 3 FAT 59
where ai, i andk are coefficients to be calculated based on cost benefit déte §¥FO

In (5.9) the first term accounts for revenues (including teieity and green certificate sell) and
costs (investment cost, O&M costs) per kW of installed cépashile losses in revenue due
to curtailed energy is accounted for by the second term. @bketérm represents any constant
revenues or expenses. Similar to the case of DSO, the ceetfdn [5.9) should also be calculated
as the present worth of the associated costs or benefitgdteriife time of the wind turbine.

5.3.2 The constraints

The objective functions proposed in the previous subsectie subject to different equality and
inequality constraints. These constraints are describ&mhb

5.3.2.1 Equality constraints

The equality constraints are the load flow equations [79]

Rt— Pi[j =35 YiuVitVutcog 6 u+ dut — Git)
J

. 5.10
Qi,t—QEt = — 3 YiuVitVutSin(6u+dut — i) (5.10)
j
where for buses to which wind power is connectédcan be replaced by
P =nRY — RS 511)

andPth" is the available wind power at tinteand at bus [p.u.]

However, whenever the hosting capacity is limited due tovitieage rise problem, the limits on
the tap ratio may be violated. Under such a condition, the meed to constrain the tap ratio
within its limit. One way of doing this can be to model the etats of the admittance matrix
that are affected by the tap ratio as decision variables.tiaravay could be to use the modified
load flow equations proposed in Section 3.2.3. The first aaprobesides the variables of the
original load flow equation$ (5.10), will have some elemaritthe admittance matrix and the tap
ratio as additional variables while the second approadhwaile only the tap ratio as an additional
variable. Hence the second approach takes less simulatien fThus, the modified load flow

equations derived in Section 3.2.B (3.9 revidited) anfidBevisited!)) replacé (5.10).

For bus ink € K:

64



5.3 Modeling the hosting capacity problem

Pee — PO = zpkjt

(3.9 revisited)
Qk,t - Qk,t - %Qk’ it

where

\/% 2 VitV
PkF,j,t:< .t) Ok.j — JYkJCOS(fSJt Ot + Ok j)

Ny j N j t ..
o e revisited
. b V 43] )
Qit= Vil =+ |+ YkJS'n(alt_aKH"l’kJ)
v \Mkje 2 e
For busj € J:
. D _ <pF
PJ,t—Pj,t—%Pj,k,t sited)
(3.10 revisite
Qjt— Qlj37t = %Q'j:,k,t
where
Vi tVkt
Plkt :Vftgj,k— L0y kcog Ot — O + i )
k’J’EC VARY: B8 revisited)
J’t kvt 1
Qe =V (bikt - o VSN0 = et b )
7J7

5.3.2.2 Inequality constraints

The inequality constraints include:

e the limit on the thermal capacity (current limit) of netwatkmponents; this includes the
limit on the ampacity of network cabldaS-t, as given byIf(BZI]ﬂ) and the power rating of the

substation transform&§?!, as given by[(5.13),

2 -
YR i (Vi + Vit — 2Vt Vi €S0 1 — Br)) < (llzéj‘) vk > j (5.12)

K, j;t

Vier \ 2 2 Vit - Vi, 2 .
Ve Vi ((Tjtt) +vft—n+“ xcoiéji—d(?t)) < (s’;j‘}) vk>]j (5.13)

e the limit on the available range of tap ratio,

n[!j}” <njt < nﬂ?f‘x (5.14)

Yn = model of a line (Fig_312), the current that passes throbglhrésistive element and causes thermal overheat-
ing can be calculated usirg;j = yk j€%i (V€% —V; %) and this gived(5.12). Similar analysis on tirenodel of
a transformer (Fig.313) gives (5]13).
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e the voltage limits on each bus, _
\/imln S \/i,t S Vimax (515)

e the limit on cost of curtailed energy, mainly compared to¢hst of alternative investment
such as reinforcement,

VZ Z R +C¥M< x (5.16)

where

y  the net present worth of a MWh of electricity from wind pow@&fWh]

CaM the net present value of the cost of active managementgyrate

X the net present value of the cost of the alternative investme
If the projects (the AMS system and reinforcement) are kntmvhave different life time,
it would be more reasonable to compare based on levelizad @bker than the net present
value. Moreover, this constraint assumes that the cosksdyothe left and the right side of
the equation are covered by the same stakeholder, i.e.r &®@ or WFO. That is, when
a case by case analysis is done later, in the respective eisesthe DSO or the WFO is
assumed to cover both costs.

e whenever necessary, a limit on the curtailed energy as a&p&ge of the total available

wind energy at each busan be set as,

ZFﬁur <A Zni pl\’/é/ (5.17)

where); is the maximum allowed percentage of curtailed energy waspect to the total
available wind energy
e and the limit on available active and reactive power at eash b

Pmln < F)It < Pmax

len < Qlt < Qmax (518)
Rt andQ;; do not need to be bounded at the slack bus. Héﬁkﬂbande'” can be assigned

—o0 andP,Tax andeaX can be set to-o. For buses with wind power, WheREt is replaced
as in [5.11), the constraint @' can be given by[(5.19),

0<RY <nRY (5.19)
andQ", QM?*are given by[(5.20).
2
1_ q)mln
’ ’ Sl - (5.20)
max _  pW 1-— (q)mm)
it 1Lt ¢gmin

where®™n js the minimum operating power factor level of the wind taeni For the rest of
the buses all limitsB7", BT Q", andQ**-should be zero.
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5.3.3 Model implementation

From the formulation above, it can be observed that the medehonlinear programming (NLP)
problem with multiperiod OPF. In this thesis, the model ipiemented in GAMS and solved using
an interior-point-based solver (IPOPT) [80].

5.4 Stochastic wind power and load data modeling

Determining the optimal wind power capacity of a given natimdepends on the load and wind
power condition in the system. Some articles in literat@®/90/98, 103, 112] have used single
loading level of customer loads. However, consumer loadsxnd power are variable by nature
and can have different magnitude at different time of the dayeek or year. Hence this ap-
proach does not provide sufficient information about hgstiapacity of the distribution networks.
Whenever available, time series load and wind power data earséd to represent this stochas-
tic nature [3]. However, time series data are rarely avigla every bus in a given distribution
system. Moreover, when time series data are availablegtiggh of the series can be large. De-
pending on the network size and the number of equality anguiséy constraints involved, this
may result in longer convergence time of the optimizatiordeto This demands for another way
of generating load and wind power data. [In.[7, 10], clustgtEchniques are used based on load
duration curve and cumulative distribution function or si@@ment data; where full correlation
is assumed among loads as well as between power outputs dftwibines at different buses.
Though the approach captures the stochastic nature of vawempand load data to some level,
it lacks flexibility to model load data with different coregion levels. Moreover it is known that
customer loads are not fully correlated though they coulldigkly correlated. Hence this section
provides a discussion of a mathematical (statistical) rtiage captures the stochastic nature of
load and wind power data as well as the correlation thatkistween them. Using this model,
data of required size can be generated based on existinguree@ent data or some established
models such as load duration curves (for load data) and Welistribution (for wind power data).

A statistical modeling usually means coming up with a sinfptemathematically tractable) model
without the knowledge of the physical aspects of the situratHowever the model should try to
capture the important characteristics of the physicahsitn such as the appropriate density shape
of the univariate margins and the appropriate dependengetwte [132]. Though a number of
alternatives have been proposed to model multivariatearanarocesses [133], the copula method
is found to be more flexible and more suited for modeling tlelsastic nature of load and wind
power datal[[134, 135]. Hence, in this thesis, the copulaaggr is chosen for modeling the
stochastic nature of load and wind power data, which is raificussed below.

5.4.1 Using copula to model the stochastic nature of load and wind power

Copulas provide an easy way to model and generate randonryedb@n one believes that the
dependence structure between the random variables captessad independent of the marginal
distributions of the random variables [133]. The univariatarginal distribution functions can be
modeled by using parametric or non-parametric models vihd@lependence structure is captured
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by using a copula. In this thesis, the Weibull distributisnused for modeling the wind data.
However, since the parametric models are not flexible enocagion-parametric model [136] is
used to model the load data. The dependence structure arerdpta is captured using the
Gaussian copula.

The following subsection introduce the concept of copulhthe copula types investigated for use
in stochastic modeling of load and wind power data.

5.4.1.1 Copula: definition

Given p uniform random variabley, Uy, ..., up in the unit interval, where these random variables
are not necessarily assumed to be independent, the dependetween them is expressed as
follows using copula[137].

C(ug, Uy, ...,up) = prob(Us < ug,Us < up,...,Usz < ug) (5.21)

where C is the copula and is a uniform random variable andis the corresponding realization.
Thus givenp random variablegy, X, ..., Xp with the corresponding marginal distributié(x,),
Fo(X2),..., Fp(Xp), their multivariate distribution function can be given by

F(X1,%X2,...,Xp) = C[F1(X1), F2(X2), ..., Fp(Xp)] (5.22)

The marginal function&;(x1), F2(x2), ..., Fp(Xp) can assume any distribution independent of each
other and the copula structure. There are both parametti®an-parametric copulas. Copulas
are usually grouped into copula families.

5.4.1.2 Families of copula

There are a number of families of copulas which have diffecapabilities in dependence model-
ing and have their own pros and cons. The two main familiespfita are: the elliptical copula and
the Archimedean copula. Elliptical copulas have elligtmantoured distributions. Their key ad-
vantage is that one can specify different levels of con@tdbetween the marginals. Their key dis-
advantages are that elliptical copulas do not have closeddspressions and are restricted to have
radial symmetry which means they cannot model asymmetpemgence [138]. Unlike elliptical
copulas, Archimedean copulas have a simple closed formharyccn model asymmetry available
in empirical data. The Archimedean copulas reduce the stfidyultivariate copula to a single
univariate function. However, these copulas use only omarmpeter which limits their flexibility
in modeling the dependence of multivariate vectors. Thaihghe are variants of Archimedean
copulas that provide better flexibilities for modeling niwdtiate random variables [139], they are
computationally intensive [140]. Therefore, due to theiwlcomputation complexity and high
versatility in dependence modeling, elliptical copulas jareferred in this thesis for modeling the
dependence among load and wind power data.

5.4.1.3 Elliptical copulas

Elliptical copulas are of two types: Gaussian copula angptita. Both copulas have a dispersion
matrix, p, and t-copula has one more parameter, the degree of freedémyeported in[140], the
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Gaussian copula does not model upper tail dependence yntess whereas the t-copula could
do that for different values gb. However the degree at which it models upper tail dependence
gets weaker as the degree of freedom increases. While botlasopan cover the modeling of
dependence from perfect negative dependence (countetomicity, p = —1) to perfect positive
dependence (comonotonicify,= 1), the t-copula does not model independence unéssds to
infinite [141].

However, on one hand, no tail dependence is seen betweeandadind power data, hence there
is no need for the ability to model tail dependence. On therofland, the Gaussian copula has
a much lower computational complexity than the t-copulandée the Gaussian copula is used
in this thesis for modeling the dependence among load and power data. Mathematically the
Gaussian copula is represented by [140]:

C(Ug, Uz, ..,Up; p) = Wo[WH(uy), W (up), ..., W (up)] (5.23)

whereW, the standardized multivariate normal distribution withretation matrixp and¥—1 the
inverse of the normal distribution.

5.4.2 Estimating parameters of the Gaussian copula from empirical data

In general the maximum likelihood methdd [142] can be used&imating the parameters of a
copula based on observed data set. In this method, the p@rsnoé both the marginal functions
and the dependence structure are jointly estimated whiélesthe method computationally inten-
sive. An alternative approach is to estimate the paramefezach margin independently before
the parameters of the dependence structure. This appreaailed the inference functions for
margins (IFM) method. Yet another approach is to transfdrenabserved data sét, ..., x,) at
time t into the uniform variatguy, ..., u) using an empirical distribution and then to determine
the parameter of the copula using the uniform variate. Thathod is called the canonical maxi-
mum likelihood method or CML. The IFM (or CML) estimator for ti&aussian copula is given
as

G (5.25)
whereg = (W~1(u)), ..., W= 1(u})).

5.4.3 Sample generation using the Gaussian copula

The reason behind searching for a statistical model to septehe stochastic nature of load and
wind power data is to finally generate synthetic data of aireduength. This generated data can
further be used to make load flow calculations.

1 this is asymptotically equivalent to calculating the Speam’s correlation and to deduce the correlation param-
eter using the relation [140]:

p= Zsingp (5.24)
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For Gaussian copula, random numbers having the requirezhdepce structure is generated from
the Gaussian distribution. Then, the Gaussian (hormalutatige distribution function is applied
to get a random uniform variable@)s, ...,Uy). Finally, X; = F)Q‘,l(Ui) gives the synthetic data that
possess the dependence structure as well as the margirs afiginal random variables (in our
case load and wind power data).

5.5 Case study

This section provides the results of two independent cas#ies. The first one is based on a
widely studied 69 bus system found in literature [143]. Theand one is based on a real case
study: a rural 11kV distribution system operated by Fall®rgdEnergi located in Fadiping area

in Sweden. Further description of the distribution systernlsbe given in the respective sections

below.

5.5.1 Cost-benefit data

Here the main focus is to discuss the monetary value of themaess costs and benefits of both
the DSO and the WFO. It is based on these costs and benefith¢habefficient of the objective
functions of the DSO and the WFO are calculated for each sigenglioreover, these same cost
benefit data are used for both case studies.

5.5.1.1 Cost-benefit data of the distribution system operat

The monetary values of the benefits of the DSO are taken to d@&etwork fees charged by
Falbygdens Energi. These fees are shown in 'II'_EE@[[@].

Table 5.1: Network fees for rated power above 1.5 MW connected to 11 kV network

Subscription fedPeak power fedistribution feeTransmission benefit
(%) [€lyr] (pP") [€MW/mon] | (p) [€/MWh] |(p™) [€/MWh]
3975 812 1.30 -2.27

The different fees in Table 8.1 are explained as follows:

e Subscription feed®"): a yearly fee paid for subscription of service.

e Peak power fee): the monthly fee paid by WFO based on the maximum one houageer
wind power injected.

e Distribution fee pdh): the amount paid by WFO per MWh of electrical energy injected.

e Transmission benefip{®): the payment made by the DSO to the WFO to account for the
benefits of distributed power production. On the other h&athygdens energi gets the same
level of reduction in payments made to the transmissioresystperator.

1The data are original given in SEK. It is converted it®asing the all time average exchange rate, 9.2319 SEK
= 1€, obtained from European central bank
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The costs of the DSO are the expense due to increase in ndtgsds and the refund made to the
WEFO for curtailed energy. The monetary value of the cost ofdase in power losses is taken to
be the average spot market price for Sweden in 2011: 4&€/88/Nh. For the curtailed energy the
DSO is assumed to pay the WFO the opportunity cost of the tedtenergy. This equals to the
average spot market price plus the average cost of a gretficass: 75.77€/MWh. Besides the
DSO will lose some portion of the revenue from network fee u&/EC. On the other hand, the
DSO needs to invest on communication and control infragiredhat implements the AMSs. The
review of investment costs of AMS from different project®wais that the cost varies between 100
k€ - 850 k€ [144-+149]. The costs vary depending on the number of pbeitsg monitored and
controlled and the type of active management strategiegybeiplemented. However, as pointed
out in [150], the DSO may refund this cost by increasing thisvoek fees. Of course, this will
put additional cost on the WFO. Since some of these projectade the cost of research and
development (R & D), the cost of AMS is expected to decreagbarfuture. Hence the capital
cost of AMS in forth coming analysis is assumed to be 1€@0 ger substation with 12& for
each additional wind power connection point, as in [144]afTik, its taken to be roughly 206k
for Case study | with eight PCCs and 10€ kin Case study Il with one PCC.

Based on these cost-benefit data, the formulas for calcgl@ti@ coefficients of the objective
function of the DSO in[(5]7) are given as:

a = fmpnmonppf+ f_cfpdf
i
fmpnmonppf hyr

bj = ———— + = (p% +C°+C%)

SR (5.26)
c=Cen
d= psf

where

fMP the average monthly peak power from the wind turbines [p.u.]
nM°" number of months per year

fin capacity factor in numbers of hours of full power productiom year
" number of hours per year

T  sample length

C® cost of electricity based on spot mark€/MWh]

C9¢ cost of green certificategf/MWh]

Here, it is assumed that the cash flows of the DSO due to thepawer do not change from year
to year. Thus, the expression for coefficients are formdladenaximize the annual net benefit of
the DSO. This provides the possibility to assess the netfiv@fi¢he DSO with different discount
rates.

5.5.1.2 Cost-benefit data of the wind farm owner

As for the WFO, most of the monetary values of costs and beraéitgiven in Section 5.2, which
are summarized in Table5.2, including the network feesgutes! in Tabl€5]1.

Based on the cost and benefits of the WFO presented in Tableh&.2rimulas for calculating
the coefficients of the objective function of the WFO[In (5.8 given in [5.2l7). One should note
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Table 5.2: An estimate of costs and benefits of a WFO

Revenue from electricity sal€f) [€/MWh] 47.85
Benefif Revenue from green certificate sal¥{) [€/MWNh] 27.92
Revenue from transmission benefit?) [€/MWh] 2.27
Investment costC®) [€/MW] 1 225 00(

O&M costs CY) [€/MWNh] 14.5

Costs AMS implementation costG®™) [€] 100-200 k
Distribution fee p9") [€/MWHh] 1.3

Network feePeak power feegP") [€/MW/month] 812
Subscription feed®) [€/yr] 3975

that these coefficients correspond to the case where the Wik€@des the cost of curtailed energy
but not that of increase in power losses. In the case wher&/#@ concedes both costs, another
coefficient is added to account for the loss increase.

Bi — gceé_ccgc_i_ptb_cv_pdf) ficf _ fmpnmonppf) « fnpw ( )
ai =i — 5.27
KI: pslfx fan+Cam

where

f"PW the net present worth factor given in_(5.5) amavhich is the life time of the wind
turbine is taken to be 20 years

CV variable costs of wind powe}/MWh]

C® capital cost of wind powerg/MW]

5.5.1.3 Comparing energy curtailment with grid reinforcement

Using constraint(5.16) a comparison is made between WECraedtment on capacity enhance-
ment of the substation transformer to determine if and wheesting on substation capacity en-
hancement could be a better option. Substation capacigneeiment is chosen because it is the
constraint that needs major investment to increase théngostpacity of the system. The cost of
curtailed energy is taken gs= 75.77€/MWh. This includes the loss in revenue from both green
certificate and energy sell. The cost of new substation oactgin is roughly estimated to be 93
000€/MVAH [157]. Thus[(5.I6) can be rewritten as:

75775 S PS4+ C2M < 93000 ny (5.28)
22" 2

Besides substation capacity enhancement it is possible¢stigate enhancement in the form of
reconductoring, new cable installation, etc.

Lits average value is given in the reference as 112 000$/MVAjths converted into€ here using the all time
average exchange rate betwegmand $i.e. 1.2103
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i S/S

Figure 5.5: The 69 bus system [143].

5.5.2 Case study I: 69 bus system

5.5.2.1 Network and data description

Network description: This is an 11-kV radial distribution system having two salisns, four
feeders, 69 nodes, and 68 branches as shown i Elg. 5.5Idbiassumed that

e each substation has a 10 MVA transformer wit{%6) = 8 andX/R= 16
e the external grid has a SCC of 250 MVA wi¥yR = 10
e only those buses within the shaded area are available foreotion

Data description: To use the optimization model developed in Secktioh 5.3, batiwind power
data are needed as an input. [In [143] average load data orbaadre provided. Assuming the
load duration curve of Fig 5.6, synthetic data of 1000 samphe generated for the load at each
buss. Full correlation is assumed among load data on difféxeses. The synthetic data generation
is done in such a way that the mean value of the synthetic lasalid equal to the values given
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in [143] for the corresponding bus. Inline with the discossin Sectiorh 5.4]3, The synthetic load
data are generated in Matlab. For wind power data, the Wedstribution has been used to
2.001
1.75
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=3
= 1.00
@©
S 0.75
0.50
0.25

0.00 1 1 1 1
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Figure 5.6: Load duration curve.

generate the wind speed data, which are converted into vaneipdata using the power curve of
a typical wind turbine. Moreover, since usually wind powaddoad data have only a low level
of correlation [135], independence is assumed between anddoad data. However, wind power
data at different sites are assumed to be fully correlatbds i$ valid since in a distribution system
of this size the correlation between the wind speeds atrdiitearea are high. For example, in
the network analyzed as Case study I, there are wind turlbiogsaround eleven locations in the
network. The correlation between them varies between 83H6.

5.5.2.2 Siting the wind farms for maximizing the hosting capcity of the network

Before any optimization is done on the hosting capacity ofrtbsvork, the optimal siting of the
wind farms should be chosen based on the objective in camgidie: maximizing the wind power
hosting capacity of the network, in this case. Based on theud#son in Chaptdr 4, buses 7, 11,
20, 28, 33, 39, 54, 59 can be determined as those combindtlmrses which result in maximum
hosting capacity, thus in the forthcoming analysis the wurbines are assumed to be connected
to these buses.

5.5.2.3 Hosting capacity and the active management strateg

In this section the role of each active management strategycreasing the hosting capacity of
the system is presented. Two cases of average wind speectsaidered:

e Case 1: with average speed of 7.5 m/s with a shape factor oLiingsin a capacity factor
of 33.4%

e Case 2: with average speed of 6.5 m/s with a shape factor olLiRingsin a capacity factor
of 25.6%

Fig.[5.7 shows the capacity of wind power that can be instaling different AMSs. The hosting
capacity is found to be the same for both Case 1 and 2. Thistiy p&cause the same load data
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are taken for both cases. This means that the amount of wiwdmihat can be installed in both
cases is the same for the first three scenarios—no activegaiaeat strategy (No AMS), C-OLTC
voltage control, and RPC—-as the hosting capacity dependseomitimum loading condition
rather than the wind power condition on the system. In thetfoscenario, which is the case of
WEC, wind energy is curtailed so as to achieve the same levebgifriy capacity as in the case
of RPC. Consequently, 0.8% and 0.5% of the wind energy is respbcturtailed for Case 1 and
Case 2. With this amount of curtailed energy, together with RRE€ C-OLTC, the final capacity
with all AMSs involved is calculated, which is shown as thet laar of Fig[5.l7.

24 r
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Different active management strategies

Figure 5.7: The role of AMS in increasing the hosting capacity (for both Case 1 & 2).

Fig.[5.7 shows that the hosting capacity can be increasedisantly by using AMSs. The actual
increase in hosting capacity in the case of RPC depends oevbkedf reactive power available
from the wind turbines—here operation up to a minimum powaetdr of 0.95 is assumed. However,
even if there is sufficient amount of reactive power, aftensdevel, the thermal capacity of the
involved components, such as cables and transformergs lihe amount of wind power that can
be installed using RPC. In the case of energy curtailment, tiséifg capacity can be increased
infinitely in theory. However, the economics of the wind powestallation determine the amount
of wind energy one is willing to curtail.

On the other hand, if the capacity of wind power installed enljus basis is investigated, for the
first three cases the hosting capacity increases throughsR&e’, 11, 54, 39, 20, 59 to Bus 33.
This order is mainly determined by impedance of the cabliedtanects the PCC to the substation.
That is, generally, the lower this impedance is the higherbsting capacity will be. However,
this is not always the case. For example, the equivalentdanpee between the substation and Bus
39 is lower than the same impedance for Buses 59 and 20. Indhes, Buses 59 and 20 host
higher wind power capacity as the hosting capacity of Bus 8&hited due to wind power installed

in the same feeder at bus 33, which has even lower equivalgr@gdance compared to Bus 39. In
the last case where all AMSs are involved, some redistobubf hosting capacity occurs within
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buses in the same feeder. However, similar to the casesehéthase buses with lower equivalent
impedance between the substation and the PCC host more wiret.po

Table[5.8 shows the amount of energy lost annually due todottion of wind power using the
various AMSs. It can be seen that for both cases (Case 1 and Cts# 2nergy is saved due to
loss reduction when wind power is installed using No AMS an®Ia-C. This is mainly due to
low level wind power in the system. In case of RPC, due to extrswmption of reactive power
there is an increase in power losses. In case of WEC there ssarlenergy due to curtailment
and gain in energy due to saving in power losses.

Table 5.3: Lost energy due to active management strategies (AMSSs)

Increase in Losses (MW/[GQurtailed energy (MWHh)Total energy lost ( MWh)
AMS type Case 1l Case 2 Casel Case2 |Casel Case 2

No AMS -524 -495 0 0 -524 -495
C-OLTC -341 -410 0 0 -341 -410
RPC -21 -267 0 0 -21 -267
WEC -68 -289 305 144 236 -145
RPC & WEC & C- 3267 1639 572 266 3838 1905
OoLTC

Moreover, given the same capacity of wind power, wind farnith Wigher capacity factors result

in higher losses in the system, as shown in Tableé 5.3. Thigdésause on one hand the current
flow through the network will be higher which results in highesses. On the other hand, with

a higher capacity factor, the curtailed energy increasesdathe increase in coincidence of high
wind power and low load condition in the system.

5.5.2.4 Optimal hosting capacity of the distribution syste

The analysis in this section is done by limiting RPC in suchyatteat the minimum operating
power factor is equal to or greater than 0.95 while the ogtienzel of curtailed energy is de-
termined. Moreover any present worth calculation in thigtisa is done with a discount rate of
5%.

CaseDSOFE&LOss: |n this case the DSO is assumed to pay the cost of curtailedygmnd power
loses in the network.

Table[5.4 also shows the optimal capacity, the optimal dad&nergy, increase in network power
losses, and the net benefit (NB) generated by each actor dheride time of the wind farm. The
cases refer to the two cases of wind speed considered iro8&cH.2.B. When calculating the net
benefit of the WFO usind (5.7) the formula for coeffici@gnin (5.27) is modified as the WFO does
not pay for curtailed energy. Similar modification is donéte coefficienb; in Case WFGE&L0ss
below.

For Case 2, compared to the No AMS case considered in Sécidh®.the hosting capacity of
the network is increased by as much as 136428284 x 100), with a corresponding increase
in NB generated by the DSO and WFO. Such an increase is achieaiedy by using RPC with
very little support from WEC.
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Table 5.4: The optimal hosting capacity of the system for Case BSPss

Cases Casel Case2
Hosting capacity (MW) 16.7 19.8
Curtailed energy (%) 0.01 0.02
Increase in average power losses (kW) 33 41
NB of the DSO€) 2 550 0002 810 00(
NB of the WFOE) 15 200 0007 700 00d

Inline with the observation made in Section 5.5.2.3, RPCusried instead of WEC as it results
in lower energy loss. Moreover, the cost of WEC includes nbj tre cost of electricity curtailed
but also the cost of green certificate not sold. However, RRSaspower losses for which the
DSO covers the cost of electricity only.

With respect to the DSO, lower capacity factor wind farmspeferred in this system as can be
seen in Tablg 5l4. This is because, for a given wind farm siieqd farms with higher capacity
factor introduce higher power flows and cause more loss thaerl capacity factors. However,
the network fee arrangement does not favor that much wimddavith higher capacity factor. To
explain the situation, in this analysis, there are two mamgonents of the network fee: the peak
power fee and the distribution fee. The peak power fee isnagduo be invariant with respect to
the capacity factor of the wind farm. This is based on the nlagi®n of one year measurement
data available from wind turbines of various capacity face the average monthly peak power is
not seen to increase with capacity factor. Hence, in thigyaisathe average monthly peak power
is taken to be 0.94 pu for both cases, i.e. Case 1 and Case 2. Adreiothe distribution fee
which depends on the capacity factor of the wind farm. But cameg to the cost of power loss
due to a MWh of electricity from the wind farm, the income gexted from distribution fee is not
significant.

Clearly, for the WFO, the net benefit increases with the capatithe wind farm. As can be seen
in Tablg5.4, though the capacity of the wind farm is great&ase 2, due to higher capacity factor
the WFO have generated more NB in Case 1.

Over all, as can be seen in Fig.]5.8, the main source of incamthé DSO is the network fee

while the main cost of the DSO is the increase in power losdsisystem. Though the cost of the
increase in power losses are considerably low comparecteetienue gained from network fee,
it is the main limiting factor that hinders further increasdnosting capacity. Moreover, the figure
also shows that the cost of curtailed energy is negligible.

CaseWFQOCE&Loss: |n this case the WFO is assumed to pay the cost of curtailedgaed power
loses in the network.

Table[5.5 shows that the optimal capacity of the networkdsdased compared to the DSEH-0ss
case by 33 %= 2535198 x 100). This is a staggering increase of 213222384 x 100) com-
pared to the No AMS case. The optimal level of energy curtiltrhas also increased to 3%
compared to the DS€574L0SS case. This is because RPC alone cannot assist a furthersedrea
hosting capacity when the thermal rating is also a limitiagtér. The power losses in the system
have also increased considerably. Now, since no cost isreesson the DSO, the NB of the DSO
has increased significantly. The NB of the WFO has also ineckas
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Figure 5.8: The cash flows of the DSO.

Table 5.5: The optimal hosting capacity of the system for Case WF&°ss

Cases Casel Casez2
Hosting capacity (MW) 26.3 26.2
Curtailed energy (%) 3.0 1.6
Increase in average power losses (kW) 472 236
NB of the DSO€) 4 200 0003 940 00¢
NB of the WFOE) 20 100 0008 300 00¢

When it comes to the determination of the limiting factor te thcrease in hosting capacity, the
two cases of wind farm capacity factor can be seen separdtelase 1, the hosting capacity
is limited as a further increase in hosting capacity usingrgy curtailment is found to be less
profitable than investing on a new substation. In other wadsrther increase in hosting capacity
is limited by the constraint i (5.28). In Case 2 the hostimacdty is limited as further curtailment

is less profitable due to costs of power losses and curtailerhg.

Moreover, different cash flows of the WFO are shown in Eigl S-Bough there is a substantial
income from electricity and green certificate sell, thisome covers a number of costs. However,
the AMS costs (which includes the cost curtailed energy aedrhplementation cost of AMSSs)
is very low compared to costs like investment cost and ofmerand maintenance costs (O&M
Costs).

One can also further investigate the case where the DSOscéwethe cost of power losses in
the network and the WFO bears the cost of curtailed energy.eMeryas seen in Fig. 5.8, since
there is only a negligible cost associated with curtaileergy in the DSGF&L05S case, waiving
the cost of curtailed energy from the DSO will not increase losting capacity of the network
with respect to the DSO. Hence unless the WFO covers part df @irthe increase in loss due to
the wind farm, the hosting capacity of the network will beitiea to 16.7 MW in Case 1 and 19.8
MW in Case 2.

78



5.5 Case study

Amount in million €

Figure 5.9: The different cash flows of the WFO.

5.5.3 Case study Il: Falbygdens Energi’s network

5.5.3.1 Network and data description

Network description: Case study Il is based on a rural 11 kV distribution system aipdrby
Falbygdens Energi located in Falkng area in Sweden. The network is fed by a 40 kV grid
through a 45t 8 x 1.67%/11.5 kV, 10 MVA transformer. The tap changer of the transformer
regulates the low voltage side of the transformer.@76 0.012 pﬁl. The voltage in the distribution
system should be withif-5% of the nominal value, i.e. 0.97 pu. There are 13 wind t@$jnvith

an overall installed capacity of 12.225 MW, already coneddb the distribution system. A new
wind farm is to be connected directly to the substation withralependent cable (see [Eig 5.10).
The distance of the wind farm from the substation is 5 km.

Data description: The existing 13 wind turbines in the distribution systeméiawarying capacity
factor (CF) between 20% and 28% based on the available onengsssurement data. From each
of these wind turbines there is one year hourly measuresdeaptwer data. Hourly measured
active and reactive power data at the substation are aldalalesfor the same period. Adding the
wind power data and the active power data from the substatienoad along with active power
losses in the network is extracted. This calculation shdwstinimum loading condition in the
system to be 0.5 MW. The reactive power is assumed to cometliertoad. These time series
load and wind power data are directly used in the optimiratimdel.

Fig [5.11 shows the existing condition of load and wind powed the power flow through the
substation transformer. Though the substation transfoim&0 MVA with minimum loading
condition of 0.5 MW and installed wind power capacity of IZ52MW, the maximum reverse

111 kV is taken as the base voltage
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Figure 5.10: Simplified network of Fabygdens Energi.
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Figure 5.11: The load, wind and reverse power flow condition in the existing system.

power flow through transformer based on the one year measuatatata shown in Fig5.11 is 9.14
MW.

5.5.3.2 Optimal hosting capacity of the distribution syste

It should be noted that, with the given transformer size &edabserved minimum loading con-
dition, even without additional wind power, there is a probigy of overloading the substation
transformer. Hence the optimal hosting capacity of theesygts calculated using energy curtail-
ment and C-OLTC voltage control as an AMS. RPC is not used hece §-OLTC voltage control
is enough to deal with the voltage rise during high wind poawgput. Thus, the wind turbines are
assumed to operate at unity power factor.

CaseDSOPE&L0sS: Similar to the same case considered in Sedtion 515.2.4, therDSO is as-
sumed to cover the cost of curtailed energy and power losst®isystem. Then, the optimal
hosting capacity is determined for three cases of wind poapacity factor: 28%, 24%, and 20%.
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The results of the analysis, presented in Tablé 5.6, shovwiittaa small percentage of curtailed
energy a significant increase in hosting capacity can besaetii With the existing transformer
size and the minimum loading condition, it is only possildaristall 10.5 MW of wind power
without overloading the transformer. But by allowing 1% WEQ tiosting capacity can be in-
creased up to 16.825 MW (= 12.225 MW + 4.6 MW). This amounts tenarease of 60% in
hosting capacity of the distribution system. Moreover tide shows that, depending on the cost
and benefit structure of the DSO, the wind power hosting agpata distribution network may
not necessarily increase with the capacity factor of thedwiurrbine. In this analysis, the main
source of revenue for the DSO is the peak power fee which asewith the installed capacity
and does not depend on the capacity factor of the wind turb@rethe other hand, with the in-
crease in capacity factor, the DSO gets more revenue frongeifee but there is also an increase
in cost due to the increase in power losses. Therefore tmease in the capacity factor does not
necessarily result in the increase in hosting capacity wgipect to the DSO.

Table 5.6: Optimal level of additional wind power in the system with respect to the DSO

Capacity factor 28% 24%| 20%
Additional capacity (MW) 4.6 4.0 4.4
Curtailed Energy (%) 0.9 1.3 1.6
Increase in average power losses (kW) 27 18 17
Cost of curtailed energy&) 100000 110000120 00d
Cost of increased network losses)( 1400009 90000 90000
Revenue due to network fe€] 760 000 630 000660 000
DSO’s net benefit€) 520 000 430 000450 00a
WFQO's net benefit€) 2 634 0001 086 000 31 000
Cost of grid reinforcement&) 430 000 370000410 000

The increase in hosting capacity gained here is not as muthea®SGE4L05S case in Section
B.5.2.4. This is due to the fact that here it is mainly enengigatlment and coordinated voltage
control that are used to increase the hosting capacityeiimlithe aforementioned case, where RPC
is used. And, as mentioned previously, the loss increaséodRB C costs less than the energy loss
due to curtailment.

Table[5.6 shows also different cash flows of the DSO durindiiaéime of the project due to this
additional wind power. These cash flows are calculated asguadiscount rate of 5%. Compared
to the cost of grid reinforcement needed, the cost of cedaginergy is less than one third. This
clearly shows the advantage of using AMSs, such as WEC, toaserthe hosting capacity of a
distribution system.

Moreover, the limiting factors with respect to the DSO irstbase study are costs of both curtailed
energy and increase in network power losses; in the samarsc@onsidered in Case study I, the
limiting factor was the loss increase. It is interesting ¢e ¢hat, even though the cables between
the wind farm and the substation are not as lossy as in theonletw Case study I, the increase in
network losses still plays a significant role in determinting hosting capacity of the network.

Unlike the case studied in Sectiobn 5.512.4, Tablé 5.6 doeshmw the hosting capacity to follow
a specific trend with the CF of the wind turbine. This is becahseeffect of increase in loss with
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capacity factor is not as severe as in the Case study |I.

In summary, the analysis shows that, in networks of differgmes, DSO can use AMSs to increase
the hosting capacity of the network thereby increasing #ebt obtained from wind power as
well as promoting the cost effective way of integrating wpwver to the power system.

CaseWFOCE: In Case study |, though it seems unlikely, in one of the cas=¥\tFO is assumed to
cover the cost of curtailed energy and the increase in n&tpawer losses. Otherwise, the hosting
capacity will be limited to a lower value as determined in @ase DSGF&L05S, |n contrast, here
the WFO is assumed to cover only the cost of curtailed energg.ificrease in power losses will
be covered by the DSO.

Table[5.T presents the optimal hosting capacity, WEC level,the net benefit of the WFO for
three cases, which differ based on the CF of the wind power laadliiscount rate (DR) of the
investment. The cases are:

e Case 1: CE 28% and DR= 5%.
e Case 2: CE= 28% and DR= 7.5%.
e Case 3: CE= 24% and DR= 5%.

Table 5.7: Optimal wind power capacity with respect to WFO for different capacitioi@cand discount
rates

Case 1 2 3
Additional capacity (MW) 7.0 7.5 6.0
Curtailed Energy (%) 3.3 4.1 3.8
Increase in average power losses (kW) 53 59 34
WFO's net benefit€/life time) 3420 0001 250 0001 190 000
DSO’s net benefig/lifetime) 810 000 847 000 731000

The different cash flows of the WFO are provided in[Eig5.12.sEhaclude revenues from energy
sales (which includes the revenue from both electricity guan certificate sell), the cost due to
network fee, O&M costs, the expected investment cost, tkeaoAMSs (which includes the cost
of curtailed energy and the implementation cost of AMSs)|, e net benefit.

Compared to the the same case in Tablé 5.6 where the wind éunbma capacity factor of 28%,
the additional curtailment in wind power, e.§3%02% = 2.7, does not result in a comparable
boost in hosting capacity of the network, e.§%2:% = 0.5. But still a significant increase in
hosting capacity, 83%= 12225179-103) "is achieved with a relatively small curtailed energy,

3.3%. Moreover the AMS costs, as shown in [Eig 5.12, is verydompared to other costs of the
WFO.

Table5.T shows also that the hosting capacity decreaséhveittiecrease in CF of the wind turbine
in case of the WFO. This is reasonable as less CF implies lesauevfor the WFO. Hence the
WFO has less motivation to install more wind power when pdrte@energy production is to be
curtailed. However, in contrast to our expectation, théetahows that when the DR is increased
i.e. from Case 1 to Case 2, more wind power is installed. Thigtabse the hosting capacity in
the analysis is limited due to the constraintin (5.28) i.kirther increase in hosting capacity using
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Figure 5.12: Expected cash flows of the WFO for each scenario shown in Tallle 5.7.

WEC is found to be less profitable than investing in new suigstatSince grid reinforcement is
assumed to be composed of upfront costs only, it does noindepe DR. However, higher DR
decreases the net present value of the cost of curtailedyengnis means with higher DR, larger
wind power capacity can be installed by curtailing more wemergy.

Fig.[5.13 presents more clearly the idea discussed in theegaragraph. The analysis is done
for wind power having a CF of 28%. The figure shows that the hgstapacity of the distribution
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Figure 5.13: Comparing the investment options of the WFO.

system can be increased indefinitely using curtailment. Bainet benefit of the WFO increases
only until the curtailed energy reaches 10%. Even curtithis level of energy is unreasonable
as grid reinforcement can generate more profit. In fact, asbeaseen from Fid. 5.13, WEC is
attractive only up to 3.3%.

On the other hand, Fi§. 514 shows the costs and benefits @%@ when the WFO bears the
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cost of curtailed energy. Despite significant loss in reeedue to increased power losses, the
DSO continues to generate more revenue as the capacity dfpsiner in the system is increased.
However, this observation holds true only for this casestud Case study |, we have noticed
that the increase in loss alone determines the optimalrgpstipacity of the network with respect
to the DSO. For example, in case of a wind farm with capacityoia33.4%, almost immediately
after 16.7 MW capacity of wind power the net benefit of the DSl have declined if a similar
analysis is done.
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Figure 5.14: Costs and benefits of the DSO.

5.6 Summary

The analyses in this chapter have identified voltage risettagwinal overloading as the two most
likely limiting factors of wind power integration to a digtution system. Consequently, three
active management strategies (AMSs) have been inveslig@mtacrease the hosting capacity of a
distribution network constrained due to these limitingtdes. The AMSs include coordinated on-
load tap changer voltage control (C-OLTC), reactive powermemsation (RPC), and wind energy
curtailment (WEC). C-OLTC is a preferred option to deal withtagk rise problems followed by
RPC. If both solutions fail to achieve their objective, they ba assisted by WEC. To deal with the
overloading of system components due to wind power the @iiytion considered in this thesis is
WEC.

To further facilitate the investigation, a mathematicaldalobased on a cost-benefit analysis is
developed. The model also assesses the profitability ofj UsifSs with respect to grid reinforce-
ment. The result of the investigation shows that the windgrdwosting capacity of a distribution
system can be increased up to twice the capacity that coulistaled based on worst case anal-
ysis.

The optimal level of hosting capacity and curtailed energgeahds on the capacity factor of the
wind power plant and the discount rate. With respect to the Wi@her capacity factor implies
higher hosting capacity. But it is also affected by the distoate, the cost of curtailed energy,

84



5.6 Summary

and the cost of grid reinforcement. On the other hand, thengptevel of curtailed energy in our
analysis is found to be of low magnitude. After some leve, a.maximum of 3.8% in Case study
Il, it is not attractive to curtail more wind energy in orderihcrease the hosting capacity of the
network.
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6

State Estimation Algorithms for
Distribution System Application

In Chaptefb it is shown that active management strategigsdisiribution system operators to
increase the available headroom for connecting distribgémerations (DGs) and operate the net-
work more efficiently. But the implementation of active maeagnt strategies requires the knowl-
edge of the state of the network. To acquire such knowledgeatahe network, one can install
measuring equipments at each and every node of the netwbitiimuld be extremely expensive.
That is, the benefit obtained from such investment would filasdt not justify the cost. Hence an
alternative approach which still enables the implemeotadf active management strategies with
reasonable cost is the use of state estimation (SE). Thuairthef this chapter is to investigate
state estimation algorithms for a distribution system igggibn.

6.1 Introduction

In distribution system SE, one uses the less accurate isstdata of power consumption (pseudo-
measurement data) at every customer node together with aef@wime measurement data to
determine bus voltages and branch currents. Even in themresof smart meters which can
provide load and voltage data from every customer node (a&dailta, Finland, Italy, Sweden
[152]), these data are not available in the frequency thaedsiired, for example, for voltage
control. The highest data refresh rate currently availé&bE0 minutes in Italy[[152], while for
voltage control one need to have a data refresh rate in sec@mul the other hand, when energy
data from smart meters are available, it can effectively $&duo set up more accurate pseudo-
measurement data.

A substantial amount of research work has been done withhdedga SE algorithms for distribu-
tion systems. IN[153] the various state estimators usekdriransmission system (i.e. weighted
least square, weighted least absolute value, Schweppe Heberalized M estimator) are assessed
for distribution system SE. It is found that the weightedstesquare method better fits SE in dis-
tribution systems. Reference |11] has also used the weidbgestl square formulation for SE in
distribution systems where the state vectors are nodegesdtaThe result of the SE is used to

87



6. STATE ESTIMATION ALGORITHMS FOR DISTRIBUTION SYSTEM
APPLICATION

control the target voltage of automatic voltage contrayslof the substation transformer. Similar
SE approach is provided in [154]. The difference is that tloelehin [154] uses three-phase rep-
resentation of the state variables. On the other hand, Bj [dbranch-current-based SE algorithm
is proposed where the state vectors considered to be bramants. This algorithm is later im-

proved in [156] and is found to be computationally efficieaimpared to the node-voltage-based
SE algorithm. Referencé [157] has proposed a SE algorithnmrenw@nch current magnitudes

and angles are used as state variables. But the benefitsaabtainsing branch current as state
variable are lost in this approach as the real and imaginary qf the state vector can not be
decoupled and there is a need to update the Jacobian mataxtaiteration of the algorithm. An-

other computationally efficient method compared to the namtage-based method is proposed
in [158]. Here the node voltages are still the state vectarsrather than using actual power flow
and power injection, it is proposed to use the equivalereaiof these measurements. By so do-
ing, the need to update the Jacobian matrix at each iteratithre algorithm is eliminated. Further

studies related to SE in a distribution system include tfecebf measurement placement on SE

accuracy[[15/7,159, 160], and comparison of state vectorSEJ161].

In this chapter, two of the SE algorithms proposed in litematare compared in terms of the
accuracy of the estimates and the computational intenssgeaf the SE algorithm. One of these
algorithms is the branch-current-based SE algorithm meg@an [155] which is later improved
in [156]. As stated above, the reason for choosing this SBrigtgn is its high computational
efficiency. The other is the node-voltage-based SE alguriteed widely in transmission system
SE and applied to distribution systemlin [11,154]. The effe¢ measurement location and the type
of measurement on the accuracy of these SE algorithms aréaéstigated through simulation.

6.2 \oltage profile in distribution system with DG: The need
for state estimation

Before the introduction of DGs to distribution systems, itsvairly easy to identify the critical
points along any uncompensated feeder. During high loadiregend of the feeders would be
the most likely place to encounter under-voltage. Durigdtiloading or no loading, the voltage
profile in the system would depend on the cable type in theesysivhether it is overhead line or
underground cable. If it is an overhead line, the voltagdileralong the feeder would be close to
the voltage set point at the substation whereas if undengroables are used in the system, the
highest voltage in the network most likely occur at the endheffeeder. Hence, if the voltage
magnitude at the beginning and the end of the feeder are kramwrvoltage regulation decisions
could be made based on this information alone. In facttietlihave learned to effectively regulate
the network voltage based on the voltage at the substatime adometimes with additional current
magnitude measurements at the substation. There are &lss waere the voltage regulation at
the substation would not be enough. Even in those casesiesthave a good knowledge of the
voltage profile in the network to carry out the required cohdctions, with the help of additional
regulators or capacitors, and maintain the voltage withénallowed range.

However, the introduction of DGs, especially of renewalderses, have made estimation of the
voltage profile in a given distribution system more compl&kis is because renewable sources
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are much less predictable than customer loads with respéatir output. Thus, depending on the
power output of the DG and the load, the voltage profile vaailed along the feeder. Over-voltage
most likely occurs at DG sites when the load in the distrimutsystem is low whereas under-
voltage occurs when the distribution system is highly |@hblet the location of the under voltage
depends on the magnitude of the DG output relative to the. I@auhsider the radial network in
Fig.[6.1 with 14 buses, which is one of the feeders of an adfisatibution system. The load
demand from the rest of the feeders in the network is aggedgatd is connected to the substation
bus-bar. Figl_6.2a presents three different cases of lazfdegoalong the feeder and power output
from the wind power plant at bus 14. In Case 1 the load is unifpdistributed along the feeder
while the power output from the wind turbine is relativelydn Case 2 the load profile along the
feeder is the same as in Case 1 but there is an increase in tlee potput of the wind turbine at
bus 14. In Case 3 the load is somehow redistributed while thd wower output is kept constant
as in Case 2. The resulting voltage profile along the feedethtodifferent cases is provided in
Fig.[6.2b. In this analysis the voltage at the substatior(Bus 1) is not regulated while the voltage
at the infinity bus is assumed to be 1 p.u.. Thus, since thareltisge drop on the upstream grid
and the substation transformer, the voltage at the substatisbar is not seen to be equal to 1 p.u..

Upstream
grid
P6,Qs Ps,Qs ) 3 L 4
<'| 1" I 2 3
6 Ls Ly Py,Qul L L
5 : P},Q3 P47Q4
P11,Qn 10
Lo |

11 I

P13,Q13F_ 13

E[f‘[

Py.Qu

Figure 6.1: 14-bus feeder.

From Fig.[6.2Db it is clear to see the bus at which the loweghgel occurs depends on the load
profile along the feeder and the output of the wind power plBnCase 1, where the power from
the wind turbine is low, the lowest voltage occurs at Bus 6 aBd Ih Case 2, where the load
profile along the feeder shows the same trend as in Case 1 drcéipe wind power output, the
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Figure 6.2: @) Load profile of the feeder and (b) voltage profile along the feeutdhé different cases.

lowest voltage occurs at Bus 6. In Case 3 the power output of it twrbine is the same as Case
2 but the load profile along the feeder is changed resultirthenowest voltage to occur at Bus
11. Thus, Figd, 6.2a and 6]2b show that the introduction®fi&s in distribution system makes
it difficult to know the voltage profile along the feeder andiate the right voltage regulation
measures. Consequently, with increased introduction of iD@sthe distribution system DNOs
require more tools that can make them monitor the voltagenihede throughout their network.
As mentioned in the introduction of the chapter, SE is ond syopropriate tool for this purpose.

6.3 State Estimation Algorithms

In this section, the mathematical background of the two $Brihms chosen for comparison are
presented. The basic principle of SE in both algorithms uidestigation is similar: minimize
the weighted error between measured values and estimagsd ©he weighting is done based on
the expected error of the measurement data. That s,

I’T}(inJ(X) — i [Zl - f| (X)]z

6.1
=1 of ©-

Where

I a measurement point in the network

z measurement at point

X the state vector

fi(x) the measurement function that relate the state vector wagdisorement at poimt

o, standard deviation of tH&" measurement
and the state vectors are iteratively calculated using:

XML = xh (HT(xh)w;lH (xh)> THT MWz FM] (6.2)

whereh is the iteration number and is the Jacobian of (x), i.e.

90



6.3 State Estimation Algorithms

H(xh) = [a;ix)} - 6.3)

andW; is the diagonal matrix of measurement covariance:

W, = 03 (6.4)

The difference between the two SE algorithms lies in the aofif the state vector and, hence,
on how the measurement function is set up and the Jacobialfcigated. In node-voltage-based
algorithm, bus voltage magnitude and angle are used asvetetier while in the branch-current-

based algorithm the rectangular form of the branch currarésused as state vector. Below is
provided a brief discussion of these two SE algorithms.

6.3.1 Node-voltage-based state estimation algorithm

Node voltage is widely used as state vector in transmisgistesh SE long before the SE is con-
sidered for distribution system. Hence it quiet naturaldat it to a distribution system SE.

In this SE algorithm one proceeds by developing measurefurations that relate the state vec-
tors, i.e. voltage angle and magnitude,6.5) with measangmata available at each point.

e
Vo

X = (6.5)

Thus, if the measurements available are active and regmtiver injection at buses, the measure-
ment function can be given as

fi(x") =R" =3 Y,;V"V/'cog 6 j + &' — 3"
J . .
M) = QP = — 3 Y VIV sin(8, j + 8 — &) (B3 revisited)
]

and if the available measurements are branch power flovadteie power flow B ;) and reactive
power flow @Q; j), then the measurement function is

91



6. STATE ESTIMATION ALGORITHMS FOR DISTRIBUTION SYSTEM
APPLICATION

N

he
2 .
fi(x") = QY =— (V") (bLJ' + %) +VVy; jsin(3 — 3"+ ¢ j)

) =B = (VM) g — V™V cog 8l — 3"+ 1))
c (3.8 revisited)

and for branch currents; the measurement function is given by
2 2
A6 = (15)% =¥, ((vih) + (v,-h) — VP cog 8 — qh)) (12 revisited)

The next step is to develop the Jacobian of the measuremmetidn using[(6.8) and the measure-
ment covariance as given in(6.4). The iterative steps oaltperithm are as follows

1. starts by setting all bus voltage magnitudes equal to 13gnd bus voltage angles to zero,
except in places where voltage measurements are available.

2. calculate the estimate of the Jacobian ma#ix") and the measurement functidx").
3. use[(6.R) to calculate the next estimate of the state vgtd.

4. check if\Axh“|00 < g if yes go to step (v) other wise go to step (ii). Herés some small
positive value.

5. use[(6.b) to calculate covariance matrix of the stateove€, where the diagonal of the
matrix represents the variances of the state variableq.[154

Cy=(H'W;H)1 (6.6)

6.3.2 Branch-current-based state estimation algorithm

The SE algorithm discussed in the previous subsection wiorkany type of network radial or
meshed but it is computationally intensive due to the needeftalculating the Jacobian matrix at
every iteration of the algorithm and the coupling betweenitage magnitude and voltage angle
state vectors. With these problems in mind and making useeafadial nature of distribution sys-
tems Baran[[155] has proposed an innovative branch-cub@sed SE algorithm. This algorithm
is latter improved by Lin[[156]. The state vector in this apgoch can be represented adin|(6.7).

l12
X = : (6.7)

IN—1N

Two state vectors can be developed, one for real part andoorled imaginary part of the branch
currents and each can be estimated independently as lohgyaare insured to be decoupled. This
greatly reduces the computational burden of the algoritBmce each part is calculated, they can
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be combined to calculate the bus voltages in the networlgusirward sweﬂx For the sake of
clarity of the presentation, in the forth coming discusstesiassumed that the buses are numbered
from substation bus to the end of the feeder in increasingrord

Similar to the previous case, in this approach one tries @ldp measurement functions that
relate branch current with every measurement available. t\éliaws is the discussion of such
measurement functions for different measurement types.

6.3.2.1 Bus power injection

For bus power injections the equivalent current measure(®2M) and the related measurement
function can be set up as shown[in (6.8)
= JECMA _ {F’HriQir
| \/Ih
=~ (6.8)
fi(x") = 1]
i—lzwéi

and the Jacobian terms can easily be calculated as

af (xh
%:—w j<i & I1j;#0
K
6.9
dfi (x") o ©9
I 1V i<j & Iij#0
L

Here the Jacobian terms are the same for both real and inmpgiags of the state vectors.

6.3.2.2 Branch current magnitude

Usually branch current measurements are given in absoaltes hence originally Barah [155]
proposed to use the measurement data directly and the reesanirfunction as provide if (6]10).

7 = [lij|

() = /(M2 + (112

(6.10)

However, as pointed out by Lin [156], the application of thguation results in the coupling of
the real and imaginary part of the calculation. Moreoves,Xacobian matrix needs to be updated
at each iteration of the calculation. Hence a better altas&s proposed by Lin [156] where the
ECM and the measurement function are modified als in6.11).

|h.
N h [ 6.11
"i,j‘ (6.11)

LForward sweep is a method by which the voltage at differesebuare calculated progressively from the substa-
tion using voltage drop at preceding branches, and thegmitathe substation busbar is assumed to be given.
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Using (6.11) one can calculate the Jacobian terms &s in)(6.12

of (xm)  aIf

— -1 6.12
o"'|{jj ali*jj (6.12)

6.3.2.3 Branch power flow

The power flow measurement, if there are any, would usualig te¥rms of both active and reactive
power. Thus, the ECM and its measurement function is given by

_ |ECMAn _ {Pu,jJriQi,jr
3 =1 v (6.13)

assuming the measurement is made at the sending end ofdél{edimti). The Jacobian terms can
be expressed in the same way ad1in (6.12).

6.3.2.4 Bus voltage

Sometimes there can be voltage magnitude measuremerttdgdiiom some buses in the network.
If the voltage is represented using the same approach prdjiys[157], the decoupling that exists
between the real and imaginary part of the calculation valldst. Hence voltage measurements
are not directly included in the SE algorithm. However, iis testimation algorithm, unlike the
node-voltage-based estimation algorithm, voltage is noimanediate result of the SE process.
That is, an additional forward sweep stage is used at eadiide to calculate the bus voltages
from the estimated branch currents. This voltage calaulastage is necessary to get a better
estimate of the various ECMs. Now let there be a voltage magaimeasuremenit;"*? at bus

i and with forward sweep process let the calculated voItag‘eS,CBb We propose to replace the
voltage at bus with

|
Vica
|Vical|
and the forward sweep will continue with this updated vadtag calculate bus voltages down-
stream point.

V=

\vimeas (6.14)

6.3.2.5 The algorithm

The steps of the algorithm are as follows:

1. set|Vi| = 1 for buses without voltage magnitude measurementdardO for all buses

2. set up the state vector and the ECM for each measurementsiae(6.8),[(6.71) and (6.1.3),
assume current magnitude measurements to be equal to thgareaf the current (where
the imaginary is assumed to be zero). Develop Jacobian aradiance matrix.
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3. setthe initial estimate of the state vectors, i.e. branctents, to some low value, even zero.
4. forward sweep to calculate the bus voltages

5. recalculate the ECM" using [6.8),[(6.11) and (6.1.3) and calculate the estimateeomea-
surement functiong (x") from branch currents, this usually reduces to calculafing') =
Hx"

6. calculate<"? using [6.2)
7. if A" =[x — xN|, < £ go to step (viii) otherwise go to step (iv)

8. forward sweep to calculate the final estimate of the busgek

Though the application of the branch-current-based agpreadescribed here for purely radial
system, it can also be effectively applied to weakly meslystems as discussed in [156].

6.4 Case study system

6.4.1 Network and data description

The case study is based on a rural 11 kV distribution systesratgd by Falbygdens Energi located
in Falkoping area in Sweden. The network is fed by a 40 kV grid through+ 8 x 1.67%/11.5
kV, 10 MVA transformer as shown in Fig. 6.1. The feeder is oblées including the substation
busbar. The available measured data include one-yearyhmedsured active and reactive power
(at the substation) and wind power generation at bus 14. Menvéhis measurement is only
available from the main substation and consists of the pflaerfrom all the feeders. Thus, some
portion of these power data which are assumed to come froen tehders is directly connected to
the substation busbar (see Hig.]6.1). The remaining amsutistributed to the different MV/LV
substations of the feeder under investigation. The windgoalata are similarly scaled and used
to model a 2.5 MW wind turbine. Fig._6.8a shows the total loathe feeder under investigation,
the total load from the rest of feeders, and the wind powepututFig.[6.3b shows the voltage
variation at the different buses in the feeder for a given @& calculation is based on uniformly
distributed load along the feeder.

6.4.2 The simulation set up

In the forth coming discussion, the analysis of the SE resaltione according to the block di-
agram shown in Fig[_6l4. Time-series data of load and windegpamith 30 sec resolution are
generated by interpolating the load and wind power datamddarom Falbygdens Energi. A 24
hour length of these data are used for load flow calculatidrten, in the SE, for buses where
measurements are assumed to be available, data of thee@dind are directly taken from the
load flow results. On the other hand, for buses where no mesasunt is assumed to be available,
Gaussian noise of the required magnitude is added to theflmadimulation results to emulate
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Figure 6.3: @) Load profile and{b) voltage profile of the different buses on teddeover 24 hour.

pseudo-measurement. These pseudo-measurements, ingreah be synthesized based on cus-
tomer load curves, weather and time of the day data andditiformation [162]. If no such data
are available, the measured power flow at each feeder at bstasion bus can be distributed to
each bus in proportion to the size of MV/LV substation transfer or recoded maximum power
flow at the transformer.

Once the required data are obtained, the SE is carried oet¢ordine the voltage at the different
buses of the feeder for each time instant. One such exampl®ign in Fig[6.b for the case the
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Figure 6.4: The outline of the simulation process.
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wind turbine is located at Bus 14 and voltage and bus injegcieasurements are also available
from Bus 14. Figs_6.5a arid 6]5b show the actual and the estihvaltage profile over 24-hour
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Figure 6.5: (@), (B)) The actual and estimated voltage profile on Bus 6 over 24-khod (T) the
standard deviation of the voltage estimate error at various buses fordbevaad turbine is located at
Bus 14 and power injection and voltage measurements are also availablBusoba.

o

period at Bus 6. Similar plots can be obtained for differerddsufor the same case. Then, the
error between voltages from load flow analysis and SE is tattedi and the standard deviation of
the error over the whole period is taken at each bus. In the cafig.[6.5 the results of such
calculation are presented in F[g. 6.5c. Then the maximunihe$e standard deviations is used
below to evaluate the accuracy of the estimation for eachsoreaent location. In the case of
Fig.[6.8, the maximum standard deviation of the voltageresti error occurs at Bus 6, for which
the voltage profile over 24-hour period is shown in Figs.1&8d6.5b. This maximum standard
deviation is found to be 0.001 for the case of node-voltagged SE algorithm and 0.0027 for the
case of branch-current-based SE algorithm. These valeeshawn in Fig 6.8d at Bus 14. This
means that when the power injection and voltage measurenaeatavailable from Bus 14, the
actual voltage at Bus 6 lies withift3 x 0.001= +0.003 (for the case of node-voltage-based SE)
or within +3 x 0.0027= +0.0081 (for the case of branch-current-based SE) around timeag¢sd
value with 99.7% confidence. Of course, since the standasidtttn of the voltage estimate error
is lower on the other buses, the estimated voltage therdwithore accurate.
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The overall analysis is implemented in the Matlab-GAMSifatee. Much of the data analysis and
SE is carried out in Matlab while the load flow calculation @reed out in GAMS.

6.4.3 Analysis of the accuracy of the state estimation algorithms for differ-
ent measurement types and their placement

This section investigates the different measurementsstgpe their placement on the feeder to
see their effect on the accuracy of the SE from the two algmst As usually is the case, the
voltage measurement at the substation is assumed to bescwanable. The additional measure-
ments available can be either bus power injection, brangfepfow, or branch current magni-
tude. It is assumed that voltage magnitude measuremerdédsaghilable from the buses where
these measurements are taken. Moreover, the pseudo-me@sirerror is normally distributed
with 99.7% of the time being withir=100% of the actual value, henceforth, simply stated as a
pseudo-measurement accuracy wittih00%. The aim of the analysis in this subsection is to find
out:

e if any of these measurement types provide better voltagmatst with any of the two algo-
rithms and to compare the two algorithms in terms of overatfgomance
¢ the measurement points which provide the best estimatéisdalifferent measurement types

Moreover, the results provided below are based on unifoad thstribution in the network. How-
ever, similar analysis is done with uniformly increasinglatecreasing load profile along the
feeder, the results obtained are almost similar to whatasegnted below.

6.4.3.1 Bus voltage and power injection measurement

Fig.[6.6 shows the resulting estimation errors from plasioiipge magnitude and power injection
measurements at the corresponding buses in the networksulihigures present the result when
the wind turbine is located at different buses in the feeltleeach sub-figure measurement at Bus
1 implies that the only measurement available is voltagenitade at the substation (Bus 1). Itis
used to compare and assess the role of additional measusaiménproving the SE results.

From Fig.[6.6, one can see that, for both branch-currergebasd node-voltage-based SE algo-
rithms, measuring at the wind turbines site reduces therebdersoltage estimation error of the
feeder. This is due to higher assumed variance in the egtiofahe wind power output. This is
valid since, on one hand, the wind power output is higher igmtade and, on the other hand,
wind power output is less predictable than load consumptlargeneral, however, for both SE
algorithms setting the measurement points on lateral bescs not preferable, unless the wind
turbine is located there.

Moreover, one can observe that the node-voltage-basedgsEtaim generally provides a better
result than the branch-current-based SE algorithm. Theorefor these is that in case of node-
voltage-based SE algorithmis an actual or pseudo-measurement data whereas in branemis
based SE casg is an ECM whose proximity to the actual current is dependentherSE process.
Thus, it is noticed, when the branch-current-based SE c¢gaseeven though the error between
the ECM and the calculated current is zero, the error betweeadtual current and the calculated
one is not.
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Figure 6.6: The observed maximum standard deviation of the voltage estimation erralfage and
bus power injection measurements at different buses vinen (a) theravissh@ower in the feedef]b)
there is wind power at Bus 61(c) there is wind power at Bug10 (d) therinis power at Bus 14.

In Fig. one can see that, in case of node-voltage-baBeavisen measurements are done
at Buses 7 to 14, the voltage estimates gets worse even cainjgatbe case where the only
real-time measurement available is voltage magnitude atlBU#is is because when no voltage
measurement is available in the network, all pseudo-measemts are used almost without any
modification for estimating the nodal voltages, as in load ftalculation. However, whenever
there is voltage measurement, it is mainly the estimateeoiind power output, owing to the high
variance of the wind power pseudo-measurement, that ispukated in the estimation process
to match the measured nodal voltage. When voltage measurésnavailable from one of the
buses between 7 to 14, and if the loads on those buses areestiaated or overestimated above
a certain level, this process results in bad estimate of thd power output. Though this results
in better voltage estimate at Buses 7 to 14, it adverselytaftbe voltage estimates at Buses 5 and
6. This problem is not observed when voltage measuremeatdare at, for example, Buses 3
and 4 because the load capacity connected to this laterattbora smaller which means there is a
lower load estimation error. Thus, the required correcitiihe estimate of the wind power output
to correct the voltage at Buses 3 and 4 is not significant.
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6.4.3.2 Bus voltage and branch power flow measurement

Fig.[6.7 shows the results of the analysis when branch poasrttigether with bus voltage mag-
nitude is measured. Both measurements are done at the begofrthe respective branch as seen
from the main substation. Brantly should be interpreted as absence of any additional measure-
ment besides substation bus voltage. The rest of the bramobers are as indicated in Fig. 6.1.
From Fig.[6.Y it is difficult to determine where the best positis for branch power flow mea-
surement to get better voltage estimates. However, in geres seen from Figs. 6J7b, 6.7c and
[6.7d, measuring close to the wind turbine and before it plesbetter results for both type of SE
algorithms. In the absence of wind power in the network, as $&m Fig[6.7a, measuring close
to the beginning of the feeder provides better voltage edarfor the whole network. Similar to
the previous case measuring at lateral branches, unlessrttiéurbine is located there, is seen to
provide relatively less accurate voltage estimates.
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Figure 6.7: The observed maximum standard deviation of the voltage estimation erralfag® and
branch power flow measurements at different branches vrnen (&)itheo wind power in the feeder
() there is wind power at Bus B1(c) there is wind power at Bug L0 (dgtisewind power at Bus 14.

One can observe that, once again, the node-voltage-basgdrigfally provides a better voltage
estimate compared to the branch-current-based SE. The esgstamation described in previous
subsection can be applied to what is observed in[Fig] 6.7mwbkage measurements are done
at branches betwedn o andL14. However, the SE algorithm, here, does not simply adjust the
the estimate of the wind power output as in the previous céke.algorithm tries also to match
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the estimates of the power injections of buses located dogara with branch power flow mea-

surement upstream. That is why, unlike the previous casegittor in voltage estimate increases
progressively as the measurement point moves towards thefehe feeder. The high voltage

estimate error seen when the measurement is done at dragahses due to the fact that branch
L1ois another lateral branch with one injection node conneitéd Hence its result ends up being
similar to the case in the previous subsection.

6.4.3.3 Bus voltage and branch current magnitude measuremén

From Fig[6.8 it can be observed that, the estimates provigiezlirrent magnitude measurement
are almost as good as those obtained with the branch powenfeEagurement or bus power in-
jection for both SE algorithms. This is even when the curreagnitude measurement lacks di-
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Figure 6.8: The observed maximum standard deviation of the voltage estimation erraslfage and
current magnitude measurements at different branches when (a)jsheravind power in the feeder
(@) there is wind power at Bus B1(c) there is wind power at Bug L0 (dgtisewvind power at Bus 14.

rectional information compared to the power flow measurémelowever, there are two issues
associated with the use of branch current magnitude measuatan SE process as observed in
our analysis. On one hand, it faces convergence problemshéwother hand, an adjustment has
to be done in the Jacobian matrix of the node-voltage-bakggdlithm to obtain the results pre-

sented in Figl_6]8. Without this adjustment, for examplesase the wind power is located at Bus
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10, the result of the SE would have looked as shown in [Fid. B %his figure, it is noticed that
when the node-voltage-based algorithm converges, thetlgdunction does not converge to its
appropriate local minimum.

To explain why this happens, consider the case where cumaghitude measurement is taken at
Branch 7|17 g|. During the first iteration all bus angles are initializedz&yo and all bus voltages,
except the measured voltagésandVy, are assumed to be 1 pu. The state variables that constitute
the current magnitude measurement functigg(x) are onlyV7, 87,Vg anddg. Hence, in the first
iteration the Jacobian row faf f7g(x)/dx are all zero excepd f7g(x)/dVs. Hence the initial
estimation oiVg will be highly dependent on the difference betwekrs| and f7g(x). Generally,

this is found to negatively affect the succeeding steps @fallgorithm, hence, the final estimate
the bus voltages in the network. Hence to get rid of theseieffiee corresponding Jacobian term

is set to zero at the first iteration. As shown in Figl 6.8 timipraach has effectively dealt with the
specified problem.

Branch-current-based SE
Node-voltage-based SE

Standard deviation of
voltage estimate errors (p.u.)

Ly Ly Ly Lg Lg Ly Ly
with measurement at branch

Figure 6.9: The observed maximum standard deviation of the voltage estimation erralfage and
current magnitude measurements at different branches when the whiiktis located at Bus 10.

As for the sitting of these measurement types for better SHtse the same conclusion as drawn
for sitting of branch power flow measurements can be made.

6.4.4 Two measurement points with two wind turbine sites and the acracy
of the state estimation algorithms

In the previous subsections, it is seen that in a feeder wtherpseudo-measurement accuracy is
within +£100% of the nominal value, a well placed single measurensejuist enough to get the
required level of SE accuracy. Now in this section the ainoiswestigate the case where more
than one measurement point may be necessary. These caihtaeserror in pseudo-measurement
is increased or wind turbines are located at more than oneHere, similar to the previous case,
it is assumed that the wind power output is significantly biginan the load at each MV/LV bus.

The results presented in FI[g. 6110 and Eig. 6.11 deal witlcéise where the measurement errors
in pseudo-measurement is increased to 200% of the nomihad wad wind turbines are sited at
two different buses. In Case 1, wind turbines are located atsBarsd 6 and in Case 2 the wind
turbines are located at bus 5 and 9. The SE is carried out wdéhtime measurement of either
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bus power injection (in case of Fig. 6]/10) or branch power flmcase of Figl 6.111) and voltage
at points indicated by the respective x-axis entries of thefggures. These measurements are in
addition to those measurements specified by the captiorcbfse-figure.
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Figure 6.10: The observed maximum standard deviation of the SE error for power injestigh voltage
measurement whem (a) Case 1: there is wind power at Bus 5 and 6 aedstheradditional measure-
ments at Bus @ {b) Case 2: there is wind power at Bus 5 and 9 and theradslitional measurements
at Bus 9.
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Figure 6.11: The observed maximum standard deviation of the SE error for branchrgtaw and
voltage measurement whemn (a) Case 1: there is wind power at Bus 5 amde6ighan additional
measurements at Branch[3 (b) Case 2: there is wind power at Bus 5 aee94lan additional mea-
surements at Branch 8.

From Fig.[6.ID, in the case of node-voltage-based SE, onelserve that, whether the wind
turbines are located close to each other or distributeddnesa better SE is obtained by placing the
measuring equipment at the wind turbine sites. Moreovex,aam see that the node-voltage-based
SE performs even better in this case compared to branckrtdrased SE estimations. However,
in case of branch power flow measurement, as shown in_Fig] é&laccuracy of the branch-
current-based SE gets closer to that of the node-voltageebane. But still the node-voltage-based
SE generally provides better estimations. The siting ofgrdiow measurements, with respect to
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branch-current-based SE, is similar to what is discuss#tkiprevious section: Better, if not best,
SE accuracy can be obtained by placing the measurementarathies just before (towards the
substation) the wind turbines.

Moreover, comparing the results in Figs.16.6] 6.7.16.10[@fad, one can observe that the branch-
current-based SE algorithm performs better with branchgooweasurement while the node-
voltage-based one provides similar level of accuracy witthlmeasurement types.

6.4.5 Variance calculation of the voltage estimates

In the above analysis the standard deviation of the voltatj;ate error is calculated by taking

standard deviation of the difference between actual vetagpbtained from power flow analysis

and estimated voltage obtained from the SE process. Iny¢lad actual voltage is not known and

it is the estimated voltage we have at each bus. For the noltiege-based SE, the variance of the
voltage estimates can be determined using (6.6). The asatythis thesis shows thdi (6.6) can
sometimes overestimate or even underestimates the variblogvever, it can provide satisfactory

information in the absence of other information sources.nédloeless, for the branch-current-
based SE such an equation for calculating the variance ofdhage estimates is not available.

Since the branch currents are the state vector, one caf_i§ed&alculate the variance of the

branch current estimates. However the determination ofdaliage estimate variance from branch
current estimate variance is not straight forward. Sincgirmportant to know the variance of the

estimates to make any decision based on them, this can ba&leet another downside of the

branch-current-based SE algorithm.

6.5 Summary

This chapter has compared two SE algorithms and their SE@wcuhen applied to different
measurement types, distribution of load, and location afdapower. The situation analyzed is
the case where the capacity of the wind turbine is assumee tobsiderably bigger than the
loads on MV/LV nodes. The results of the analysis show thaththde-voltage-based SE algorithm
gives better accuracies compared to the branch-curreseidlaE algorithm. However, the branch-
current-based SE algorithm is found to be a lot faster thamtide-voltage-based SE algorithm.
On average, for the case analyzed, itis 35 times faster wiepdaver injection measurements are
used and 15 times faster when branch power flow measurenrenised. In the case of current
magnitude measurement, however, both SE algorithms arelfsometimes to face convergence
problems. Otherwise, the branch-current-based SE atgoig still faster.

On the other hand, considering the power output from windit&s are considerably larger and
less predictable than the loads in the system, power inj@ctieasurements at wind turbine sites
have been found to be the most attractive option in terms @fining better accuracy from the SE
algorithms. Besides, since bus voltage and power injectieasurements can be done at the low
voltage side of the MV/LV transformer, its installation ¢@an be considerably cheaper than the
branch power flow measurement.
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7

Control algorithms for the different active
management strategies

In Chaptefb, it is shown that the use of active managemeriegtes increases significantly the
wind power hosting capacity of distribution systems. Theanals presented in the chapter help
the DSO in determining the optimal level of wind power than d¢e effectively accommodated
in the system using active management strategies. But orgaahning is done, the DSO needs
the control system that carryout the active managemenegtes to deal with overvoltage and
overloading that may happen in the system. Thus, the aimisfctiapter is to provide control
algorithms that can be used to effectively carryout thevactianagement strategies with minimum
cost as well as loss of energy. The chapter starts by revisengvailable literature in the area. Then
it will discuss the proposed control algorithms and try tanpout the strength of the proposed
solutions compared to those available in literature. Laterthe applicability of the proposed
control algorithms are demonstrated using a case studgrayst

7.1 Introduction

The active management strategies proposed in literatalgde coordinated OLTC voltage control
and reactive power compensation for voltage regulationcamthilment for both overvoltage and
overload mitigation [[3, 113].

Considerable research effort has been devoted to the igateti of the control of OLT([11-16],
reactive power compensation (RPC)I[17-20], and curtailn@&htg2] for voltage regulation in a
distribution system with DG. The control algorithms for tage regulation through the combined
control of RPC and curtailment from wind turbinés|[23, 24]pbOLTC and RPCI[[28], or through
the combination of all three active management strate@&sJ7| 29] have also been discussed.
Though the ultimate aim of either RPC, OLTC, or curtailment isn@ntain the voltage within a
given deadband, e.gt5%, various research works have proposed different coalgolrithms to
achieve the same.

When it comes to using the OLTC for voltage regulation a nurobpapers[[183=16] have proposed
a solution in which a number of measurements are obtainead drdical locations throughout the
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network and the voltage set point is changed according soitiiormation. However as shown
in Section[6.P the identification of the critical points istram easy task. Others have assumed
the availability of voltage measurements from every nodg22]. But this is rarely the case in
existing rural distribution systems. State estimation)(B&sed on real-time measurement along
with pseudo-measurement is also proposed to determineottegye level of the network and this
information is used to control the target voltage of autaocnatltage control (AVC) relays of the
substation transformer [11,128]. In]26], load estimati@séd on customer class curves together
with measurement data at the substation and from remote BGsad to determine the maximum
and minimum voltage in the network. Then the appropriatdrobdecision is taken to limit the
voltage in the system within the allowed operating rangeeRxefce[12] proposes to make separate
local measurements on feeders with load only and on feedatsontains generation. Based on
these measurement data and previous knowledge of loasgheaiween the different feeders, the
power output from the DG is estimated and used to determmedhage setting required at the
substation to mitigate voltage rise at DG terminal. On theephand, knowing the load in the
feeder, the traditional line drop compensation approaaiséxl to determine the voltage setting
required to mitigate undervoltage in the system. By comlginiitese two strategies the voltage
setting that mitigates undervoltage and overvoltage irsyis¢em is determined.

In the case of RPC, Referenc¢e[25], 28] has proposed the use ofifPbiter where the difference
between the voltage set point and the actual voltage leyessed through a deadband to make
sure the PI controller works only when the voltage is aboeentlaximum voltage level. Similarly,
the active power control for voltage rise mitigation is @drout through PI controllers i [25]. The
PI1 controller is augmented with reactive power deadbandsoie that curtailment is only carried
out when there is a shortage of reactive power[_In [17], theoRtroller is used as well, however,
the authors have used a method based on power factor traeitirey than deadband to make sure
the PI controller works only when the voltage is above theimarn voltage level. An alternative
control approach based on fuzzy logic is also proposed ins#ime reference. These control
approaches ensure that RPC does not unnecessarily incheapewer losses in the network.
In [18], the aim is to eliminate the voltage rise introducer do active power injection from the
wind turbine. Though this approach keeps the voltage abuwarnpoints of the system at the same
level as before wind power introduction, it increases thegrdosses in the system. In [19], fuzzy
logic based location adaptive droop method is proposeddcdamate RPC from multiple DG for
voltage rise mitigation. In_[20], RPC using droop controldtian is proposed to mitigate voltage
rise in multiple PV installations in distribution system§he change in the power losses of the
system is also given due consideration. The droop functiorksvbased on the amount of active
power generation to ensure that the PVs are not penalizestl lmastheir location, which would
happen if the droop function works based on the voltage kvtie PV terminal. Moreover, local
voltage measurements are used to ensure the proper opevétioe droop based compensator.
In [23,[24] the required change in reactive or active powentiigate the voltage rise problem is
calculated using sensitivity analysis while an optimiaatapproach is preferred in [26]. In [27]
state estimation is used for the same purpose! Ih [29] theQOadiAd the DG in a given feeder
are given voltage regulation zones. The OLTC is operated livie drop compensation (LDC)
within its allotted working zone while the amount of activedaeactive power required for voltage
regulation is determined using proportional controllerichhworks in a similar fashion as a tap
changer with a time delay.
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Some articles, especially dealing with voltage rise in L'gteyn, have even considered curtailment
as a primary means of voltage rise mitigation. Among the&gHas investigated the equal sharing
of curtailed energy between PVs installed on a given feeperading in droop based active power
curtailment to mitigate the voltage rise problem.[In/[2BE TThevenin equivalent of the grid at the
PCC is used to determine the droop to be used in curtailingdhvepoutput from PVs. The aim in
using the Thevenin equivalent for determining the slop&efroop is to avoid power curtailments
that are conservative.

Curtailment for overload mitigation is discussed|[in![24, @®lere the sensitivity of the line load-

ing with respect to the nodal power injection is used to aeiee the amount of active power

output that needs to be curtailed. [n[163] power flow manageralgorithms based on constraint
satisfaction problem and optimal power flow are discussedsia-time application.

In this chapter, a new control strategy for voltage regataby using RPC and curtailment from
wind turbines and OLTC of the substation transformer is gled. The control of wind power
curtailment for overload mitigation is also discussed. @ilehe proposed control algorithms in
this chapter differ from those found in the literature in folowing aspects: 1) in the case of
OLTC based voltage control, a strategy that changes thag®ileadband instead of the voltage
set point of the AVC relay of the tap changing transformer@ppsed, 2) coordination of reactive
power from multiple wind turbines for voltage regulatioraiso discussed, 3) the coordination of
voltage regulation from OLTC and RPC is achieved by using hérigoltage deadband in the case
of OLTC than of RPC, 4) to coordinate voltage control through RIP@ curtailment the use of
slightly different reference voltage levels are propo&gdnd, finally, overload mitigation through
curtailment is achieved by using Pl-controllers.

7.2 \oltage regulation using coordinated OLTC control

As shown i 6.2, with the introduction of wind power into thistdbution system, the buses in the
network where the lowest or the highest voltage occur deparite level of load and wind power
in the system i.e. it can not be known with certainty beforehaThus, the traditional control
principles of OLTC can not provide satisfactory voltageulagjon in such a network. The other
alternative where one can obtain voltage measurementsdveny node possible renders itself to
be expensive. Hence SE estimation which makes use of treribadtdata of power consumption
at every customer node together with a few real-time measemé data is proposed in Chapter
as the most attractive solution for implementing activenaggement strategies in a distribution
system. In this section, the node-voltage-based SE digoig used to obtain the voltage estimate
at different nodes of the network. Then this informationsgdito carry out OLTC based voltage
regulation as discussed below. Unlike the case of SE in armession system, SE in a distribution
system, as presented in this paper, lacks measurementatywhich makes bad data detection
impractical. Therefore, to validate the results of theesttimation, the DSO can use an online
voltage measurement data at one or more buses (as requitbddwer sampling time (or smart
meter data whenever available).

Fig. [Z1 shows the overall set up of the coordinated OLTCagdtcontrol algorithm.  The
distribution system state estimation (DSSE) block es&s#be voltage level at various buses of
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the distribution network. Then, based on the voltage esérfram the DSSE block, the voltage
level analyzer determines the voltage input to the AVC relde output signal of the voltage level
analyzer block is determined based on the following logic:

< If max|V' 4+ 30%, — Veel < Ay pu,V m|n/maX = Vset

< Else if maxV' + 30}, —Vee) > Ay AND min(V' — 30", —Vset) < ~Av, Vit imax = Vinin/max
and Set INFEASIBLE STATE alarm on.
< Else if maxV! + 301, — Vsey) > Ay, V1

mln/max

< Else if min(V! — 30, — Vsey) < —Ay, V!

min/max

— max(V! +30?)
= min(V! —3a?!)

where

Ny The allowed voltage variation in the network around the mahvoltage level,
e.g. 0.05, [p.u.]

Wt the voltage magnitude estimate vector of the network at tifpa]

Vset the voltage set point of the AVC relay [pu]

Vi the voltage signal estimate sent to the AVC relay by the gellavel analyzer[pu]

network data —

min/max
a!, vector of the standard deviation of voltage estimates & tifpu]
Voltage | Tap limits Upstream grid
deadband y ¢
AVC Tap up o
tap down g}
..... A[
min/max : |_
o VLBG,
Voltage
level :
analyzer : TT o
DSSE 5.5 [
Pseudo- I
: measurements and;  : ?<

Figure 7.1: Block diagram of the proposed OLTC voltage regulation.

The idea behind the logic above is that if the voltage is estidth to be within the allowed opera-
tional voltage range with 99.7% confidence, the signal setit¢ AVC relay as measured voltage
is Vset and no tap changer action is expected. Otherwise, if thenasdi cannot ensure that the
voltage is within the allowed voltage deadband with 99.7%ficience, the appropriate voltage
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magnitude is sent to the AVC relay which will trigger a tap ugdap down action if the voltage
persists outside the deadband over the duration of the tafas df the tap changer.

The AVC relay would operate as usual except that the voltagetito the AVC is fed from the
voltage level analyzer block.

As shown in the block diagram, in this thesis the voltage daad is changed instead of voltage
set point of the AVC relay for the tap changing transformene@an keep the voltage set point
at the nominal value. Under normal operation, the voltagaldand is changed to 5% and the
AVC relay sends the Tap-up or Tap-down signal to the OLTC wthenvoltage obtained from the
voltage level analyzer block is outside the given deadband Gjiven time delay. The AVC relay
would also check for the tap limits as it would conventiopald [29].

Due to the lack of measurement redundancy, as mentione gibtivere are measurement errors
or a communication failure, the SE may face convergencedmubor provide poor confidence on
the voltage estimates. If this situation persists for theetdelay of the AVC relay, the deadband
can be changed to the default value. The voltage set poinbearhanged to the voltage level
at the secondary side of the transformer at the moment of eomwation failure or convergence
problem. The voltage input to the AVC relay would be the vg#tdevel at the secondary side of
the transformer. Then, the tap changer would operate asuldiaditionally until the problem is
resolved.

The OLTC control approach, as presented above, is simplapaced to changing the voltage

set point proposed in [11, 113,115,/125] as the calculation efwbltage set point is not straight

forward. In [15] fuzzy logic is used to calculate the refarewoltage while References [13] and

[11] have proposed to increase or decrease the voltageisébg@ magnitude equal to the voltage
deadband. In[25] PI controller is used for the calculatibthe voltage set point. However in the

proposed approach the AVC relay automatically detects anfaange voltage and sends a tap up
or tap down signal to the tap changer.

7.3 \Voltage regulation with reactive power compensation

7.3.1 The control algorithm

The basic idea of RPC from wind turbines is to consume reaptiveer when the voltage at the
wind turbine terminal is above the allowed level and to ihjeactive power whenever the voltage
is below the acceptable minimum level. Furthermore, thewarmof reactive power consumed or
produced should be such that it is just enough to get theg®lack within the allowed deadband.

As discussed in ChaptEl 2, not all wind turbine types havedimability of reactive power reg-
ulation. Therefore, voltage regulation through RPC mairdgld with Type C, i.e. double fed
induction generator (DFIG), and Type D, i.e. full power certer, wind turbines [31]. In the case
of Type C wind turbines, although reactive power injectian @also be obtained from the grid-side
converter, the rotor-side converter is the preferred opfoo reactive power regulation. The main
reason for this is a reactive injection through the rotocwiris effectively amplified by a factor
of 1/slip [4€]. In the case of Type D wind turbines, it is thadgside converter that is used for
reactive power regulation [46].
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Assuming the cross-coupling and the feed forward terms @aeeply implemented, the reactive
power control loop of the wind turbine can be reduced to the slrown in Fig[_ZJ]2 in both Type
C [164]165] and Type D wind turbines [166, 167], i.e. a cascaafdcurrent control and reactive
power control loops.

ref
I v,

o
- PI > ) PI

o Wind turbine generator
L
system

[d

Figure 7.2: Reactive power control in a wind turbine.

where in the figure
lq the d-axis component of the current vector [pu]

Iff the reference for the d-axis component of the current véptgr

Qw The reactive power output of the wind turbine [pu]

Qly " The reactive power reference to the wind turbine contrfiaf
Vg the d-axis component of the voltage vector [pu]

Then, the task of the RPC based voltage controller is to déterthe Q" which is sent to this
cascade controller to regulate the voltage. Based on thise sesearchers [23,124,30] have pro-
posed the use of sensitivity analysis to determine the atrafuractive power and curtailment to
mitigate overvoltage. But sensitivity analysis requirestise of more measurement data or some
approximation assumptions on the voltage level or loadgfatrent buses. Moreover it is compu-
tationally more intensive than the use of PI controllers aslalso difficult to ensure the actual
value follows the reference exactly. Hence in this thestssRkbased control algorithm provided
in the block diagram of Fig._7].3 is used. It is more effectrarjuires less measurement data and
the computational overload is minimal.

v : Off
v _ [ole /-
. PI Qre/‘
O w
. N, Switch controller —>
Switch (RPConor) — 5| 53
Vip _% S0 /
vmeasured

Figure 7.3: Block diagram of the proposed reactive power compensation contiaditiign.
where in the figure

Vuwp the magnitude of the upper bound voltage [pu]
Vip  the magnitude of the lower bound voltage [pu]
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In the block diagram of Figl_7].3 there are two switches whighantrolled using two separate
switching logic. Switchs, is set toV,y, if the measured voltage is above 1 pu otherwise it is set to
Vip. In the case of Switch RRq the switching logic is provided in the block diagram of Fig.
[7.4. WheneveYmeasuredS greater than or less than 1 pu by an amauptthe switch RPGy/off IS
turned on and the RPC is engaged. Then, it will be turned off whien— for example, in the case
of an overvoltage— the control algorithm senses that neapibwer is being generated rather than
being consumed to keep the voltagd/as, i.e. QmeasuredS greater thaeg. Here one should note
that reactive power is consumed to mitigate an overvoltBgsed on the sign convention adopted
here,QmeasuredS Negative for consumption. Thu®measure™ Eq iMplies that reactive power is
being generated by the wind turbine to keep the voltaggr@tTurning of the PI controller at this
point avoids the unnecessary use of reactive power to keepditage at high values which, on
the other hand, may increase the power losses in the systera.dfe needs to notice that Switch
RPGonoff IS also used to reset the PI controller at both rising anthtaidge of the switching.

Note that in Fig[’ZR3, it is also possible to provide a dirl%?:ft from the voltage controller to the
d-axis current controller in Fig._7.2 without the need fomgtve power controller [46]. But, the
focus of this thesis is the idea presented in Eigl 7.3.

Qmegsured |>:—SQ| |_|_|
] RPCg
OR
o] OF|

RPCon

Figure 7.4: Block diagram of the switching logic for Switch RB G in Fig. [Z.3.

where in the figure
£Q A small positive value,e.g. 0.025, [p.u.]
Qmeasured Measured reactive power output of the wind turbine [p.u.]
Vmeasured Measured voltage at the terminal of the wind turbine [p.u.]

The control logic so far enables a wind turbine to regulagevititage level at its terminal by using
RPC with minimum increase in the power losses of the distiobusystem. One can further use
the reactive power capability of a local wind turbine at aegisite to mitigate voltage rises at the
terminal of a remote wind turbine in the same feeder. Thislmawaluable if the wind turbine
at the remote site has limited or no RPC capability. To carmytloe task, the local wind turbine
requires the measured voltage at the terminal of the remioie twrbine. To efficiently coordinate
RPC from local as well as remote wind turbines, the RPC coetralf a wind turbine has two
reference voltages: one for the local bus and another footetuses. In the case of overvoltage
these values can be, for example, 1.05 pu for the local bug &3d. pu for the remote bus. Thus,
if the local wind turbine could not limit the overvoltage ab% pu, the voltage increases. When
the voltage becomes above 1.051 pu, the remote wind turbiilesense this and activate RPC to
limit the voltage at 1.051 pu. This approach demands thatripuats to the PI controller should be
changed, i.e. the measured voltage and the reference @olfagnake these changes a switching
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signalV;3@tsis generated locally using the measured voltage from timeited of the remote wind
turbine. The proposed switching logic is presented in[Elf. That is, the RPC controller of the
local wind turbine is engaged when the voltage of the rematel wurbine is above the nominal
voltage byAy pluse,,. Hereg,, is a small positive number considerably smaller than

status

Vremote r
I.:G_ ) [ ul] Ao f—

Figure 7.5: The status of the voltage at the remote wind turbine terminal.

Using the signaV/t8's the measured voltage input to the PI controller is changdd &ig.[7.6.
That is, when th&/StUSsignal is 0 the measured voltage fed to the PI controller gnF3 will be
the local voltage since the remote voltage will be assignealee of 1 pu. But if the/S®¥Ssignal
is 1, the maximum or the minimum of the two voltage inputs acketb the Pl controller depending
on which one is further from 1 pu. For example, assume thaloited voltage is 0.98 pu and the
remote voltage is 1.052 pu. If, = 0.05 pu ande,, = 0.001 pu, therv/S®@US= 1. Now, since
Vmax(= 1.052 pu is further away from 1 pu compared ¥y, (= 0.98 pu), Vineasured= 1.052 pu
will be the voltage at the terminal of the remote wind turbine

I/rstatus — 0 RN Off Vmax
T Ma|———==
Vremote ° If Vinax - 1 >=1 - Vi, Vmeasured
pstaws — 1 _y Op Vinax Otherwise Vi
Vlocal ° Min —\]m“:

Figure 7.6: The modification of the measured voltage input of Figs. 7.3[and 7.4 to inaigptre
voltage control of a remote wind turbine.

Moreover, the changes in reference voltage is done acaptdithe logic presented in Fig.T.7.
For example, in the case of overvoltageyf"S= 1 and|Vineasured— Viocall > 0, &y is added to
Vup to obtain a new reference voltage. This way the voltage atah®te wind turbine terminal
is controlled at a higher reference compared to the locakréigsence voltage. Th®¥measured—
Viocall > 0 term is included to make sure that the voltage at the tedmoirthe local wind turbine

is controlled atVyp if Viocal > Viemote While VSUS— 1. Otherwise if there is an overvoltage at
the local wind turbine anfigca; < ViemoteWhile V,S1@US= 1 then the reactive power consumed to
mitigate the overvoltage at the remote bus will have moreaichpn the voltage level on the local
bus. Hence the overvoltage at the local bus will effectijmdymitigated.

In the case the remote wind turbines are controlling theagaltof a local wind turbine, when the
overvoltage recedes, the RPC controllers on the remote withihes are disengaged first before
the local wind turbine. This is valid since the remote winibtaes control the voltage at a higher
reference voltage. This approach minimizes the amountauftiiee power used to mitigate an
overvoltage as it ensures that the remote wind turbine iveagower is only used when the local
reactive power is fully utilized. One should note here thiatcal RPC is more effective compared
to a remote RPC to mitigate an overvoltage.

112



7.3 Voltage regulation with reactive power compensation

Yub T Vubfnew
- f————o
Vstatus +
r If Vmeasured > 1 p‘u~ Vubﬁnew V
otherwise Vip new ref
||Vmeasured —Vlocal| > 0
B —
+ Vlbﬁnew

Vib
Figure 7.7: Generating the reference voltage.

In general rapid voltage control performances (with respaime less than 100 ms) can be ob-
tained by using RPC from wind turbines [166]. But some prattioplementation issues related
with stability may impose a higher response time (as muctoas [168].

7.3.2 Design of the PI controller

To design the PI controller parameters, the bandwidth ol/tlge controller can be made suf-
ficiently low so that the dynamics of the inner loop currend amactive power controllers can be
neglected. Fig._718 shows the equivalent circuit represiemt of a wind turbine connected to a
distribution system. In a steady state, the voltegeat the terminal of the wind turbine can be
calculated using(711)

RthF’w+><tth+thth— RinQw

Vw=E 7.1
w th + Viy Viy ( )
SinceVyy, = |Vw| £0°, taking the real part gives
P+
Vv = E'[h,r =+ —R(h WV XthQW (7-2)
w

where

Vw Voltage magnitude at the wind turbine terminal [pu]

E:n the Thevenin voltage seen from the wind turbine terminal [pu

Ew,r the real part of the Thevenin voltage seen from the wind hariérminal [pul]
Rt the calculated Thevenin resistance seen from the windrtertgirminal [pu]
Xin the calculated Thevenin reactance seen from the wind teitieiminal [pu]
Ry the active power output of the wind turbine [pu]

Qw the reactive power output of the wind turbine [pu]

is considered

Rth =Y
\/

w

Fig.[7.9 shows the block diagram of the closed loop systenrevhe: Ey,  +
as a disturbance.

If the bandwidth of the closed loop system is chosen tabeith

(7.3)
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Figure 7.8: Equivalent circuit model of a wind turbine connected to a distribution system.

co— G,
V;ef Qw:'ejlﬂ_| I Qw Xth : m Vw
) Kl e 17 i Y
v L= 2
d = Eth,r + ; -

Figure 7.9: The block diagram model of the closed loop system.

and the PIl-controller parameters can be set as

0
F(s) = G(s)’l% =K = a>r<tVW and Kp=0 (7.4)
h

whereV_ is the assumed voltage magnitude at the wind turbine tetrimina.

One can use the same PI controller for voltage control atdfmaibal of a remote wind turbine,
as changes iy, or Xy, will only change the bandwidth of the voltage control systena new
bandwidthanew

arVIXae

Onew = W (7.5)

where

V¢ actual voltage magnitude at the wind turbine terminal [pu]
2¢ the actual value of the Thevenin reactance seen from the twibche terminal [pu]

7.4 Curtailment of wind power

Under normal condition, when the wind turbine is operatiefpiy rated speed, the pitch angle
B of the pitch angle of the wind turbine blade is kept at pitcglaf8y. The rotational speed of

the wind turbine is controlled for maximum power captureisidperation is termed as maximum
power-point tracking (MPPT). The MPPT control can be aahikly using current-mode control
or speed-mode contradl [164].
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The idea behind curtailment, as the name implies, is to ityréat of the wind power output of
the wind farm when an overvoltage or overloading is detectdet curtailed power should be an
mount just enough to keep the voltage or the loading withénatfiowed voltage or loading limit.

A number of control principles have been proposed for autmnmower control of wind tur-
bines [169=171]. The general active power control prirecigé proposed in_[169] can be sim-
plified as in Fig[”Z.I0. The reference torque generator Isitakes in the reference powafff and
generates the appropriate torque reference depending@péed of rotation of the wind turbine
w [169]. The constarK is the gain term that converts the torque refereué%%to the g-component
current referencé’ [46]. In DFIG wind turbines this torque control is achievéudugh rotor
side converter [46, 164] where in case full power convert@dwurbines it can be achieved either
from the grid side[[166] or generator side converter [46]e Hvailable wind poweR2@! in the
wind can be calculated using the characteristic of the wimbdine operating at MPPT and the
estimated wind speed [1172].

With these torque controller in place, the required amoflpba»verPéﬁrf can be curtailed from the
power output of the wind turbine

e by either increasing the speed of rotation of the wind twekand, hence, running at sub-
optimal tip-speed ratio

e or by pitching of the wind turbine blades.

Curtailing by increasing the speed of rotation is possiblg wen the wind turbine is not running
at rated speed. Otherwise, when the wind turbine operatateatspeed, curtailmentis achieved by
pitching the wind turbine blades. This pitching sheds thesexerodynamic power available in the
wind. The control of the pitching system is accomplished by@ gain-scheduled PI controller
on the speed error between the actual and the rated speed gétterator [173]. One should
note here that no modification is done in the pitch contrabesiccomplish curtailment, rather the
pitching controller acts to maintain the rotational speéthe wind turbine at rated speed when
the electrical torque is decreased.

Rfvai[ pwref Reference Teref I ;ef = v, |Wind turbine
Torque 4|: > —» P »| generator
generator —7 system
A 1
ref (O] 4

cur

Figure 7.10: Active power control in a wind turbine.

The dynamics of the pitching system determine how fast timralber can be in carrying out the
curtailment. Moreover, due to the characteristic of the @ows rotor speed curve of the wind
turbine, the speed at which curtailment can be achieve@wvaepending on the power output of
the wind turbine. But in general, a ramp rate of 10%/sec inaese to step changes in curtailment
is fairly attainable with most modern wind turbinés [174].
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Figure 7.11: The proposed Pl based wind power curtailment controller for ovenahaiggation.

7.4.1 Controlling curtailment for overvoltage mitigation

Wind power curtailment cannot be used for undervoltagegaiitbn hence it is only usable for
overvoltage mitigation. Similar to the case of RPC, we opt ® Rkcontrollers. Fid. 7.11 shows
the outline of the PI based wind power curtailment contrgdi®posed for overvoltage mitigation.
The switching logic of the curtailment controller is sinmita the one used in RPC when controlling
the voltage of a remote wind turbine. The wind power curtailincontroller sends curtailment
reference to the wind turbine controller only when the \gdtat the local bus is greater than
Ay + &y i.e. when the wind turbine is not able to mitigate the ovelagé using RPC. Herg, ¢ is

a small positive number. Furthermore, the integrator istrehenever the controller starts or stops
to output curtailment reference. In case RPC from remote wirtzine is employed, c should be
greater tharg,, to ensure curtailment is only used when reactive power isested. The Matlab
model of the detailed control logic used at different pastgrovided in the Appendix.

When it comes to the design of the PI controller, £q.](7.2) eanded again to develop the block
diagram of the closed loop control system as shown inEig@. rithe block diagram the available
input power from the wind?3“@! is considered as input noise add= Eg,; + S0 is an output
disturbance.

...... G(s)
o | P [R v
-
Lt - = : X0
n= R?vatl d = Eth . + V

Figure 7.12: The block diagram model of the closed loop system for curtailment.
Choosing the bandwidth of the systemcgg, will result in the closed transfer function as

F(s)G(s) __ Geur
1+F(5)G(S) dcur+S
and similar to the case of RPC controller, the Pl parametettseofontroller here can be chosen as

(7.6)

0
F(s) = G(s)*1% —K = O’CF::VW and Ko=0 (7.7)
h
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Here the bandwidtla.,, should be chosen such that it is within the bandwidth of théadment
system of the wind turbine. More information on the valuegf; is provided in Sectioh 7.6.3.4.

7.4.2 Curtailment for overload mitigation

Unlike the case of overvoltage mitigation, curtailmenths bnly option which can be used for
overload mitigation unless costly energy storage solsteme utilized. Such energy storage solu-
tions are not considered in thesis. As for the control systeare as well, the use of PI controller
is found to be easier to implement and highly effective inrtmaed mitigation. Figl 7,113 shows the
block diagram of the proposed controller. The PI contrglarameters can be selected using the
closed loop system given in Fig._7114. In the figure the inmis@&n comes from the variation in
the input wind energy and the output disturbada®mes from system load variations.

s
x Pl P
controller ——»
M

[=7 ]
- > Imax _/

Imcasurcd

Figure 7.13: Wind power curtailment controller for overload mitigation.
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Figure 7.14: The close loop system of the curtailment system for overload mitigation.

Using the same parameter selection procedure presentee, dbe parameters of the PI controller
can be chosen as

F(S) = G(S)_l% = KI = aCU"VVEI) and KD =0 (78)

7.5 Coordination of the different active management strategies

So far, the control algorithm algorithms of individual aetimanagement strategies have been
discussed. For example, we have seen the control algorhi@sTC, RPC, and curtailment to
mitigate an overvoltage. The problem remains which actiseagement strategy takes precedence
when an overvoltage is detected in the network and how teeaetthat. In the case of curtailment,
which can be used for both overvoltage and overload mibgatone needs to know how to carry
out the curtailment in case both overloading and overveltazgur on the system. Flg. 7115 shows
the overall control and coordination method proposed i tinesis.
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7.5 Coordination of the different active management stratgies

7.5.1 Coordinating the active management strategies for overvoltage miti-
gation

It is discussed above that the coordination of overvoltagigation from local and remote RPC as
well as curtailment can be achieved by choosing differeferemce voltage, one greater than the
other, for the respective active management strategy. i$htte reference voltage for local RPC
will be 1+ Ay, and it will be higher at ¥ A, + &, for voltage control through RPC from remote
wind turbine, and it will be even higher atdAy + &, ¢ (with &, > &) for voltage control from
curtailment of the power output of the local wind turbine.

When coordinating voltage control from OLTC and RPC, ovengdtaitigation through RPC is
given precedence over OLTC for voltage control at the winBite terminals. This is more ef-
fective from various angles. To begin with. the voltage & wind turbine terminals are highly
variable; and due to the mechanical nature of the OLTC, th&@laof this highly variable voltage
may expose the OLTC to a rapid wear and tear. RPC, which doeswalt¢ any mechanical
component, provides a more flexible and fast enough altieenfdr regulation of such a rapidly
changing voltage. Moreover, the control of the voltage aetwlind turbine terminal through the
OLTC requires the use of communication infrastructure clvlig vulnerable to failure; while volt-
age control through RPC can be carried in most cases usingn@asurements. On the other
hand, it is also shown in Section 5.11.3 that RPC does not inertee losses too much.

Based on this preference of precedence, the coordinatioolt@ige control from OLTC and RPC
can be dealt depending on whether or not voltage measurdéraanthe wind turbine terminals is
available in the SE algorithm.

7.5.1.1 When voltage measurements from the terminals of the&ind turbines are available
in the SE process

In this case the coordination between OLTC and RPC can be/eatileved. That is, the OLTC

control algorithm knows exactly the voltage at the wind ines. Then, due to the inherent time
delay present in the OLTC based voltage control, the RPC fieemwiind turbine mitigates an

overvoltage before the OLTC takes any action. On the othed h&the wind turbine encounters
a shortage in reactive power, the overvoltage will persisheafter the delay, then the OLTC will

take action.

Here the deadband of the AVC relay should@ x (Ay+ &,r). Based on our assumed values
above, this would mean that the deadband shoutd Bex (0.05+ 0.001) = 0.102. Otherwise, for
example, in the case of overvoltage, if RPC from remote wimdites is also used, the voltage
would be limited at 1 Ay + &, (= 1.051). If the deadband is<= 2 x (Ay+ &) = 0.102, e.g.
0.10, since the AVC relay considers the voltage- 1+ 0.1/2 = 1.05 as an overvoltage, a tap
change would occur rendering the effort of the RPC useless.

If curtailment is also to be used for overvoltage mitigati@L.TC should take precedence over
curtailment as the use of curtailment is, in general, mopensive than changing a tap position
as shown in Section 5.1.3. That is, if the overvoltage carbeanitigated even by using OLTC,
then curtailment is used. This is achieved by using the itoméat controller in Fig[Z.16. The
controller here controls the voltage at two reference \&altéhe first reference voltage, given in
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Figure 7.16: Coordinating OLTC and curtailment with real time voltage measurement availatiie in
SE process.

the figure a¥/,p+ K, is the highest of the two and the current controller will igatrately (without

a delay) starts curtailing if the overvoltage happens tolmva this value. Then the curtailment
controller is engaged, after a time delay, to limit the vop#tat the second reference voltage, given
in the figure ad/,p+ &y c. The time delay here should be greater than the time delayeocdt TC

as voltage regulation through OLTC is prefered over curtaiit. The logic blocks-=V,,+ Kk and
>=Wup+ &v,c are used to engage the Pl controller to the respective refeneoltages. Moreover,
the deadband of the OLTC should ke2(Ay + &, ¢) to avoid curtailment when the OLTC could
mitigate the overvoltage.

Consider the case where the tap changer regulates the voitdge network within+5% of the
nominal voltage. If the voltage increases beyond 1.06 pttaitmnent can be used to limit the
voltage at 1.06 pu until the tap changer takes action to etk below 1.05 pu. If the tap changer
is not able to deal with the overvoltage for some reason, tleep output of the wind turbine can
be curtailed further to limit the voltage at the wind turbteeminal at 1.051 pu.

7.5.1.2 When real-time voltage measurement at the wind tuiibe terminals is not commu-
nicated to the SE process

In this case the voltage at the wind turbine terminal would foe example in the case of an
overvoltage, overestimated even if the RPC has limited tiage within the allowed operating
deadband. Thus, to coordinate the different voltage cthatsounder this situation, either

e the RPC from the wind turbines should be able to control theagel at their terminals even
at the worst system condition i.e. minimum load and maximeamegation.

e or curtailment should be used without a delay (as given in[Eifl) to mitigate the over-
voltage whenever the RPC is incapable of doing that; the coatidn between curtailment
and RPC can be achieved by using higher reference voltageuftailment controller as
discussed above

Provided that this holds true, when the SE results show tirewoltage at the terminals of the
wind turbines is outside the allowed operating range, théesSErun with the voltage at the wind
turbines’ terminals assumed to be at the margin of the alioggerating range. This is because
if voltage is limited by using the RPC or curtailment, it would limited at the margin of the
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operating range. Thus, under this coordination approaghrdle of the OLTC is to control the
voltage of only non-wind-turbine buses (i.e. where windine is not installed), and the voltage
at the terminals of the wind turbine is assumed to be alwagswehin the limit by using RPC or
curtailment.

7.5.2 Coordinating curtailment for overvoltage and overload mitigation

Coordination of curtailment for overvoltage mitigation amerload mitigation, if both happen at
the same time, can be easily carried out by taking the maxiofuhe two PI controller outputs as
shown in Fig[Z.1b.

7.6 Case study system

7.6.1 Network and data description

The case study is based on a rural 11kV distribution systesraded by Falbygdens Energi located
in Falkdping area in Sweden. The network is fed by a 40 kV grid through+ 8 x 1.67%/11.5
kV, 10 MVA transformer. The aim of the case study is to invgste the performance of the
different control algorithms discussed above by using @eelér of this distribution system. The
circuit diagram of the feeder in consideration is preseimegig.[6.1. The feeder consists of 14
buses including the substation busbar. A 50-Hz-sampledl daéa available from EPFL campus
[175] is used to model the load variation in the given disttiin system. A one day long 1-Hz-
sampled wind power data is also available from a 2-MW winditw which is scaled and used to
model the wind power variation in the system.

7.6.2 Simulation set up

The software used for simulation is Matlab/Simulink. Theo#fical network is modeled using

the SymPowerSystems toolbox in Matlab. The transformeh wie AVC relay and tap changer

is modeled using the three-phase OLTC regulating trangprmailable in SymPowerSystems
toolbox. The wind turbine is represented as a simple P-Q Vaaele the available wind power

data are used to model the active variation of the wind terlimd the reactive power reference is
supplied from the voltage controller. Similarly, the loaata obtained from the EPFL campus is
used to model the load variation at each bus of the feederedter, since we are only interested
in controlling the rms value of the network voltage, phasoruation is used for the analysis. The
state estimation is done assuming a balanced three phasensyBhis is mostly the case in the

Nordic distribution system [27]. The refresh rate of the S¥pehds on the delay time of the tap
changer. In our case study, where the delay time of the tapgehdas 1 min, the refresh rate is

taken to be 1 sec but a lower refresh rate such as 5 sec is fouark well.
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7.6.3 Simulation results from the proposed active voltage regulation schesa

7.6.3.1 \oltage regulation using OLTC of the substation trasformer

In this section we investigate the results from the propdSEebased OLTC voltage control.
Fig.[Z.1T shows the load (Fig._7.17a) and wind power (Eig7h) Jprofile of the network. For
the brevity of the presentation, the actual and estimatiédedoad at different buses is not shown
here. Moreover, the relatively low magnitude reactive poiw@mitted from FigCZ.17. Load as-
signed to Bus 1 includes loads directly connected to the atibstas well as those coming from
other feeders than the one being investigated. It is asstih@adeal time measurement of the
voltage magnitude at the substation as well as wind powgubaind voltage magnitude from Bus
6 are available. However, no measurement is assumed to bawoicated to the SE process from
wind turbine at Bus 14.
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111l Feader total (actual) At Bus 14 (Actual)
' Feader total (estimated) al At Bus 6 (Estimated)
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(@) (b)
Figure 7.17: @) Load profile and{b) wind power output at different buses in theok.

As can be inferred from Fid._7.17, the load pseudo-measuredaa have a constant error of
around 35% compared to the actual value while the wind poweugo-measurement data have a
statistical error of around 100% (i.e. for 99.7% of the tirhe error between the actual and the
estimated values is withire100%). The pseudo-measurement data are generated by thking
10-minute moving average of the actual data and adding atbids The pseudo-measurement
data for the load directly connected to the substation bustigprovided in Fig[ 7.7 as this load
does not affect the SE process and, hence, is not used indbegst.

In practice, load pseudo-measurements can be synthesiged bn customer load curves, weather
and time of the day data and billing information [162]. Moven if there are smart meters in the
system, the data available from smart meters would be vigirabetting up more accurate pseudo-
measurement data hence better voltage estimate. If no sit@lagk available, the measured power
flow at each feeder at the substation bus can be distributeddi bus in proportion to the size
of MV/LV substation transformer or recoded maximum powewftt the transformer. The wind
power pseudo-measurement data can be constructed frorhexnéatecast data.
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With the real-time and pseudo-measurement load and wineépdata, the SE algorithm (DSSE
block in Fig.[Z.1) provides the voltage estimate at diff¢étarses in the network.

Figs.[7.18h and_7.18b shows the actual, maximum, and miniraltage level in the network
and the estimated minimum-maximum voltage level by the $&rahm. The minimum voltage
estimation appears to be more accurate than the maximuageolBut this is due to the fact that
the minimum voltage occurs at the substation where the g@lissmeasured while the maximum
voltage occurs at Bus 14 which is not measured. [Fig. 7.18c skmsvinput signal fed to the AVC
relay by the voltage level analyzer block of Hig.]7.1. Them 8VC relay initiates a tap changer
operation and the resulting tap positions are shown i EiBd.
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Figure 7.18: The actual ;) and estimated) @) maximum[b) minimum voltage of the network, c)
the Vinin/max Signal fed to the AVC relay by the voltage level analyzer, aid (d) the positidhe tap
changer.

From Figs[7.184, 7.18b and_7.18d one can see that whenevestimate Ma®/; + 30;) goes
outside thet5% deadband for over one minute (the delay time of the tapgdrrthe tap changer
acts to bring the voltage within the deadband. Overall FgE8a,7.18b and 7.1Bd show that
the proposed SE-based OLTC voltage control regulates titegeoin the network effectively with
limited measurement data from the network. That is, it dagdail to act whenever the voltage
is outside the deadband. It can, however, unnecessarikatgpthe tap changer even when the
actual voltage in the network is within the deadband due ¢ootrerestimation of the voltages at
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different buses. For example, in Fig. 7.18a, the actuabgeltis not above 1.05 pu for the whole
duration between Minute 1 and Minute 2 but the estimate iss fifeans the tap changer operates
unnecessarily at around Minute 2. In this case, howeven enih voltage measurement available
from Bus 14, the tap change can only be delayed to minute 4 batvoaded. In general the more
measurements are available the less will be the number @&oassary tap changes.

7.6.3.2 \oltage Regulation using reactive power compensain from the wind turbines

In this section our main focus is to show the results when RR@Glized to mitigate an overvoltage
at the terminal of a local or remote wind turbine. Thus therapen of the tap changer is disabled.
The same load and wind power data shown in Eig.]7.17 are usédef@analysis. The wind power
outputs of the wind turbines at Bus 6 and 14 are shown againgni7/EL9a for the clarity of the
presentation. In Fig. 7.I9b the voltages at the terminalkefvind turbines are shown. Fig. 7.19c
shows the reactive power consumed by the wind turbines.
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Figure 7.19: (@) Wind power profile[Ib) voltage profile, aml c) reactive power feaff the wind
turbines at Bus 6 and 14.

One can observe from Fig. 7119 that with the help of RPC, thegelat the terminal of the wind
turbines is kept withink5% except for short time voltage overshoots. Moreover,[Eif9¢ shows
that reactive power is consumed only when the voltage istaodae outside the-5% deadband,
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as desired. The same figure shows also that it is only the wirine at Bus 14 that is engaged
with RPC. This is because the overvoltage occurs only at tineiet of this wind turbine. Note
here that without the RPC by the wind turbine, the voltage at Busould have risen to as much
as 1.08 pu between Minute 5 and 6.

Assume now that wind turbine at Bus 14 has a limited reactivesp@apability of 1 Mvar while

it needs a maximum value of 1.2 Mvar reactive power. As a teaslshown in Fig._7.20, the
voltage at Bus 14 is outside theb% deadband between minute 5 and 6 due to the limited reactive
power capability of the wind turbine at Bus 14. Nonetheles#) the right communication signals
between wind turbines at Bus 6 and 14 this voltage rise candidex with the help of RPC from

the wind turbine at Bus 6. This is presented in Eig. 17.21.
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Figure 7.20: @) Voltage profile[b) reactive power profile of the wind turbines at Basmé 14 when
there is a limited reactive power at Bus 6.
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Figure 7.21:@) Voltage profile anflb) reactive power profile of the wind turbines at@®and 14 when
the RPC is coordinated.

From Fig[7.2]l one can see that whenever the wind turbine alBists its reactive power limit,
the voltage keeps increasing until it reaches 1.051 pu atlwpoint the wind turbine at Bus 6
engages in RPC (see Fig. 7.21b) to limit the voltage at 1.056¢aiFig[7.21a).
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7.6.3.3 \oltage regulation with both OLTC and reactive powercompensation

This section combines the SE-based OLTC voltage controttemB®PC, and investigates the over-
all performance of the two control strategies. As mentionesubsectiof 7.6.3.1, no measurement
is assumed to be communicated from the wind turbine at Bus 14et&E process. So the cor-
responding method discussed in Secfion 7.5.1 is used tdicade the voltage regulation based
on OLTC and RPC. The results of the simulation are shown in[E&f.7Since the SE adjusts its
voltage estimate assuming that the RPC will take care of thag®at the wind turbine terminal,
there is no tap change. If such adjustments were not mad&Eheould have overestimated the
voltage at Bus 14 and there would have been tap changes simttzg ones in Fid. 7.18d. More-
over, between Minute 5 and 6 the voltage at Bus 14 is above ileD5t is 1.051, due to voltage
control coordination principle adopted between the twodaurbines. If real-time measurements
from Bus 14 were used in the SE, this would have induced a tapgehalo avoid a tap change
happening in such cases one may relax the deadband by 0.002pduce the value oh, in
voltage control algorithm of the wind turbines by 0.001.
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Figure 7.22: @) The actual and estimated minimum and maximum voltage of the netiMork, b) the
reactive power compensation by the wind turbines,[and c) the position tdghahanger.

In the analysis so far no measurement is assumed to be dediiaim the wind turbine at Bus 14 in
the SE algorithm. This is done to test more clearly the SErdlgn, hence the effectiveness of the
OLTC based voltage control algorithm, and the coordinabietween the RPC and the SE-based
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OLTC voltage control algorithm. Generally, it is always teetto have measurements from the
wind turbine buses as:

e wind turbine buses are the most likely places where an oltag@can happen and it is thus
better to measure it than to estimate it,

e wind power outputs are less certain and can be of higher mafgihan load buses and with
measurement at the wind turbine buses a better voltageatstiof the network would be
achieved,

e and finally one can achieve a better coordination betweeRB@ and the SE-based OLTC
voltage control system.

7.6.3.4 \oltage regulation using RPC and curtailment

In Fig.[Z.21 the overvoltage at the terminal of a wind turbimenitigated using reactive power
compensation from a remote wind turbine. This is found to fifiectve for mitigating voltage
rise in case the local wind turbine does not have sufficiesttiee power to mitigate its voltage
rise. However, the approach requires to have a another widhe in the network with excess
reactive power. Moreover, it requires to have a commurooathannel between the wind turbines.
When either of these two requirements are not fulfilled, tleallevind turbine needs to resort to
curtailment of its power output. Fi§. 7.23c shows the resaftthe analysis when curtailment,
together with RPC, is used based on the control strategy edtlimSection 7.4]1. From the figure
one can see that when the reactive power of the local windniib exhausted, its active power
output is curtailed to mitigate the overvoltage at its terahi Moreover, as per the discussion in
Sectior .41, the overvoltage limit is relaxed by 0.0025 As one can see from Fig._7.23b, the
reactive power limit in this case is 1 Mvar at all wind powetput level. But if we assumed that
the wind turbine can consume 1 Mvar at full power output amshtit should be able to consume
more at partial power output. Then, by varying the reactiveqr capability of the wind turbine
with respect to the active power output of the wind turbirssueming 1 Mvar at maximum power
output, we get the results as presented in [Eig.17.24. The aosom of results in Fig.7.2Bc and
Fig[7Z.24¢t shows that, by allowing the reactive capabilitthe wind turbine to vary according to
the power output of the wind turbine, 95% of the curtailedrgpén former is saved in the latter.

Note here that the bandwidth of the curtailment system iscséedl such that the wind turbine
curtails 10% of the total curtailment amount in 1 sec and ihiwithin the capability of most
modern wind turbines [174]. From this, the settling time loé turtailment system is taken as
Ts = 10sec Assuming the system to have a first order system resporse thie bandwidth of
the system will beasys= 4/Ts= 0.4 rad/sec Even though this value is low compared to the
bandwidth of the reactive power compensation controler=€ 2 rad/seq, the difference in the
performance of the voltage regulation as seen in[Eig.V.2@laFag.[7.23h is insignificant. This
is due to the fact that the wind power output and consumersladnot vary that much within
the given bandwidths. Besides the quality of the voltageleggun, the use of RPC is superior in
terms of minimizing the energy loss in the system (see SesfBol.B anf5.5.2.3).
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Figure 7.23:@) Voltage at the wind turbine termindls, b) the reactive power compensatithe bvind
turbines, andic) wind power curtailment.

7.6.3.5 Coordination of overvoltage mitigation with RPC, Q.TC and wind power curtail-
ment

In Subsectioh 7.6.3.3, the coordination of RPC and OLTC isstigated where it is assumed that
real time measurement from wind turbine 14 is not availabteé SE process. Moreover, the wind
turbine at Bus 14 is supported with RPC from wind turbine at Bug Bitigate the overvoltage
whenever the wind turbine at Bus 14 faces a reactive powetager Almost similar results are
observed if the local RPC at Bus 14 is supported by local cortait rather than RPC from remote
wind turbine.

Now this section presents the results of the simulation wieahtime measurement from wind
turbine at Bus 14 is assumed to be available in SE process., Theigoordination of voltage
regulation through OLTC and curtailment is carried out gdime method provided in Fi§. 716.
On the other hand, to experience an overvoltage level forxtanded time that will trigger the
OLTC and the curtailment system, it is assumed that the maximvailable reactive power from
the wind turbine at Bus 14 is 0.6 Mvar. To illustrate the effetusing OLTC or curtailment,
Fig.[7.25% shows the result when neither OLTC nor curtailmemingaged and RPC is used only
locally. Note that there is an overvoltage at Bus 14 betweeghly Minute 4.5 and 7 and its
magnitude is above 1.06 pu between roughly Minute 5 and 6.5.
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Figure 7.24:@) Voltage at the wind turbine termindl$, b) the reactive power compensatite tvind
turbines, andic) wind power curtailment.
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Figure 7.25:@) \oltage at the wind turbine terminals ddd b) the reactive power compem$stithe
wind turbines, When both curtailment and OLTC does not operate to mitigate¢ineottage.
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Based on our setting, the OLTC should operate after a delaynohland curtailment should be
engaged after 1.3 min delay. Fig. 7.26 shows the resultseddithulation when all the three active
management strategies are involved. At around Minute &&tbccurs an overvoltage for which
neither the OLTC nor the curtailment responds as it occura f&hort duration (see in Hig.7.26a).
Though, in the meantime, RPC is activated, it could not miédglae overvoltage(see in Hig.7.26b).
Between roughly 4.6 min and 5.7 min, an overvoltage occursmagaring this period, curtailment
carried out (see in Fig.7.2bd) to limit the overvoltage 86lpu as discussed in Sectlon 715.1. Then
at Minute 5.7 the tap changer operates (see ifi Fig.l7.26t)eassult the voltage is set back below
1.05 pu. At this point RPC is still being used to keep the oviteige at 1.05 while curtailment is
no more necessary. Thus, [Fig.1.26 shows that when the OL@klesto mitigate the overvoltage
the coordination of voltage regulation among the threevactianagement strategies works well.
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Figure 7.26:@) Voltage at the wind turbine termindl$, b) the reactive power compensatitre bvind
turbines[t) tap position of the tap changer, Bhd d) wind power curtailmieen \all the three active
management schemes are operational.

Now we want to see how well the coordination principle praabs Sectiori_7.511 works if the
OLTC does not operate to mitigate the overvoltage, for samasan. The results of the simulation
are presented in F[Q.727. One can see that until Minute &haik roughly a time delay of 1.3
after the voltage has passed the 1.052 pu mark, the curtdiimenly used to keep the voltage
around 1.06. After that curtailment is engaged to limit totage at 1.052 pu. But, as can be seen
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in the Fig[7.27k, the voltage stays at 1.052 pu for only atshgmation as the wind power output

of the wind turbine decreases. In fact, this decrease, athort while, results in disengaging even
the RPC system.
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Figure 7.27:@) Voltage at the wind turbine termindls, b) the reactive power compensatithe bvind
turbines, andic) wind power curtailment, when the OLTC does not operaigitiate the overvoltage.

Overall, from analysis given based on Figs. 7[25,17.26[aAd @ne can observe that the proposed
voltage control and coordination algorithm works as intshd

7.6.4 Simulation results from overload mitigation using curtailment

So far the discussion is concentrated on the voltage regnlat the network. This section presents
the performance of the curtailment controller when miiiggan overloaded components in the
network. The component selected for monitoring is the poimer between Bus 1 and Bus 2
(see Fig[6l). Unlike the case of voltage regulation whéséesestimation based on pseudo-
measurement and a few real time measurement are used toohetéhe voltage magnitude, it is
recommended to utilize real time measurement for this mepdhis is because, on one hand, in
properly designed network, it would not be difficult to det@me as to which component of the
network can be overloaded due to the introduction of the wumdine. On the other hand, over-
loading entails energy curtailment and, since energy itomat is expensive, it should be as low
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as possible. Thus, it should not be based on estimation vdaiclprovide incorrect loading levels
and unnecessary energy curtailment. Therefore,[Figl h@®&sthe performance of the curtail-
ment controller using current magnitude measurement flenspecified branch. In Fig_7128 it is
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Figure 7.28: @) Current flow in the branch] b) curtailed wind power, c) Voltage at thelvurbine
terminals, an@ld) the reactive power compensation by the wind turbines.

assumed that the overload capability of the branch is 4.5 per@as the consumer loads and the
power output of the wind turbines are unchanged from theiposvcases. Fid. 7.28 shows that
wind power is only curtailed when the branch is overloadedrédver the power output of each
wind turbine is curtailed proportional to its capacity. $lé achieved by tuning the gains of the
integral controller given in(719) as follows.

Kig = =0 OcurVd
o poax g‘” W (7.9)
Ki, = OcurViy

whereK,, andK,,, are the integral gains of the controllers of the wind turbatéus 6 and 14,
respectively;P"® and P[3> are the maximum power outputs of the wind turbines at Bus 6 and
Bus 14, respectively. Here it is assumed RG> P{"® so that the bandwidth of the controller

is within the capability of the wind turbine curtailment ss.
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7.7 Summary

One may notice that, due to the limited bandwidth of the @aaticontroller, whenever the branch
is overloaded it takes a while before the loading is regdlatghin the limit. Overall, however,
the controller is effective in relieving the overloadingvminimum wind energy curtailment.

Furthermore, due to the curtailment to mitigate the ovelilog, reactive power compensation from
the wind turbine in Bus 14 is sufficient to mitigate overvottaas shown in Fig§. 7.28c and 7.28d.
If the wind turbine did have a shortage in reactive power tiigaie overvoltage and if it cannot get
support though OLTC or RPC from the other wind turbine to naitégthe overvoltage, the wind
turbine need to use curtailment for both overvoltage andload mitigation. The coordination
of the two curtailment controllers, i.e. overvoltage mitign and overload mitigation curtailment
controllers, can simply be carried out by taking the maxinmafrthe output of the two controllers
as discussed in Sectibn 7.5.2.

Finally, the presentation so far has used the same load arttpeiver data to test the effectiveness
of the voltage regulation algorithms proposed in this papiwever, though not presented here,
the algorithms are tested with different load data and wimlgy data and are found to successfully
carry out the task of voltage regulation as well as overloda@ation in the given radial distribution
system.

7.7 Summary

This chapter discusses the control and coordination of iffereht active management schemes
that can be used to maximize the integration of wind powernstridution systems. The aim of
these active management schemes is to deal with the vokggation and overloading problems
that arise with the introduction of wind power.

For voltage regulation, coordinated control of transfar®&TC, reactive power compensation
(RPC), and energy curtailment can be used. The control of tiHeC04 achieved by using SE to
obtain the voltage estimate at different buses. Moreowedt#adband of the OLTC is relaxed to
cover the allowable voltage range of the network. This apgincshows a good voltage regulating
capability and its implementation is much simpler than atiljig the set point of the OLTC which
is done if the deadband is left at its conventional settingy. FPC and energy curtailment, simple
integral controllers with some on-off logic is used to cavty the voltage regulation with minimum
RPC and energy curtailment. The on-off logic is mainly usedétermine when the RPC and
curtailment need to be engaged and disengaged.

The OLTC of the substation transformer can be used to regtiatvoltage on the load buses of the
network whereas RPC can be used to regulate the voltage atrtiéwbine terminals. Moreover,
reactive power from a wind turbine can be used to mitigatevaanvoltage that occurs locally as
well as at the terminal of any remote wind turbine on the sameeédr. This is valuable when the
remote wind turbine has limited or no reactive power cajgltib mitigate an overvoltage at its
terminal. In this way, unnecessary tap regulation is avthideurtailment can be used to mitigate
an overvoltage when all wind turbines in the network havelugetheir reactive power capability
and when sufficient measurements are not available to useBEHssed OLTC voltage control to
mitigate the voltage at the wind turbine terminal. It carodde used if the operation of the OLTC
introduces an undervoltage on some buses on the other $eadiye tap limits are reached.
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7. CONTROL ALGORITHMS FOR THE DIFFERENT ACTIVE MANAGEMENT
STRATEGIES

For the proper coordination of voltage regulation through SE based OLTC voltage control,
RPC, and curtailment, the voltage magnitude measurememtstifr® wind turbine terminals need
to be available as input to the state estimation algorithnenT the SE based OLTC voltage control
takes action only when the wind turbines are not able to e¢guhe voltage at their terminal
using RPC. In addition, curtailment can be used after a deltheifOLTC does not mitigate the
overvoltage.

Even if real time voltage measurements from the wind turb@mminals are not available in the

SE process, it is still possible to avoid unnecessary tapgdmsif the results of the SE algorithm is

adjusted to reflect the effect of voltage control through RPQG.iBthis case one needs to ensure
that the available reactive power from the wind turbinesificgent to mitigate an overvoltage that

occurs at the worst system condition, i.e. minimum load aagimum generation. Otherwise, the

wind turbine needs to resort to curtailment under such sttador proper coordination.

As for the coordination of voltage regulation using RPC frdffedent wind turbines, the controller
at each wind turbine needs to know the voltage level at theratind turbines on the same feeder.
Then, the wind turbines in the network shall have two voltsgepoints. During an over voltage,
the local wind turbine tries to set the voltage at its terrhin#he lower voltage set point. If the local
wind turbine does not have enough reactive power, the velkagps on increasing. Then, when
the voltage level becomes above the higher voltage set,ghtemote wind turbines engage in
RPC to limit the voltage at the higher voltage set point. Asltiaels and the power output of the
wind turbines change the voltage starts to decrease, théve@ower output of the remote wind
turbines is decreased before the reactive power of the loical turbine starts to decrease. This
ensures that the minimum amount of reactive power is usedtigate the overvoltage. Similarly,
if the reactive power from all wind turbines cannot mitigtte overvoltage, and OLTC cannot be
used for reasons mentioned before, the overvoltage keepxmasing until it reaches another
voltage set point. At this point the local curtailment catier is engaged to limit the overvoltage.

For overload mitigation, curtailment is the only optionalissed in the thesis. The controller is
similar to the one used for overvoltage mitigation. On thieeothand, the required sharing of
wind power curtailment to mitigate an overloading betwesa different wind turbines involved
can be achieved by properly tuning the integral gains of tliadment controllers of the different
wind turbines. Finally, curtailment of wind power outputa$ingle wind turbine for overload and
overvoltage mitigation can be coordinated by taking theimarn output from the two curtailment
controllers.
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Conclusions and future work

This thesis provides an analysis of wind power in distribotsystems aimed at maximizing the
wind power hosting capacity of such systems. The problemppsaached from two angles. The
first part of the thesis discusses the issues related witlpldrening perspective of maximizing
wind power in a distribution system. Various power qualibdaeliability effects of wind power
are analyzed. In particular, the effect of wind power on tlegfiency of tap changes is investigated
using a model developed in this thesis. A mitigation solutiased on reactive power compensa-
tion from the wind turbines is proposed to decrease the &eqyof tap changes. The thesis also
identifies the limiting factors of wind power integrationdea on which the siting of wind turbines
in a given distribution system is proposed. Finally an optation model is developed that can be
used to assess the optimal hosting capacity of distribiystems. The second part of the thesis
investigates the operation of a large amount of wind powardistribution system. Thus, the con-
trol and coordination of the active management strategi@sqgsed in the first part are discussed.
Different investigations in the thesis are supported byetadies based on a real-life network,
and measured load and wind power data obtained from Falbgdeieergi.

8.1 Main conclusions

In addition to the common integration issues of wind poweicksas overvoltage, overloading,
etc) some DSOs are concerned about the effect of wind powercoeasing the frequency of tap
changes (FTC).

e Based on our analysis, for distribution systems where theratiR of the grid is highX /R >
5) at the point of voltage regulation , no significant effenttbe FTC is seen due to the
introduction of wind power. However, in a distribution sgist where the X/R ratio is low at
the point of voltage regulation, the FTC can be affectediBaamtly due to the introduction
of wind power.

e A further investigation is carried out to decrease the FTi@githe reactive power available
from variable speed wind turbines. The result shows thatte#hodology is very effective.
However, the reactive power required to reduce the FTC byeaifip percent depends on
the SCC and the X/R ratio. The reactive power requiremeneases with higher SCC and
X/R ratio.
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Our analysis identifies the following conditions at whicltleaf the different integration issues
could become a limiting factor.

e Overvoltage has been identified as one of the main limitirgofs in radial distribution
networks. It usually occurs when wind turbines are conrtetbea PCC away from the
station where the grid is weak and has low X/R ratio.

e Overloading of network components such as cables and tnamsfs becomes a limiting fac-
tor when the wind turbines are installed close to the sulostat such a way that overvoltage
is not a problem.

e Harmonics and flicker can become a limiting factor in a digttion system connected to a
relatively weak external grid and the wind farm is close @ shbstation. However, with the
advent of variable speed wind turbines, flicker is less ikelbe a limiting factor.

e Increased fault level can become a limiting factor in raigesawhere the distribution system
is connected to a relatively strong grid, and the wind tugbjrwhich are of Type A, B, or
C, connected close to the station. Moreover the substatismigher overload capacity, so
overloading is not a problem. However, it depends on thagaif the switchgear which will
determine the short-circuit capacity margin left to haratiielitional fault current from the
wind turbines. In case of Type D wind turbines the fault cati@ntribution is minimal due
to the limitation in the output current of the converter. $hsuch wind turbines pose little
concern with respect to increasing the fault level.

e In general, however, the usual and main limiting factors wfdypower integration are volt-
age rise and overloading.

Moreover, with the different limiting factors in place cesponding to the different characteristic
of the distribution system and the wind turbines, the optisittng problem has been investigated
in this thesis. The main conclusions are:

e In a distribution system where there are a couple of equallgriible sites/buses to wind
power connection, then the ones electrically closest tcsthistation—located on different
feeders or laterals—would maximize the hosting capacith@etistribution system.

¢ Installing the wind turbines away from the substation woetféctively limit the hosting
capacity of the feeder, especially if the limiting factothe voltage rise problem.

e The only case when one may want to connect the wind turbinay &iem the substation is
if the wind power hosting capacity of the distribution systes limited due to increased fault
level.

For a distribution system whose hosting capacity is limiad to voltage or overloading, different
active management strategies are proposed in literatuigctease the hosting capacity of the
network. To assess the optimal use of these active managestnategies thereby determine the
optimal hosting capacity of the network, an optimizationdalobased on cost benefit analysis is
developed in this thesis. This model is applied to two sdpatase studies and the following
conclusions are made:

e Coordinated OLTC voltage control and reactive power comaigms can be effectively used
to increase the wind power hosting capacity of a distribuigstem limited due to the volt-
age rise problem. A case study based on such systems has ahoweorease in hosting
capacity up to double the capacity that would be installesedaon worst case analysis.
Such an increase is achieved with very little help from epergtailment.
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8.1 Main conclusions

e Energy curtailment is the only option investigated in tlnedis to increase the hosting ca-
pacity of a network constrained due to thermal overloadingedwork components. A case
study carried out shows that the optimal hosting capaciguoh a network depends on who
covers the cost of curtailed energy: the DSO or the WFO. Ireeitase the hosting capacity
is increased considerably. In the case when the DSO coversottt, the hosting capacity
of the network is increased by as much as 60% by allowing a tf#r&/EC. When WFO
covers the cost, the increase in hosting capacity depentsearapacity factor of the wind
turbines and the discount rate. In our analysis, the hosgpgcity is increased by as much
as 83% with the curtailed energy being only 3.3%. Unlike thsecwhen the DSO covers
the cost of curtailment, here the hosting capacity is lithiés the alternative option, i.e.
grid reinforcement, becomes more attractive than curenlinif the WFO wants to install
more. Hence when determining the optimal level of wind pogeetailment, one should not
only focus on the profitability of the WEC but also a comparistiould be made with an
alternative option, such as grid reinforcement.

In the second part of the thesis where the operation of dllison system with a large amount of
wind power is investigated, the control and coordinatioBBfassisted OLTC, RPC, and WEC are
presented. To begin with, among the different distribusgatem SE algorithms proposed in the
literature, two of them are chosen for comparison. The fingtis the widely used node-voltage-
based weighted least square SE algorithm and the other isotn@utational efficient branch-
current-based SE algorithm. The effects of measuremeatitotand type of measurement on the
accuracy of these SE algorithms are also investigated ghretmulation. From the results of this
analysis the following conclusions are made:

e Though the branch-current-based SE provides superior gtatipnal efficiency, the node-
voltage-based SE algorithm is chosen for the use in the Sistad OLTC voltage control.
This is because the node-voltage-based SE algorithm igieujie terms of SE accuracy.
Since there are only few real time measurements in the syls¢émy investigated, the accu-
racy of the SE is given more preference.

e The SE provides more accurate results when realtime measute are done at the wind
turbine sites rather than load buses. This is because, ohanw® as per the objective of
the study, the wind power output on each site is considerabfer than the load on each
bus, and, on the other hand, wind power output is less pedadethan load in a distribution
system. Thus, the constructed pseudo-measurement daitadybower affects the SE results
more negatively than the pseudo-measurement load datalwloul Hence measuring the
wind power improves the SE results more.

e Power injection measurement is preferred over branch ptias@measurement as the for-
mer can be done on the low voltage side of the transformer andehreduces the cost of
installation. Moreover the sitting of the power injectioeasurement is more apparent than
branch power measurements. However, when accuratelyesituaoth measurement types
are seen to provide around the same level of SE accuracy.

The following points are concluded concerning the contifolhe different active management
strategies.

e The control of the OLTC is achieved by using SE to obtain theage estimate at different
buses. Moreover the deadband of the OLTC is relaxed to cbheallowable voltage range of
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the network, e.g+5% of the nominal voltage around the voltage set point. TtienOLTC
operates when the maximum or minimum value of the voltagémates is outside the
deadband. This approach shows a good voltage regulatirdpitizypand its implementation
is simpler than adjusting the set point of the OLTC which iseld the deadband is left at
its conventional setting.

e The control of voltage through RPC and energy curtailmenteacarried out by using sim-
ple integral controllers with some on-off logic. The on-lwi§ic is mainly used to determine
when the RPC and curtailment need to be engaged and disendgdgs@pproach is found
to do the job with minimum RPC and energy curtailment. Simdantroller is used for
overload mitigation using curtailment. Moreover, reaetpower from a wind turbine is also
used to mitigate an overvoltage that occurs at the termiretypremote wind turbine on the
same feeder as long as voltage measurement is availabldéHsoramote bus.

When it comes to the coordination of the different active nggmaent strategies for voltage regu-
lation, the following methods are employed and are foundddkwveffectively:

e For coordinating voltage regulation through RPC from déferwind turbines, or curtail-
ment and RPC at a given wind turbine, different referenceagel$ are used for each con-
troller. For example, in the case of coordinating RPC andadarent for overvoltage mit-
igation, the reference voltage for the voltage control gigto RPC can be 1.05 pu whereas
the reference voltage for voltage control through curtaitbrcan be set to 1.051 pu. In this
way curtailment will only be used when RPC lacks enough reagiower to mitigate the
overvoltage.

e For the coordination between RPC, OLTC and curtailment, windlage measurements are
available from the wind turbine buses in the SE process, ttie3Qvorks only after a delay
which means if the RPC can regulate the voltage it would do $oré¢he OLTC reacts.
Similarly, curtailment is implemented with a larger timdalethan the delay of the OLTC
which means the OLTC is preferred for overvoltage mitigatiwer curtailment. However,
the OLTC will not be operated if it is found that its operati@sults in an undervoltage on
some buses.

¢ When the real time measurement of the wind turbine terminighge is not available in the
SE process, the results of the SE are adjusted so that thetwinde takes control of the
voltage regulation at its terminal by using RPC and curtaiinwehile the OLTC regulates
the voltage on the rest of the buses in the network.

8.2 Future work

This thesis investigates the planning and operation oklamount of wind power in a radially

operated distribution system. Though, the maximum effag been made to cover the most im-
portant issues related to the subject area, it does not edveire technical issues related to the
integration of wind power into a distribution system. Thdsring the planning stage of a wind

power project the following issues need further investarat

e Though voltage flickers are less likely to be limiting faciomra typical distribution system,
its assessment would be more complete if it is supported asoreng the actual flicker level
in the system.
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e Given that the requirement of low order harmonics is moragént to fulfill by wind tur-
bines and could become a limiting factor to further inteigrabf wind power to the system,
it would be valuable if such investigation is supported by theasurement of the harmonic
emissions in the system. If there is such a problem, mitigagblutions need to be investi-
gated.

¢ In the case the switchgear at the substation has a lowermafrgafety to handle additional
fault current, the effect of the new wind turbine/farm on thelt level can more accurately
be calculated using simulations.

Moreover in addition to the active management strategissiigated in this thesis, others such
as demand side management and energy storage, which mageanelectric vehicles, can be
analyzed to increase the wind power hosting capacity ofidigton systems.

On the other hand, with respect to operational aspect aflalision system with a large amount of
wind power, Chaptér 7 investigates the control and cooriinaif the different active management
strategies used in Chapteér 5 to increase the wind power lyasdjpacity of the distribution system.
These control and coordination principles are, howevelyaed based on simulations only. They
are not analyzed in laboratory set up where some of the ciggteof practical system—such as
noise in measurement signals, delay in signal communitatiad imperfect knowledge of the
various network parameter—can be experienced. Futuresveark include such analysis based on
which appropriate solutions can be investigated. Moreawethe case of the state estimation, a
balanced three phase system is assumed, which is mostlasledrcNordic distribution systems,
but it may not always be the case. Thus, the state estimatiobe& extended to include unbalanced
three phase systems. Moreover, testing the proposed tehtategies in a actual distribution
network would further verify the algorithms.
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Appendix A

Simulink Implementation

A.1 Reactive power compensation control blocks

Fig.[Ad shows the equivalent Simulink model of Hig.17.3. .iAgll shows that the on and off
switch of the PI controller is achieved by multiplying theirt signal to the PI controller with the
RPGonos signal. When the value of thRPGonof Signal is set to 1, it turns on the PI controller
and when its value is set to O it turns off the PI controller.e Malue of theRPGonof signal is
set using the Simulink model in Fig._A.2 which is the equiva&l8imunlink block of the logic in
Fig.[Z.4. The idea presented in Hig.]7.4 dwells on when toadarar turn off the Pl controller, thus
it results in two signals which are set 'high’ to indicate wttee PI needs to be turned on or off,
respectively. But when it comes to the Simulink implemeptatihese two decisions need to be
combined into one signal. Thus in Fig._A.2, the two signats,RPG,n andRPG,, which are set
to 1, respectively, to turn on and off the PI controller arenbmed into one signd&PConoft.

Figure A.1: Simulink model of the proposed reactive power compensation controlilgor

Fig.[Z.3 presents the logic used in deciding when to startratling the voltage at the terminal

of a remote bus. Fid. Al3 shows the equivalent Simulink impgatation. The idea presented in
Fig.[Z.5 is good enough in deciding when to start controlttrgvoltage at the terminal of a remote
bus. However, when voltage decreases for a short while ddedeease in wind power output or
load increase in the system, the voltage decreases andrdyt¢¥“Sbecomes zero. This may
result in a sudden voltage increase at the terminal of thetebus if the local wind turbine was
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A. SIMULINK IMPLEMENTATION
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1 LF =] -
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>=0.025
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Figure A.2: Block diagram of the switching logic for Switch RBGy in Fig.[AT.

where in the figure
Q Measured reactive power output of the wind turbine [p.u.]
\% Measured voltage at the terminal of the wind turbine [p.u.]

using a significant reactive power output to control theagyét at the remote wind turbine. That
is why, in Fig[A.3, it is made sure that the local wind turhif@ example in case of overvoltage
mitigation, starts to produce reactive power rather thamsame reactive power before voltage
regulation of the remote bus is disengaged.

Mean >=0.051 D
(Phasor)
1 o<

AND|

<=-0.025 >
— OR I CLK

[ &

>=0.025

AND|
NOT |—» ‘a =
ICLR

Figure A.3: The status of the voltage at the remote wind turbine terminal.

Fig.[A.4 shows the equivalent Simulink model of the logicganeted in Fig.716. In terms of logic,
the two figures present the same level of information. But[Eid, an 'enable subsystem’ block
which is controlled by rsiatusiS used to engage and disengage the voltage control at thangdr
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A.2 Curtailment control blocks

of the remote wind turbine. That is, the ’enable subsystdotlboutputs a value of 1 when it is
disabled withV rsiaysset to 0 and the voltage at the terminal of the remote windriervhen it is
enabled with withV rgiarusset to 1.

S

Il
[V_remote}> p{In1  Out1
> u # yout 4>.
[V_local] > fon

MATLAB Function

l

In side the Matlab function

function yout = fen(u)

if max(u-1) >= max(1-u), yout= max(u);
else yout=min(u); end

Figure A.4: The modification of the measured voltagénput of Figs[A.1[A.2, and Al3 to incorporate
the voltage control of a remote wind turbine.

Similarly, Fig.[A.3 shows the equivalent Simulink model bétlogic presented in Fig._7.7 with no
additional information in terms of logic. The switching iveten the upper bound voltage reference
and lower bound reference is accomplished by using theceitiock in Simulink. The chosen
"Threshold’ value and the condition for passing the firstun@re shown in the figure.

1.049| V max

gty P R

>=0.001 |—» ,< ) o .

Chosen
[V_local] 0.951| Vmin Threshold=1
u>=Threshold

Figure A.5: Generating the reference voltage.

A.2 Curtailment control blocks

The simplified version of the Simulink model shown in Hig. JAs6provided in Fig[ 7Z.11. In
Fig.[Z.11, the PI controller is assumed to be turned on andeygending on whether the voltage
is above or below a given threshold value. As mentioned ghiaveonnection with the voltage
regulation of the remote bus, such approach will result im@len increase in voltage when PI
controller is abruptly turned off due to changes in load ondvpower output. To avoid such
scenario in Fig_AJB, the controller is kept on as long as tlaes of Pcurynim is greater than zero
once it is turned on due to the voltage being above a giveshiotd value.
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A. SIMULINK IMPLEMENTATION

:%

V max

Mean
(Phasor)

XH»| >=1.052

A 4

[V_local]

B0

Figure A.6: The proposed PI based wind power curtailment controller for overwltaitjgation.

Ql

A 4

Fig.[A 72 shows the equivalent Simulink model of the overlogitigation controller proposed in
Fig.[Z.13. The control of curtailment for overload mitigatiis similar to that for overvoltage
mitigation. The differences lie only in measured values tredreferences as well as in the value

of the integral gains.

Gain3

Mean
(Phasor)

m>—> 7

Figure A.7: Wind power curtailment controller for overload mitigation.

OR

Fig.[Z.16 proposes a curtailment controller which can bé irseoordinating OLTC with curtail-
ment. Its equivalent Simulink model is provided in Hig. JABhe difference between the model
provided in Fig[ 7.6 and its equivalent Simulink model pded in Fig.[A8 is similar to that
between Fig. 7.11 and Fig._A.6.
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Figure A.8: Coordinating OLTC and curtailment with real time voltage measurement availatiie in
SE process.
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