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Abstract

As more and more everyday electronic devices become equipped with the combined resources of computation, sensing, and wireless communications, possible platforms for implementation of wireless sensor networks have become ubiquitous. The combination of these three main capabilities of such a network present the opportunity to for example gather high resolution measurement data, or cooperatively perform advanced computational tasks. The size of these wireless sensor networks are often said to be on the order of hundreds to several thousands nodes. To harness the capabilities of these networks, there is a need to design and implement efficient distributed algorithms.

In this thesis we study a family of distributed algorithms referred to as consensus algorithms. These algorithms work by nodes in the network locally exchanging information with the goal of reaching an agreement (consensus) on something. They then use the information received from their neighbors to update their information according to an update rule determined by the algorithm. This is done repeatedly until consensus on the information is reached, or we decide to stop the algorithm. Specifically, we study design choices, or trade-offs, that should be considered when implementing consensus algorithms to solve certain distributed problems in wireless sensor networks. The trade-offs investigated in this thesis and the appended papers deal with the metrics of time, communication resource usage, and information disagreement.

In the overview part of the thesis we give an introduction to some consensus algorithms, and show how the convergence properties can be analyzed using spectral analysis of matrices. We also briefly introduce two trade-offs, and give some intuition of the mechanics behind their behaviors. In the appended papers, we present an application of consensus algorithms to in-network compression using the theory of compressed sensing. We derive upper bounds for the reconstruction performance. These bounds are then used to formulate a trade-off between two communication costs, one cost for sensor-to-sensor communication and one for sensor-to-sink communication, given a reconstruction error threshold. Furthermore, we evaluate the optimal system design given the cost ratio of the two communication costs. We also use a consensus algorithm in combination with a distributed particle filter to perform distributed tracking. The trade-off considered for this scenario is one weighing tracking performance against time delay, with the design parameter being the communication range affecting both of these metrics.
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Part I

Overview
Chapter 1

Introduction

1.1 Motivation

The advent of smart phones has made devices with wireless communication, computational, and sensing resources ubiquitous, providing a natural platform for the implementation of wireless sensor networks (WSNs). With the sharp increase in smart and communicating devices comes the opportunity to collect high-resolution sensing data, or collectively compute and perform advanced tasks. Due to the versatility of WSNs, they have been proposed for a myriad of applications including environmental monitoring [1, 2], weather monitoring [3], surveillance [4], tracking [5], and control and actuation [6]. However, the sheer size of these networks poses new challenges, and requires new solutions that tailor the network operations towards the specific applications they are used for. It is no longer possible or necessary to gather and process all data at a data fusion center, but the distributed nature of these systems should be utilized.

A family of processing algorithms operating in a distributed fashion that has gathered a significant amount of attention, is consensus algorithms. Consensus algorithms are iterative schemes where, in each iteration, sensors exchange information with their neighbors and make an update based on the rule specified by the algorithm with the aim of reaching a common value, i.e., consensus. The study of consensus problems can be traced back to the late 1950’s statistical science and reaching consensus on opinions, where the works of [7–14] are relevant. Later, iterative algorithms to reach consensus for parallel computing and decision making were studied in [15, 16]. Consensus algorithms naturally found applications to cooperative coordination and control, building on the works of [17–22]. Some reasons why these algorithms are attractive for distributed processing in WSNs include: (i) The algorithm complexity scale well in the number of nodes, and almost no modifications are needed when sensors join or leave the network. (ii) They are robust to failure of sensors and communication links, and information delay and switching network topologies can be handled. (iii) The convergence properties can in many cases be analyzed using standard tools from linear algebra and graph theory. When implementing consensus algorithms to solve a distributed problem or task in a WSN, there are several considerations to take into account. Since many consensus algo-
Introduction

Consensus algorithms operate with asymptotic convergence behavior, i.e., they never converge to exact consensus, we should ask ourselves how large of an error in terms of disagreement is tolerable for our application. Additionally, since it is costly to perform many consensus iterations in terms of communication resources, this should be weighed against the desired error level. This thesis aims at investigating some of the trade-offs between time, communication resource, and disagreement that arise when using consensus algorithms to solve certain problems in WSNs.

1.2 Scope and Aim of the Thesis

In this thesis we study two types of trade-offs that arise from applying consensus algorithms in WSNs to understand how the system design affects the considered performance metrics. For the first trade-off we consider a network of sensors and a sink, where the average of the data from the WSN is desired at the sink. Hence, this information needs to be conveyed from the network to the sink. We derive a closed-form expression for the trade-off using upper bounds on the error of the consensus algorithms, which we then use to gain insight in how to design the system. The second trade-off takes into account the medium access control (MAC) of the communication network, and weighs the induced MAC delay against the averaging performance.

1.3 Organization of the Thesis

In Sweden, the Licentiate degree is an intermediate step for a doctoral student towards the final PhD degree, and this thesis serves as a documentation of the work towards this degree. This thesis is written as a collection of papers, and is divided into two parts, with Part I providing background information which serves to facilitate the reading of the appended papers in Part II. The remainder of Part I is organized as follows. Chapter 2 deals with the eigenvalues and eigenvectors of matrices associated to graphs. These concepts are then used to show how we can determine the convergence properties of certain consensus algorithms. In Chapter 3, we discuss two possible trade-offs that arise when implementing consensus algorithms in WSNs. Finally, in Chapter 4 we list the contributions of each of the appended papers.
Chapter 2

Distributed Consensus Algorithms

2.1 Introduction

The problem of distributed consensus is to make a network of nodes, or agents, agree on a value or state, with the nodes only having knowledge about and exchanging information with their neighbors. A distributed consensus algorithm is a set of instructions of how the nodes should exchange information, such that by iteratively performing the specified instructions, consensus is reached or approached. For example, we can think about a WSN where the nodes need to synchronize their clocks. This can be done by using a distributed consensus algorithm to reach consensus on the clock state [23]. There exists both continuous-time and discrete-time variations of consensus algorithms. Roughly, the continuous-time protocols describe the time-derivative of the states, whereas discrete-time protocols describe the state at consequent iterations. We are concerned with discrete-time distributed consensus algorithms, since the nature of WSNs pertain well to those protocols. In this chapter, we first introduce a basic graph-theoretic framework which helps us to analyze the convergence behavior of the aforementioned algorithms. Then, we mathematically describe the update rule of a distributed consensus algorithm, and analyze its convergence properties. Furthermore, we present a type of consensus protocols referred to as ratio consensus, where the consensus is on the ratio of two states.

2.2 Fundamentals

2.2.1 Basic Graph Theory

We consider a network of $N$ sensors with capabilities to communicate with each other within some distance. To model how the nodes interact with each other, and how information moves in the network, we use a graph consisting of vertices, representing the sensors, and edges, representing the communication links between the sensors. The graph
A graph $G = (V, E)$ is comprised of its vertex set $V$ and its set of edges $E$. Since the network we are considering consists of $N$ nodes, we index them $i = 1, \ldots, N$. Consequently, the vertex set is given by $V = \{1, 2, \ldots, N\}$, while the set of edges is equal to $E = \{(i, j) \mid \text{there is a link from } i \text{ to } j\}$. Note that for undirected graphs, which we are concerned with in this thesis, $(i, j) \in E$ implies $(j, i) \in E$. However generally for directed graphs this is not the case. For the undirected graph $G$, we can also define the set of neighboring nodes of node $i$ as $N_i = \{j \in V : (i, j) \in E\}$. Hence, this set represents the nodes which node $i$ can directly communicate with. The size of the set of neighbors of a node $i$ is called its degree, denoted by $d_i = |N_i|$. The maximum node-degree of the graph $G$ is denoted by $d_{\text{max}} = \max_i d_i$. To avoid working only with indexed sets we define the following useful matrices

- The adjacency matrix $A$, which is a mapping of the set of edges $E$ into a binary $N \times N$ matrix. The elements of the adjacency matrix $A$ are defined as $A_{ij} = I_E(i, j)$, where $I_E(i, j) = 1$ if $(i, j) \in E$.

- The degree matrix $D$, defined as $D = \text{diag}(A \mathbf{1})$, where $\mathbf{1}$ is the all-one vector of appropriate size. The diagonal element $D_{ii}$ is equal to the degree of node $i$.

- The graph Laplacian matrix $L$, defined as $L = D - A$.

In Figure 2.1 we show an example of what the adjacency and degree matrices would look like for a specific graph. The eigenvalues and eigenvectors of these matrices can in many cases be used to determine convergence properties, such as bounding the convergence rate, and show which value a consensus algorithm converges to.

### Figure 2.1: An example of a labeled graph with five vertices connected over seven edges. Its adjacency matrix $A$ and degree matrix $D$ are shown to the right of the graph.
2.2.2 Eigenvalues and Eigenvectors

An eigenvector \( v \) of a square matrix \( M \) is a column vector that when multiplied with \( M \) is scaled by the eigenvalue \( \lambda \), i.e.,

\[
Mv = \lambda v. \tag{2.1}
\]

Similarly, a left eigenvector \( u^T \) of the matrix \( M \) is a row vector such that

\[
u^T M = \lambda u^T. \tag{2.2}
\]

The eigenvalues of a matrix \( M \) can be found by solving the characteristic polynomial \( \det(M - \lambda I) = 0 \). The following definition is useful in order to understand how eigenvalues and eigenvectors can be used to decompose a matrix.

**Definition 1** A matrix \( M \in \mathbb{R}^{N \times N} \) is diagonalizable if there exists a diagonal matrix \( \Lambda \in \mathbb{R}^{N \times N} \), such that

\[
MV = V\Lambda, \tag{2.3}
\]

for some matrix \( V \in \mathbb{R}^{N \times N} \).

If we let the columns of \( V \) be the eigenvectors of \( M \), we see immediately from (2.3) that the diagonal entries of \( \Lambda \) must be the corresponding eigenvalues of those eigenvectors (cf. (2.1)). This is referred to as eigendecomposition of the matrix \( M \), and is usually written as \( M = V\Lambda V^{-1} \). The matrix \( V \) is usually referred to as the eigenbasis of \( M \). We also note, since (2.3) can be written as \( V^{-1}M = \Lambda V^{-1} \), that \( U \triangleq V^{-1} \), where the rows of \( U \) are the left eigenvectors \( u_1, \ldots, u_N \) of \( M \). Using eigendecomposition of \( M \), we have

\[
M^2 = V\Lambda V^{-1} V\Lambda V^{-1}
= V\Lambda^2 V^{-1}, \tag{2.4}
\]

and if we iteratively apply the same method, we conclude that

\[
M^k = V\Lambda^k V^{-1}, \tag{2.6}
\]

or alternatively, that \( M^k V = V\Lambda^k \). Now, if we multiply with an arbitrary vector \( \alpha \) from the right on both sides of that expression, we get

\[
M^k V \alpha = V\Lambda^k \alpha \tag{2.7}
= \sum_{i=1}^{N} v_i \lambda_i^k \alpha_i, \tag{2.8}
\]

where the \( v_i \) is the \( i \)th eigenvector of \( M \) with corresponding eigenvalue \( \lambda_i \)'s, and \( \alpha_i \) the \( i \)th element of the vector \( \alpha \).
2.3 Consensus Problem

Let each node $i = 1, \ldots, N$ have an initial value $x_i(0)$, and stack the values of all nodes in a vector $\mathbf{x}(0) = [x_1(0), \ldots, x_N(0)]^T$. Also, let $\mathbf{x}(k) = [x_1(k), \ldots, x_N(k)]^T$ denote the nodes’ values after $k$ iterations of information exchange and updating according to a consensus algorithm. By consensus problem we mean the problem of finding an update rule such that as the nodes exchange information with their neighbors according to this rule, they all end up with the same value. Especially, as we let the number of information exchange rounds go to infinity, we would like to have

$$\lim_{k \to \infty} \mathbf{x}(k) = c \mathbf{1},$$

where $c \in \mathbb{C}$ is some constant. In other words, such that the nodes reach agreement (consensus) on a value $c$. A special case of this problem is the average consensus problem. In that case, the constant $c$ is equal to the average, i.e.,

$$c = \frac{1}{N} \sum_{i=1}^{N} x_i(0) \equiv \bar{x}.$$ \hfill (2.10)

In the next section we present some examples of average consensus algorithms, and use the spectral properties of $\mathcal{G}$ to show that these algorithms indeed converge to the average in all nodes. Usually, the network dynamics of a consensus algorithm is described as a matrix power series, such that the state at iteration $k$ is

$$\mathbf{x}(k) = P \mathbf{x}(k-1),$$

where $P_{ij} = 0$ when $(i, j) \not\in \mathcal{E}$. The elements of $P$, which are defined through the algorithm updating equations, decide the convergence properties of this power series. More specifically, how fast the algorithm converges through the eigenvalues of $P$, and the consensus value $c$ through the left eigenvectors of $P$.

2.4 Consensus Algorithms

2.4.1 Uniform Weight Consensus

One of the more common distributed average consensus algorithms (or distributed averaging algorithms), is one first proposed in [21], which we will refer to as uniform weight consensus. The nodes update their value at each iteration according to the following expression

$$x_i(k) = x_i(k-1) + \xi \sum_{j \in N_i} (x_j(k-1) - x_i(k-1)),$$

where $0 < \xi < d_{\text{max}}$ is the algorithm step-size, agreed upon by all nodes before initiating the consensus algorithm\(^1\). The step-size can be agreed upon by using for example max-consensus algorithm on the node degree, which converges in finite time. The update rule

\(^1\)Choosing a uniform step-size for all nodes is suboptimal in terms of convergence rate. For more sophisticated step-size selection, see the so called Metropolis weights in [24].
of a finite-time max-consensus algorithm is

\[ x_i(k) = \max_{j \in N_i \cup \{i\}} x_j(k - 1), \quad (2.13) \]

i.e., all nodes update to the maximum value in their local neighborhood at iteration \(k - 1\). In the case of running max-consensus on the node degree, the initial values would be set to \(x_i(0) = d_i\). Now, for the uniform weight consensus, if we sum over all nodes at iteration \(k\), we get

\[ \sum_{i=1}^{N} x_i(k) = \sum_{i=1}^{N} x_i(k - 1) + \sum_{i=1}^{N} \xi \sum_{j \in N_i} (x_j(k - 1) - x_i(k - 1)). \quad (2.14) \]

The term involving a double-sum is equal to zero since the graph \(G\) is undirected. Hence, summing over all values at iteration \(k\) is equal to the sum of the values at iteration \(k - 1\). By recursion, we deduce that

\[ \sum_{i=1}^{N} x_i(k) = \sum_{i=1}^{N} x_i(0). \quad (2.15) \]

Hence, the algorithm is sum (or average) preserving. Consequently, if the algorithm converges to a consensus value, it must be the average by this property. By looking at (2.12) and using the graph representing matrices defined in Section 2.2.1, the algorithm dynamics of the whole network can be written as

\[ x(k) = Px(k - 1), \quad (2.16) \]

where \(P = I - \xi L\). By recursion, it also holds that

\[ x(k) = P^k x(0). \quad (2.17) \]

Comparing these two expressions to the eigendecomposition and related expressions, especially (2.8), we see that expressing \(x(0)\) in the coordinates of the eigenbasis of \(P\), i.e., let \(\alpha = V^{-1}x\), we can rewrite the right hand side of (2.17) as

\[ P^k V \alpha = \sum_{i=1}^{N} \lambda_i^k \alpha_i v_i, \quad (2.18) \]

where the columns of \(V\) are the eigenvectors of \(P\), \(\lambda_i\)'s are the eigenvalues, and \(\alpha_i\) are the coordinates of \(x(0)\) in the eigenbasis of \(P\). Now, by inspecting (2.18), we see that in order for this power series to converge, we need the eigenvalues of \(P\) to be inside the unit circle, i.e., \(|\lambda_i| \leq 1\) for all \(i\). We trivially find that \(v_1 = 1\) is an eigenvector of \(P\) with corresponding eigenvalue \(\lambda_1 = 1\) by

\[ P1 = (I - \xi L)1 = 1, \quad (2.19) \]
since $1$ is in the null space of the Laplacian matrix $L$. Since $\lambda_1^k = 1$ the part of $x(0)$ aligned in the direction of $v_1 = 1$ is the part that stays constant through the consensus iterations. Consequently, $\alpha_1$ is the consensus value, hence $\alpha_1 = \bar{x}$. The components of $x(0)$ aligned in the directions of $v_2, \ldots, v_N$, on the other hand, are considered as disagreement. By (2.18), we have

$$P^k x(0) = \lambda_1^k \alpha_1 v_1 + \sum_{i=2}^{N} \lambda_i^k \alpha_i v_i$$

$$= \bar{x} 1 + \delta(k),$$

where $\delta(k)$ is the disagreement at iteration $k$. In [25] it is proven that $\lambda_1 = 1$ is an eigenvalue of multiplicity 1, and that the eigenvalues of $P$ are inside the unit circle. This is done by using the fact that $P$ is a stochastic and primitive matrix, and applying the Perron-Frobenius theorem for nonnegative matrices. Hence, we can order the eigenvalues of $P$ as $1 = \lambda_1 > |\lambda_2| \geq \cdots \geq |\lambda_N|$. The disagreement at iteration $k$ can be upper bounded as

$$\delta(k) = \sum_{i=2}^{N} \lambda_i^k \alpha_i v_i$$

$$\leq |\lambda_2^k| \delta(0),$$

and since $\delta(k) = x(k) - \bar{x} 1$, we have that the $\ell_2$-norm at iteration $k$ is upper bounded by

$$\|x(k) - \bar{x} 1\|_2 \leq |\lambda_2^k| \|x(0) - \bar{x} 1\|_2.$$ 

This means that the disagreement among the sensors, or the consensus error, is monotonically decreasing in the number of iterations $k$, and decreases at least as fast as stated in (2.25). Furthermore, the asymptotic convergence rate is exactly equal to $|\lambda_2^k|$.

### 2.4.2 Ratio Consensus

Applying the consensus algorithm presented in the previous section requires all nodes to be associated with a single and unique value in order to guarantee convergence to the average. If indeed there exist several copies of values, and if some nodes are associated with several or no values, we can use an algorithm commonly referred to as ratio consensus. Ratio consensus computes the average in a distributed fashion by using two consensus processes running in parallel. The processes may not converge independently to the average, but the ratio of the two does. It should be pointed out that the ratio consensus algorithm is not only used in the case when data association is not unique, but can be used in the normal case as well. The algorithm, though in a weighted gossip setting, is first proposed in [26], however, as pointed out in [27], the background and idea of the ratio of such algorithms can be traced back earlier (see Bibliography and Discussion to 3.1-3.2 in [28]). The two consensus processes iterate over the data $x = [x_1, \ldots, x_N]^T$ and the so called ratio consensus weights $w = [w_1, \ldots, w_N]^T$, respectively. The update rule
for the two processes is

\[ x_i(k) = \frac{1}{d_i + 1} x_i(k - 1) + \sum_{j \in N_i} \frac{1}{d_j + 1} x_j(k - 1), \quad (2.26) \]

and

\[ w_i(k) = \frac{1}{d_i + 1} w_i(k - 1) + \sum_{j \in N_i} \frac{1}{d_j + 1} w_j(k - 1). \quad (2.27) \]

The update dynamics in matrix form can be expressed as

\[ x(k) = Px(k - 1), \quad (2.28) \]

where \( P = (D + I)^{-1}(A + I) \). It is readily verified that the consensus matrix \( P \) is a column stochastic matrix, but not necessarily row stochastic (the special case of a doubly stochastic \( P \) appears when \( G \) is an \( n \)-regular graph with \( n + 1 \) nodes). Hence, in general \( P \) does not have an eigenvector \( v = 1 \) with corresponding eigenvalue \( \lambda = 1 \). Consequently, each consensus process does not in general converge to a consensus value, but to a stationary distribution which we denote by \( \pi \). Here, we present two scenarios, one with unique and one with nonunique data association, for which we describe the initialization procedure and show what the algorithm asymptotically converges to.

### 2.4.2.1 Scenario 1

When each node in the network is associated with a unique value, the consensus algorithms are initialized with the two vectors \( x = [x_1, \ldots, x_N]^T \) and \( w = 1 \), respectively. The result is then calculated by each node taking the ratio of the two values, i.e.,

\[ \hat{x}(k) = P^k x(0) \odot P^k w(0), \quad (2.29) \]

where \( \hat{x}(k) \) is the vector of average estimates at iteration \( k \), and \( \odot \) denotes the Hadamard division, i.e., element-wise division of two matrices or vectors of similar dimensions. Since each column of \( P \) converges to the stationary distribution \( \pi \), the limit of the ratio vector \( \hat{x} \) is

\[ \lim_{k \to \infty} \hat{x}(k) = \lim_{k \to \infty} P^k x(0) \odot \lim_{k \to \infty} P^k w(0) \]

\[ = \sum_{i=1}^{N} \pi x_i(0) \odot \sum_{i=1}^{N} \pi w_i(0) \]

\[ = \frac{\sum_{i=1}^{N} x_i(0)}{\sum_{i=1}^{N} w_i(0)} \pi \odot \pi \]

\[ = \sum_{i=1}^{N} x_i(0) \]

\[ \frac{1}{N} \]

\[ = \bar{x} \mathbf{1}. \]

Thus, the ratio consensus algorithm converges to the average of the initial values of the nodes for unique data association.
2.4.2.2 Scenario 2

For the scenario where we have non-unique data and where each node might be associated with several values, the initialization of the consensus algorithms is done as follows: Let $\beta_j$ denote the $j$th unique value present in the network, and let $B_j$ be the set of nodes that are associated with $\beta_j$. Then, the initial values of node $i$ are

$$x_i(0) = \sum_{j \in B_j} \frac{\beta_j}{|B_j|}$$

$$w_i(0) = \sum_{j \in B_j} \frac{1}{|B_j|}.$$  

(2.35)  

(2.36)

With these modified initial values, we can do the same exercise as for the unique data scenario, but now our goal is to compute $\bar{\beta} \triangleq \frac{1}{N_\beta} \sum_{j=1}^{N_\beta} \beta_j$, where $N_\beta$ is the number of unique values in the network. Asymptotically in the number of iterations $k$, we have

$$\lim_{k \to \infty} \hat{x}(k) = \lim_{k \to \infty} P^k x(0) \odot \lim_{k \to \infty} P^k w(0)$$

$$= \sum_{i=1}^{N} \pi x_i(0) \odot \sum_{i=1}^{N} \pi w_i(0)$$

$$= \frac{\sum_{i=1}^{N} \pi x_i(0)}{\sum_{i=1}^{N} \pi w_i(0)} \odot \pi$$

$$= \frac{\sum_{j=1}^{N_\beta} \beta_j}{N_\beta} 1$$

$$= \bar{\beta} 1.$$  

(2.37)  

(2.38)  

(2.39)  

(2.40)  

(2.41)

Hence, with the initialization described by (2.35) and (2.36), we asymptotically achieve average consensus of the unique $\beta_j$’s. To derive the convergence rate of the ratio consensus algorithm, we cannot proceed as for the uniform weight consensus algorithm, where we used the Perron-Frobenius theorem. The main reason for this is that the algorithm includes an element-wise division operation. The convergence rate of ratio consensus is investigated in detail in [29], and in Paper C we derive an upper bound.
Chapter 3

Trade-offs in Distributed Consensus for Wireless Sensor Networks

In this section, we present two trade-offs which arise when implementing a consensus algorithm in a WSN. With trade-off we mean that there is not only one single set of parameters that would solve the desired problem, but many different values of the adjustable system parameters could do, and changing one value affects the other parameters of the system. Hence, these parameters should be traded off against each other, and different applications will lead to different preferred combinations depending on the requirements the specific application entails.

3.1 Local vs. Global Communication Cost

As for the standard consensus problem, let the graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ be a graph representing the WSN. However, now we also consider a sink, or fusion center, that is not part of $\mathcal{G}$, but which desires to know $\bar{x}$ (see Figure 3.1 for an illustration of the system). The sink is assumed to know the number of nodes in the network, i.e., $N = |\mathcal{V}|$. Furthermore, we consider every node to be able to communicate with the sink, where each transmission incurs a cost $C_{\text{glo}}$. In contrast, every transmission over the sensor-to-sensor channel is associated with a cost $C_{\text{loc}}$. There are two ways that we immediately realize achieve the goal of obtaining $\bar{x}$ at the sink:

- Every sensor sends its associated value directly to the sink over the sensor-to-sink communication channel. The sink then sums the received data and divides by the number of nodes in the WSN.

- An infinite number of consensus iterations are run in the network using sensor-to-sensor communication to perform consensus updates. After this, any sensor in the network is chosen to send the average to the sink.
If we limit ourselves to conveying the exact average to the sink, these are the options we are faced with. Since we cannot wait an infinite amount of time, we choose the first solution. However, things get more interesting if we allow for a certain level of error to the average, i.e., if the sink is satisfied knowing $\bar{x} \pm \varepsilon$. Since we allow for some error, we can let the number of sensors that we query be less than the total number of sensors, i.e., $L \leq N$, and we can also have $I < \infty$. In order to understand how these two parameters affect the trade-off between local and global communication, we characterize the error as a function of $k$ and $L$. Assume that the sink uses simple random querying of nodes, i.e., each node is selected with equal probability without replacement, and that $\bar{x}$ is estimated with the unbiased mean estimator

$$\hat{x}(k) = \frac{1}{L} \sum_{i \in \mathcal{L}} x_i(k), \quad (3.1)$$

where $\mathcal{L}$ is the set of queried nodes, with $|\mathcal{L}| = L$. Then, the estimation at the sink, after $k$ iterations of uniform weight consensus, can be decomposed as

$$\hat{x}(k) = \frac{1}{L} \sum_{i \in \mathcal{L}} x_i(k)$$

$$= \bar{x} + \frac{1}{L} \sum_{i \in \mathcal{L}} \Delta_i(k)$$

$$= \bar{x} + e,$$  \hspace{1cm} (3.4)
where $e$ is a random variable denoting the estimation error due to consensus and the estimation of $\hat{x}(k)$ at the sink. Since the consensus algorithm is mean preserving, as mentioned in Section 2.4.1, it is easy to see that the average of the estimation error at the sink is $E[e] = 0$, where the average is over the queried set $L$. Due to using simple random querying of the sensors, considering many realizations of querying, the variance of $e$ is

$$\text{Var}(e) = \frac{1}{L} \left( \frac{N - L}{N - 1} \right) \sigma^2_x(k),$$

(3.5)

in which $\sigma^2_x(k)$ is the population variance among the sensors in the WSN after $k$ iterations. By definition, this variance is calculated by

$$\sigma^2_x(k) = \|x(0) - \bar{x}1\|^2,$$

(3.6)

where $\lambda_2$ is the second largest eigenvalue by magnitude of the consensus matrix. Consequently, we can upper bound the variance of the estimation error by

$$\text{Var}(e) \leq \lambda^2 2^k \|x(0) - \bar{x}1\|^2 \frac{1}{L} \left( \frac{N - L}{N - 1} \right).$$

(3.7)

This leads us to the following proposition.

**Proposition 1** Assuming that $|\lambda_2| < 1$, the minimum number of consensus iterations $k^*$ as a function of the number of queried sensors $L$ needed to guarantee $\sigma_e \leq \epsilon$ is given by

$$k^*(L) = \left\lceil \left( \log \epsilon - \log \|x(0) - \bar{x}1\|_2 - \frac{1}{2} \log \frac{1}{L} \left( \frac{N - L}{N - 1} \right) \right) / \log |\lambda_2| \right\rceil^+, $$

(3.8)

where $(\cdot)^+ = \max(\cdot, 0)$.

We observe that querying all $N$ sensors, i.e., setting $L = N$ yields

$$- \frac{1}{2} \log \frac{1}{L} \left( \frac{N - L}{N - 1} \right) = - \frac{1}{2} \log 0$$

(3.9)

$$= + \infty.$$  

(3.10)

Since we assume that the consensus algorithm converges, we know that $|\lambda_2| < 1$. So, the expression for $k^*(N)$ is

$$k^*(N) \propto \left[ \log \epsilon - \log \|x(0) - \bar{x}1\|_2 - \frac{1}{2} \log 0 \right]^+$$

(3.11)

$$= \left( \log \|x(0) - \bar{x}1\|_2 - \log \epsilon + \frac{1}{2} \log 0 \right)^+$$

(3.12)

$$= 0.$$  

(3.13)
It makes sense that if we choose $L = N$, then no consensus iterations are needed. If we look at the other end of the spectrum, i.e., setting $L = 1$, we end up with the following expression

$$k^*(1) = \left( \frac{\log \varepsilon - \log \| \mathbf{x}(0) - \bar{x} \mathbf{1} \|_2 - \frac{1}{2} \log \lambda_2}{\log |\lambda_2|} \right)^+$$

$$= \left[ (\log \varepsilon - \log \| \mathbf{x}(0) - \bar{x} \mathbf{1} \|_2) / \log |\lambda_2| \right]^+.$$  

This equation only consists of the initial consensus disagreement $\| \mathbf{x}(0) - \bar{x} \mathbf{1} \|_2$, the error threshold $\varepsilon$, and $\lambda_2$. Hence, the error is independent of the estimation at the sink. Proposition 1 enables us to choose how to operate our system with a specified error tolerance $\varepsilon$. The cost of operating a specific system is calculated as

$$C_{\text{tot}} = C_{\text{glob}} L + C_{\text{loc}} N k^*(L).$$

In order to find the cost optimal system parameters we thus want to determine

$$L^* = \arg \min_{1 \leq L \leq N} \left( L + \frac{C_{\text{loc}}}{C_{\text{glob}}} N k^*(L) \right),$$

for a given local-global cost ratio $C_{\text{loc}}/C_{\text{glob}}$. The local-global cost ratio is application specific, but also depends on which cost is considered, e.g., energy consumption or bandwidth usage. The trade-off is visualized in Figure 3.1, where we show the number of iterations $k^*$ that would satisfy the error threshold $\varepsilon$ for a given number of queried nodes.
3.2 Delay vs. Performance

For the cost vs. performance trade-off, we consider a WSN of $N$ sensors where each sensor desires to know the average of the values observed by the sensors. The observation of sensor $i$ is denoted by $x_i$ and all the values are stacked in the vector $\mathbf{x} = [x_1, \ldots, x_N]^T$. The information exchange between sensors is performed over a shared channel using broadcast, with connectivity modeled according to a disc model with radius $R$. To avoid packet collisions, broadcasts are scheduled using time division multiple access (TDMA) with spatial reuse. The TDMA protocol assigns a time slot to each node within which it is allowed to broadcast its information. With spatial reuse, nodes separated by a distance greater than $R$ may be scheduled in the same time slot. An iteration of the consensus algorithm is completed once every node has broadcasted its information. Thus, we consider every iteration of consensus to incur a delay $\tau(R)$. This is illustrated in Figure 3.1. The delay $\tau(R)$ is the length of the TDMA schedule\(^1\), and the length of this depends on the communication radius $R$ through the spatial reuse of the medium access control (MAC) protocol as a monotonically increasing function of $R$. Moreover, the convergence rate (i.e., performance) of the consensus algorithm is a monotonically

\(^1\)It is computationally complex to find the exact value of $\tau$ for a certain network. Hence, we resort to the lower bound $\tau \geq 1 + d_{\text{max}}$. 

$L$. The system parameters used to produce the results include $N = 1000$, $\varepsilon = 0.01$, and $\lambda_2 = 0.95$. We observe that when the number of queried nodes is between $0.1N$ and $0.9N$ the curve is rather flat. This means that instead of querying 90% of the nodes, we could query only 10% and perform a few more consensus iterations, which would probably save us a large cost. Of course, this depends on the communication cost ratio. Hence, in the right plot of Figure 3.1, we also numerically evaluate the communication cost optimal system for a given communication cost ratio $C_{\text{loc}}/C_{\text{glo}}$. Interestingly, we see a strong threshold effect in what kind of estimation (consensus or sink) that should be used. In more detail this means that if $C_{\text{loc}}/C_{\text{glo}}$ is low we should go for almost only consensus iterations and sensor-to-sensor communication. On the other hand, if $C_{\text{loc}}/C_{\text{glo}}$ is high, there is no point in performing consensus, since it is too expensive, and we can let every node transmit to the sink instead. 

Figure 3.3: The total delay of performing $k$ iterations of consensus, with $\tau$ being the length of the S-TDMA protocol. In each slot, a portion of the nodes broadcast their information, and these nodes are spatially separated at a distance such that they do not cause any packet collisions.
increasing function in $R$ as well, since $|\lambda_2|$ decreases when $R$ increases (see Figure 3.4 for visualization of the two values discussed). Hence, if we have the possibility to freely choose $R$, it is important to study the inherent trade-off between the resulting MAC delay and performance in order to tailor the system to the specific application it is applied. We address the following questions: do we need a fast or exact system, and how do we achieve it?

**Figure 3.4:** To the left, we show the mean value of the lower bound of $\tau$ for a given radius $R$. To the right, we show the mean value of $\lambda_2$. The WSN was simulated with $N = 100$ over a $1 \text{ m} \times 1 \text{ m}$ area.
Chapter 4

Contributions

4.1 Included Publications

1. **Paper A: “MAC Delay in Belief Consensus for Distributed Tracking”**

   In this paper, we study the trade-off between MAC delay and performance for distributed particle filtering using uniform weight consensus in a WSN, where the particle filter is used in a distributed tracking application. We impose an S-TDMA MAC protocol to schedule the broadcasts used to run consensus on the particles of the Bayesian filter. The choice of communication radius affects both delay and performance of the algorithm, e.g., with high connectivity comes better performance per iteration, but each iteration takes longer time to execute. We found that for small networks, (i) the impact of the max-consensus part of the tracking algorithm should be accounted for; (ii) a simple round-robin schedule combined with a large communication range gives the best delay/performance trade-off.

2. **Paper B: “Distributed Compressed Sensing for Sensor Networks with Packet Erasures”**

   We study two approaches to distributed compressed sensing for in-network data compression and signal reconstruction at a sink, where the sensors are equispaced on a line. Of the two approaches, one uses clustering of the nodes and the other uses uniform weight consensus to compress the data with random linear projections. In this paper, the local communication cost tied to the in-network compression is considered to be delay due to using S-TDMA to schedule the sensors’ broadcasts. Sensor-to-sink communication on the other hand, is associated with a bandwidth cost. Hence, we investigate the trade-off between bandwidth cost and delay given a certain reconstruction performance requirement when using basis pursuit denoising ($\ell_1$-minimization) for reconstruction. Moreover, we analyze and compare the performance degradation due to erased packets sent to the sink.


   In this paper, we propose a framework for in-network compression without the sink
knowing the positions of all the sensors, using compressed sensing and spatial interpolation. Reconstruction in compressed sensing relies on knowledge of a sparsifying transform, which in the setting of a WSN would require position information from all sensors transmitting to the sink. We circumvent this by only using the position information locally performing spatial interpolation at known locations. The interpolation step is followed by a distributed compression step implemented by random linear projections and ratio consensus using local communication between sensors. Reconstruction of the data is performed in three steps: (i) After ratio consensus is finished, query a subset of the nodes to send their compression estimates, using sensor-to-sink communication. (ii) Combine the received estimates by taking the average. (iii) Solve the underdetermined system that is the decompression by $\ell_1$-minimization. We investigate the trade-off arising from choosing the number of ratio consensus iterations and the number of nodes to query, given an error tolerance.
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