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ABSTRACT

In conventional accelerators the risk of electrical breakdown limits the electric fields
used to accelerate charged particles to the order of 100 MV/m. As a result, the accelerators
are required to be very long in order to achieve particle beams of very high energy.
Owing to this, and with the advancement of lasers of ever increasing intensity and power,
laser-driven plasma-based acceleration has become a field of intense study. This is mainly
motivated by the fact that such accelerators can sustain acceleration gradients several
orders of magnitude larger than conventional accelerators (fields of several TV /m have
been measured), thus allowing the accelerator to be made correspondingly more compact.

In this work we focus on light ion acceleration in the TNSA regime (Target Normal
Sheath Acceleration). In doing so, we also investigate unphysical numerical effects in the
code PICADOR, a purpose-built numerical tool specifically designed for large-scale 3D
particle-in-cell plasma simulations and with unique capabilities of investigating ultra-intense
laser-plasma interactions. PICADOR is further developed with tools to more easily identify
new numerical issues and also for suppressing found numerical effects on TNSA simulation
results.

The issue of artificially charging the simulation boundary is shown to have little to no
effect on TNSA simulations using PICADOR, given that the simulation region is sufficiently
large. Furthermore, this size coincides well with the required size for acceleration saturation
to occur and is shown to be feasible for 2D TNSA simulations with regards to computational
costs. Furthermore, a number of numerical issues were identified, and eventually resolved,
much through the use of a new module in PICADOR that simply tracks the total simulation
energy.

Alternative target designs for improving light ion beam energy and collimation are
simulated and analysed. Results show that the beam energy can be greatly improved with
nano-sized cones on the front target surface. It is further shown that a similar effect can
be obtained by restricting the hot electrons from being transported away in the transverse
(to the target normal) directions. Furthermore, simulations using nano-sized cones on the
rear target surface, in an attempt at increasing the strength of the charge-separation field,
have been carried out. However, it is shown that this completely ruins the collimation of
the beam and without improving the beam energy, the structures presumably being too
small to affect the charge-separation field for a sufficient amount of time.
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Chapter 1

Introduction

The energetic particle beams produced in conventional accelerators are today of great
importance in a wide variety of areas of science, technology and medicine. The main use
can be found in a range of different imaging applications, but the beams can also be used
to study cosmic radiation damage both to spacecraft components and living organisms,
to study wear of mechanical parts using so-called thin layer activation and for treating
cancer tumors through radiation therapy. Conventional accelerators are however limited
to electric fields used to accelerate the charged particles on the order of 100 MV /m, due to
the risk of electrical breakdown. As an effect, very large and expensive accelerators have
to be built in order to achieve particle energies sufficient for applications.

Laser-driven plasma-based accelerators on the other hand, are not limited by this and
acceleration gradients several orders of magnitude larger than for conventional accelerators
can therefore be achieved. As a consequence, laser-plasma accelerators can be made much
more compact with the possibility of simultaneously reducing costs. This coupled with the
rapid evolution of intense laser systems, see Figure 1.1, has made the field of ultra-intense
laser matter interactions a hot research area in recent years.

1.1 Current status

Since the advent of the first functioning laser in 1960, by Maiman,! the capabilities of
lasers have continuously been improved, to the extent of providing electromagnetic pulses
of ultra-high intensities and ultra-short duration.? The research on the interaction between
strong laser fields and plasmas began in the 1970s and was mainly focused on the topic of
laser-induced nuclear fusion. Many scientific results of interest for particle acceleration
were reported and of particular interest for ion acceleration is for instance the effect
of resonance absorption in which the laser energy goes into so-called hot electrons.?%°
The energy of the hot electrons is then, at least partially, converted into energetic ions
via charge-separation fields.® The study of these effects where of importance in the
inertial confinement fusion-context as the hot electrons causes unwanted preheating of the
compressed plasma while, at the same time, the energetic ions steal a significant fraction
of the laser energy.

It was not until ultra-short and ultra-high peak power lasers appeared in the 1990s
that the interest in laser-plasma interactions grew as a means for ion acceleration, even
though plasma-based ion acceleration had been proposed as early as 1956 by Veksler.”
This rapid development in laser technology, Figure 1.1, is to a large extent owing to the
invention of the Chirped Pulse Amplification (CPA) technique in 1985,% in which the pulse
is stretched both temporally and spectrally prior to being amplified and after which it
gets re-compressed, coupled with the discovery of the titanium-sapphire lasing medium in
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Figure 1.1: Overview of the historical advancement of high intensity laser systems. The
red curve represents the available laser intensity since the invention of the laser and the
colored regions indicate the basic systems in which the laser-matter interactions exhibits
nonlinear behavior. A selection of applications are shown to the far right in the figure. The
figure is reprinted from [15] with permission of the author.
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There are today a large number of high-power laser facilities around the world such as
the Vulcan laser at the Central Laser Facility in the UK!! and BELLA (BErkeley Lab
Laser Accelerator) at the Lawrence Berkeley National Laboratory in the US.'? These
facilities are used to study a wide variety of problems in laser, plasma and nuclear physics
and with prospective laser facilities, such as the Extreme Light Infrastructure (ELI), it
will be possible to also investigate non-linear QED effects.'3 It should be apparent that
these facilities are of great importance for laser-plasma based light ion acceleration and
several record-breaking achievements have been made in such facilities.

However, making laser-plasma accelerators a feasible and competitive alternative for
light ion acceleration will require more than just sheer power. The efficiency of the
energy transfer, from the laser pulse to the light ions, as well as the collimation of the
beams will have to be improved. Furthermore, the beams will also have to be made
more monoenergetic and the reachable energies will have to be increased further. To
accomplish these goals original and clever solutions will have to be devised and perhaps the
answer lies in changing the target design, using multiple laser pulses, using alternative field
structures of the pulse or in a combination of these. As this can be studied without the
record-breaking power output of the largest laser facilities in the world, smaller systems,
but still of ultra-high intensity, becomes equally important. The terawatt laser at the
Lund High-Power Laser facility in Sweden is one such laser system.!*

1.2 Problem statement

The aim of this project is first and foremost to get accustomed to the field of ultra intense
laser-matter interactions and particularly in performing large-scale simulations in this field,
using the Particle-In-Cell (PIC) code PICADOR specifically dedicated to this purpose. In



reaching this goal the project has been divided into two parts, mainly focusing on issues
of numerical and physical nature respectively. More specifically, the effects of artificially
charging the simulation boundary, when performing Target Normal Sheath Acceleration
(TNSA) simulations using PICADOR, are to be investigated and numerical tools to reduce
unphysical effects are to be developed if necessary. Furthermore, TNSA simulations are
to be performed using alternative target designs. The designs are to be compared on the
basis of the resulting light-ion beam characteristics and their performance discussed with
regards to key TNSA processes.

1.3 Structure of the thesis

Chapter 2. We begin by providing the reader with a very soft introduction to laser-
plasma interactions from a theoretical point of view. In particular, key aspects of target
normal sheath acceleration will be discussed.

Chapter 3. In this chapter we will describe the main features of PIC schemes, focusing
on their use in simulating laser-plasma interactions. The presented material in this chapter
heavily guided by standard literature in the area.!%'” We will also briefly present the PIC
code PICADOR which has been the code of use in this thesis.

Chapter 4. This will be the first of two chapters where we look at what has actually
been performed within this project. Here we will look at a couple of numerical issues
which are important to either consider or resolve before proceeding with trying to extract
physical results from the simulations.

Chapter 5. In this chapter we will turn our attention towards alternative target designs
for TNSA, in an attempt to improve the characteristics of the resulting proton beam.
The new designs presented here are guided by and chosen such as to confirm previous
knowledge of key aspects of TNSA processes, while attempting to keep the designs as
simple and realistic as possible.






Chapter 2

Laser-driven plasma-based
acceleration

The field of classical electrodynamics has been one of the most successful areas of physics,
and science in general, since its birth around the start of the nineteenth century. The
theory rests on Maxwell’s equations, describing both the evolution and generation of
electric and magnetic fields by charges and currents as well as by each other, and the
Lorentz force law, describing the force acted upon a charged particle by the electric and
magnetic fields.

Maxwell’s equations, written in the vector calculus formalism and in their differential
form, reads'®

V- E =4mp, (2.1)
V-B=0, (2.2)

- 4w~ 10FE
B=— -— 2.
VX T (2:3)

. 10B

= ——— 4
VxE T (2.4)

where E and B are the electric and magnetic fields, ; is the current density and c is
the speed of light. Equations (2.1), (2.3) and (2.4) are named Coulomb’s law (or Gauss’
law), Ampeére’s law and Faraday’s law respectively. The final equation, (2.2), is typically
referred to as the absence of (free) magnetic charge (but occasionally also Gauss’ law for
magnetism). It should be noted that Gaussian (cgs) units are employed throughout this
thesis. However, particle energies are for convenience presented in eV.

The Lorentz force law is written

F=q(E+-7x B), (2.5)

ol

where F is the force acted on a particle of charge ¢ and mass m and with the fields
evaluated at the position of the particle. The equations of motion under the influence of
this force are then summarized as

p_ =
— =F 2.6
T_F (26)
dr

=7 2.7
= (27)

(@31



with 7, ¥ and p’ being the position, velocity and momentum of the particle. When studying
non-relativistic motions of charged particles (|0]/c <« 1) the simple velocity-momentum
relation,
P
v=—, 2.8
? (2.9

is sufficient. Otherwise the full relativistic relation,

P
U= —1/1+(—)2, 2.9

B i+ (L) (29)
is required to correctly capture the particle dynamics, as is the case for charged particles
interacting with intense laser pulses.

2.1 Plasma parameters

Plasma is colloquially referred to as one of the four fundamental states of matter and can
loosely be described as an ionized gas. More accurately it consists of unbound, in the sense
that they are not atomically bound, electrically charged particles. Most commonly these
particles are free electrons together with at least partially ionised ions, but also neutral
atoms or molecules can be present. The dynamics of a plasma can therefore be described
with Maxwell’s equations coupled with the Lorentz force. However, extra care must be
taken when neutrals are present in the plasma. A plasma in which this is of importance is
referred to as a collisional plasma.

Plasmas are said to be quasi-neutral, meaning that they are neutral only on a global
scale. This property arises due to the fact that a separation of charge will set up a field that
in turn affects the freely moving charges with a force. This force drives the charges in such
a way as to cancel out the field, thereby creating a quasi-neutral state. In reality this is of
course a complex and on-going process but what is of importance is the characteristic time
scale of this process. Assuming a non-collisional plasma and that the motion of the ions
can be neglected, because of their inertia as compared to electrons, it is straightforward
to calculate the oscillation frequency of an electron slab that has been displaced from
equilibrium. The resulting frequency is called the electron plasma frequency, wye,

dmnge?
w2, = el (2.10)

pe Me

where g¢ is the permittivity of vacuum, n. the unperturbed electron density, e the electron
charge and m, its mass.

As mentioned, one of the fundamental properties of a plasma is the ability to screen
out changes in the electric potential. The characteristic length scale at which the potential
from a point charge is screened out by the plasma is called the Debye length. Again
assuming stationary ions the Debye length, Ap, is given by

T
N = ¢ 211
D 4’/Tne€27 ( )

where T is the electron temperature, measured in energy units.

These two parameters define the spatial and temporal scales of the interactions in a
simple, non-collisional, plasma and must be resolved to correctly capture the collective
behaviour of the plasma in simulations.



2.2 Laser parameters

An important parameter, when considering high intensity laser pulses, is the normalized
vector potential, ag, given by
2¢2

2 2
= ———\;lp =0.731
0 Tm2c? 0°0

A2 Iy
um? 1018 W/cm?2’

(2.12)

where I is the maximal intensity of the laser pulse and ) is its wavelength. When aq
exceeds unity, the oscillations of an electron in the laser field become relativistic.
For a laser pulse which is Gaussian in both space and time, the laser peak intensity is
given by
2P
Iy = —, (2.13)

Twg

where wy is the waist of the focal spot (the radius at 1/e of the electric field) and with

pP=2 IH—QE, (2.14)
™ To
where F is the energy contained in the pulse and 7y is the pulse duration defined as the
full width at half maximum of the pulse intensity.

Now, if the (electron) plasma frequency, wpe, is smaller than the laser frequency wg
then the characteristic time scale of the plasma is longer than the optical period of the
incoming radiation. The medium can not stop the propagation of the electromagnetic
wave. The medium is therefore said to be transparent, or under-dense. Concerning the
opposite case, when the plasma frequency is greater than the laser frequency, then the
characteristic time scale of the electrons is fast enough to adapt to the incoming wave and
reflect the radiation at least partially. The medium is said to be over-dense.

These two domains are separated at frequency wp, which through the use of Equation
(2.10) corresponds to a critical density,

wim,
Ne = )
4me?

(2.15)

2.3 Target normal sheath acceleration

One of the today most commonly investigated acceleration schemes for acceleration of light
ions is the so-called target normal sheath acceleration scheme, or TNSA for short. In this
scheme a very thin solid target is used, typically a foil of micrometer thickness. This foil is
then irradiated by an ultra-intense electromagnetic pulse, generated by a high-intensity
laser, eventually resulting in the acceleration of light ions. Because of their large mass,
very high intensities are required to accelerate the ions directly with the laser pulse. In
TNSA, this is circumvented by using electrons in an intermediate step to more efficiently
transfer the laser energy to the light ions.

Laser pulses are commonly depicted and treated as having a simple shape, typically
Gaussian. In reality this is of course not generally the case and for very intense laser
pulses this fact is especially important. A sketch of a more realistic laser pulse can found
in Figure 2.1 in which the pulse is shown to consist of two major parts, the main pulse
and the prepulse, differing in both intensity and duration by several orders of magnitude.
Although the prepulse is substantially less intense than the main pulse, its intensity is still
very high and it can therefore interact strongly with its surroundings. The duration of
the prepulse is also very much longer than the main pulse, making the interaction time
proportionally longer and thereby allowing the prepulse to make substantial changes to
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Figure 2.1: Intensity profile of a (more) realistic pulse consisting of a main pulse and a
prepulse, with both an intensity and a duration difference of several orders of magnitude.
The time axis is centered at the peak of the main pulse.

the target before the main pulse reaches it. With the very intense laser pulses used for
TNSA, the prepulse ionizes the target which has time to thermally expand before the main
pulse arrives. An overdense plasma is formed with a region of so-called preplasma, defined
as being the expanded part of the target, where the density gradually increases.

The key features of the TNSA process is depicted in Figure 2.2. After the preplasma
has formed and the main pulse reaches the target, highly energetic (hot) electrons are
generated at the target surface, around where density reaches the critical density, and
pushed into the target at ultra-relativistic speeds. Due to being ultra-relativistic the foil
will be transparent to the hot electrons, allowing them to pass through the foil with little
energy losses. As they pass through the rear surface of the target a very strong quasi-static
electric field will be formed due to the separation of charge at the plasma-vacuum boundary.
This charge-separation field will then accelerate positive charges present at the rear surface.

Because of the prevalence of water vapour and hydrocarbon contamination, light ions,
ionized by the charge-separation field, will be present at the rear target surface. It is mainly
these ions that gets accelerated by the charge separation field, as light ions (and protons
especially) typically have larger charge to mass ratios than heavy ions. The acceleration
of heavy ions is further suppress as the light ions will then shield the charge-separation
field and so a sheath of light ions will be accelerated. Furthermore, this sheath will be
accelerated in the direction normal to the rear surface of the target as this is the direction
of the charge-separation field, even when the laser is obliquely incident on the target, thus
giving rise to the name; target normal sheath acceleration.

Because of the widely differing timescales of the prepulse and main pulse, during which
time a multitude of different physical phenomena takes place, it is not feasible to consider
the entire chain of events, from ionization to ion acceleration. Instead, TNSA simulations
are most commonly initialized just moments before the main pulse reaches the target,
which is already ionized and with the preplasma already formed. Furthermore, the light
ions meant to be accelerated are typically added as a thin sheath of plasma at the rear side
of the target. With the thickness and density of the preplasma and impurity sheaths not
easily known or controlled, one typically resorts to educated guesses in determining these
parameters for simulation purposes. As for the shape of the preplasma, it is commonly
modeled by an exponential or a quadratic function. As an example, the initial density
profiles of electrons and light ions are presented for a typical, one-dimensional TNSA
simulation in Figure 2.3, with the preplasma here being modeled by a quadratic function.
Further details are left to subsequent chapters.
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Figure 2.2: A simplistic illustration of how light ions are accelerated in the TNSA regime
using an intense laser pulse.
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impinging on a target consisting of three charged species: electrons, protons and ions (not
shown).
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Chapter 3

Particle-in-cell simulations

As the equations describing the interactions of plasmas and the electromagnetic fields are
inherently complex and nonlinear the possibility of studying these systems with analytical
tools is quite limited. For relativistic plasmas, such as those induced by ultra-intense laser
fields, this possibility is reduced even further. This is especially true when considering
problems of more dimension than one, where geometrical considerations can have significant
effects on the processes. The need for numerical tools in these areas should therefore be
apparent.

Several numerical methods exist for studying plasmas and how they interaction with
electromagnetic fields. These techniques are mainly specialized at solving the equations
stemming from the different descriptions of plasma physics, each with its own advantages
and drawbacks and each requiring different numerical solutions to achieve numerical accu-
racy and efficiency. The kinetic and fluid descriptions of plasmas are the two general areas
on which most numerical simulations are based. In the fluid description the magnetohy-
drodynamic (MHD) equations of a plasma are solved, assuming approximate transport
coefficients. More detailed plasma models, involving particle interactions through the
electromagnetic field, are instead considered in the kinetic description.

In this work we only concern ourselves with the particle-in-cell (PIC) method, a
technique widely used for kinetic non-collisional plasma simulations. In this method, the
electromagnetic fields as well as moments of the distribution such as currents are computed
on a stationary mesh with individual particles simultaneously being tracked in a continuous
phase space. The strength of this method is that it only samples the phase space, instead
of solving the kinetic equations, thereby making it computationally efficient at the cost of
some accuracy. Furthermore, this sampling is easily tuned by the number of simulated
particles and the PIC method exhibits linear scaling of computational cost with both
the number of particles and the number of mesh points, if implemented properly. These
properties, together with the fact that the PIC method can easily be parallelized, makes it
well suited for large-scale plasma simulations of full dimensionality (6D phase space) on
modern supercomputers.

The alternative for studying intense laser-plasma interactions, in which the fluid
description is not generally valid, is to solve the plasma kinetic equations, e.g. the Vlasov
or Fokker-Planck equations. While the solution of these equations gives a more complete
evolution of the phase space and with better precision, as it is not prone to the effects
of discrete particle noise and numerical heating present in PIC schemes,'%19 it becomes
impractical for performing many and large simulations of high dimensionality simply
because of the high computational cost. Codes in which these equations are solved are
therefore mainly used to study problems of reduced dimensionality.

11



3.1 Basics of the PIC scheme

The implementation of the PIC method is straightforward for plasma simulations, owing
to its simplicity in directly simulating the charged particles interacting with and via
electromagnetic fields, simply described by the Lorentz force and Maxwell’s equations.
The scheme can most easily be described by a central loop, in which the simulations are
advanced in time. A full cycle in this loop is, for the case of plasma simulation, typically
comprised out of four main parts.

e Calculate the currents on the mesh by summing over the contributions of each
particle. This is referred to as current deposition and is described in more detail in
section 3.1.4.

e Calculate the electric and magnetic fields on the mesh, using Maxwell’s equations.
This is the so-called field solver, further discussed in section 3.1.3.

o Interpolate the electric and magnetic fields from the mesh to the particle locations.
This is referred to as the field interpolation step, further discussed in section 3.1.5.

e Integrate the equations of motion, i.e. the Lorentz force, for each particle. This is
called the particle pusher and a more detailed description can be found in section 3.1.2.

The division of the scheme into these fundamental steps not only helps in making the
scheme more intuitive, but it provides a good basis for building flexible numerical codes
where several different numerical solutions can be provided for each of the steps, the
development of which can be made independently. For a schematic diagram of the main
loop in a typical PIC scheme, see Figure 3.2.

It should be noted that this section is heavily guided by standard literature on the
topic of plasma simulations in general and PIC simulations in particular. The interested
reader is therefore advised to consult these works, where a more detailed and complete
presentation can be found.'%:17

3.1.1 Super-particles

As the physical systems typically studied are very large and includes extremely many real
particles it is often unfeasible to simulate the system in its entirety. The workaround used
in PIC schemes is to have every simulated particle be a so-called super-particle, in turn
representing a collection of real particles. The number of real particles represented by
each super-particle can typically be in the millions for plasma simulations. This method of
increasing the efficiency is allowed as it preserves the charge to mass ratio, keeping the
Lorentz force unaltered, with the super-particles following trajectories identical to the real
particles as a result.

3.1.2 The particle pusher

The particle pusher is, as previously mentioned, the part of the main loop where the
equations of motion, given by the Lorentz force, are integrated for all of the simulated
particles. There are several, both explicit and implicit, schemes for performing this
integration with varying efficiency and accuracy. The most widely used scheme for
advancing charged particles is the so-called Boris scheme, an explicit algorithm with
excellent long term accuracy. Other common alternatives are the explicit Leapfrog method
or the implicit method of Tajima.

The advantage of explicit schemes are that they are generally both simpler and faster
than implicit ones, with the typical drawback of less accuracy. However, the particle pusher
typically takes a significant portion of the computational time, making it an important step
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in attempts at increasing the computational efficiency. The reason for this is that, despite
the use of super-particles, the number of simulated particles is usually very large. This
is necessary for statistical reasons, as many particles are required to sufficiently sample
phase space.

3.1.3 The field solver

The field solver is where the electric and magnetic fields are advanced in time and is
entirely done by solving Maxwell’s equations on a stationary mesh. Being a system of
(hyperbolic) partial differential equations (PDE), the full range of numerical techniques
developed to solve this class of PDEs can be utilized. These techniques can be categorized
into three main types.

In spectral methods, such as the fast fourier transform (FFT), the system of equations
is turned into an eigenvalue problem that is solved globally by using trigonometric basis
functions. This method is therefore, contrary to the other methods, not actually solving the
equations on a discrete mesh. This is for example used in ELMIS (Extreme Laser-Matter
Interaction Simulator), a PIC code entirely based on the fast fourier transform and built
for laser-plasma studies.'®

The second type is finite element methods (FEMs), where the equations again are
turned into an eigenvalue problem. As opposed to the spectral methods, this is now done
on a discrete mesh of elements generally using low order polynomials as basis functions.

In finite difference methods (FDMs) the discrete mesh is typically called a grid, on
which the system of PDEs are turned into algebraic equations by approximating the
derivatives as differences between neighbouring grid points. For the solution of Maxwell’s
equation using finite difference methods the most commonly used technique is the finite
difference time domain (FDTD) method. This is the case for the PIC code PICADOR, to
be discussed in further detail in section 3.2.

3.1.4 Current deposition

In this step the current source term is computed on the mesh, as it is needed for solve
Maxwell’s equations correctly in the field solver and without the current calculated in
this step the particles would not generate any fields in the simulations. The deposition
is performed by assigning a shape, or form factor, to each simulated particle. This form
factor then determines how the current, as generated by the super-particle, is distributed
over the adjacent grid points. Commonly used form factors are the so-called nearest grid
point (NGP), cloud-in-cell (CIC) and triangular shaped cloud (TSC). These are zeroth,
first and second order weighting schemes respectively.

Furthermore, there also exists specialized schemes such as Esirkepov, which can be
implemented with different orders of convergence as well. What is special about this
scheme is that it takes care of the problem of charge conservation, which is not assured
with the simpler schemes.

3.1.5 Field interpolation

To integrate the equations of motion, for each particle, in the particle pusher the electric
and magnetic fields have to be known at the position of each particle. However, the fields
are calculated on a discrete mesh in the field solver, whereas the particles are located in
continuous space. Thus, the fields at the position of each particle must be computed from
the fields on the mesh. This is the purpose of the field interpolation step in the loop.

As in the current deposition schemes, the field interpolation is done using form factors.
This has to be performed such that the fields at different grid points contribute to the
fields at the particles in a manner consistent with Maxwell’s equations. The weighting
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Figure 3.1: A representation of the Yee grid unit cell. The indices p, q and r indicate node
positions in the x, y and z directions respectively.

scheme is typically the same as the one used for the current deposition, as the PIC scheme
can be made to conserve momentum this way.

3.2 PICADOR

The particle-in-cell scheme is a central tool to the work done in this project and it is through
the numerical code PICADOR that this is being used. PICADOR is a PIC code written
in C++ and designed specifically for the purpose of intense laser-matter studies.2? It is
fully parallelized using both MPI and OpenMP and is therefore well suited for large-scale
plasma simulations on modern super-computing clusters. This need for high-performance
computing comes from the fact that contemporary problems typically require simulation
of ~ 10% — 10? particles and meshes with ~ 107 — 10® grid points and above.

P1cADOR is developed by a collaboration of researchers from Lobachevsky State
University of Nizhni Novgorod, the Institute of Applied Physics of the Russian Academy of
Sciences, Chalmers University of Technology, Ume4a University and Lund Laser Center.2!
The parallelization of the code is done by dividing the simulation region into spatially
uniform subdomains, but allowing for different divisions in different spatial dimensions.
Each of these subdomains will have an integer number of grid cells that makes up the discrete
mesh. The subdomains are then handled by one MPI process each, while threads work
on individual cells in cases where OpenMP is used. Apart from being fully parallelized,
PICADOR also supports dynamic load balancing,?? in which the relative workload of
different MPI processes is dynamically changed throughout the simulation by means of
rectilinear re-partitioning of the simulation subdomains. As the rectilinear decomposition
is topologically equivalent to the spatially uniform decomposition the interactions between
MPI processes remain unchanged even though different processes may handle differently
sized subdomains, thus giving the opportunity of increasing the computational efficiency
for problems with non-uniform particle distributions.

Simulations in PICADOR are centered around the main loop of the PIC scheme and
features FDTD and NDF field solvers, two finite-difference solvers that solves Maxwell’s
equations on a staggered grid, called a Yee grid. This grid uniformly covers the simulation
region and the Yee grid unit cell can be seen in Figure 3.1, where it should be noted that
the electric and magnetic fields are computed not only on displaced grid points but at
different instants in time (differing by half a time step). The current density is computed
in nodes at the edges of the grid cells, as is the electric field, whereas the magnetic field is
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Figure 3.2: A schematic diagram of the main loop in a typical particle-in-cell code, for
the purpose of plasma simulations. PICADOR allows flexible extension of the PIC scheme
through the use of modules that can be included at different points in the loop and can be
independently activated for separate simulations.

computed on nodes located at the grid cell faces.

In computing the fields with the FDTD and NDF solvers only Ampeére’s and Faraday’s
laws, Equations (2.3) and (2.4), are needed. The reason for this is a neat property of the
Yee grid, namely that it identically satisfies Gauss law for magnetism, Equation (2.2).
Furthermore, if the PIC scheme is charge-conserving, as is the case in PICADOR through
the use of Esirkepov current deposition, the last of Maxwell’s equations, Equation (2.1),
will merely be an initial condition for the simulation. As simulations typically considers
quasineutral plasmas, where electrostatic fields are not initially present, Poisson’s equation
is most often already satisfied (with initial fields being zero as default) and therefore not
considered. However, it is possible to manually set the initial fields in cases where this do
not hold.

The main loop further features the Boris particle pusher, CIC and TSC particle form
factors for field interpolation and current deposition as well as Esirkepov current deposition.
Apart from this, PICADOR is built with the possibility of including extended features
through so-called modules, as depicted in Figure 3.2. Dynamic load balancing mentioned
previously is one such feature and others include ionization, moving frame, QED event
generation and absorbing boundary layers. Furthermore, PICADOR is fully equipped to
handle both periodic and absorbing boundary conditions, independently chosen for different
spatial dimensions.
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Chapter 4

Numerical issues

This is the first of two chapters where the work done in this thesis is presented. Here
we focus our attention on numerical aspects of laser-plasma PIC simulations by dealing
with a number of numerical issues in PICADOR. We will here make use of the possibility
of adding extended features to PICADOR by developing new modules for diagnostics, in
an attempt at identifying the cause of specific issues, as well as for resolving identified
issues or suppressing found unphysical effects. Exact details of the developed modules are
however not presented in this thesis.

4.1 Choosing numerical parameters (basics)

When performing PIC simulations there are a number of important parameters that
one needs to know and specify from the beginning of the simulation, the most obvious
parameters being the time and space steps At, Az, Ay and Az. As fixed spatial and
temporal scale are required to cover the main aspects of the physical system to be simulation,
the choice of these parameters will of course affect the computational cost of performing
the simulation as well as the precision and accuracy of the simulation. These parameters
can not, however, be taken to be too large as there are limitations both due to physical
and numerical considerations, wherein the resolution of certain physical effects must be
sufficient and the numerical schemes must be kept stable.

Other parameters of importance are related to the initial conditions of the physical
system to be simulated. For instance, the initial temperature and density of the plasma.
These parameters obviously change the behaviour of the plasma which in turn can affect
the stability of the simulation. As an example, increasing the electron plasma density
will affect both the electron plasma frequency, Equation (2.10), and the Debye length,
Equation (2.11), potentially requiring an alteration of the time and space steps, such that
the key features of the plasma remain resolved.

When studying the spatial resolution of the simulation, there are mainly two things
that are important to resolve. The first thing is the wavelength of both the initial and in
the simulation generated radiation. The second is the already mentioned Debye length.
For all intents and purposes, we will in this work always be located in parameter regimes
where the Debye length is the smallest length scale of the system.

Turning to the temporal resolution there are, again, mainly two things necessary to
resolve in the simulation. The first being the plasma period, given by the plasma frequency,
and the second being the frequency of both the initial and in the simulation generated
radiation. Assuming that the resolution of the wavelength of the radiation has already been
dealt with the resolution of the frequency now becomes trivial, seeing that the propagation
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speed is fixed with the speed of light.

At S %, assuming Az = Ay = Az. (4.1)
However, there is actually another thing that needs to be kept in mind when dealing with
the temporal resolution and which will make the estimation in Equation (4.1) obsolete. For
the FDTD scheme to be stable and converge it has to fulfill the Courant-Friedrichs-Lewy
(CFL) condition.?® The CFL condition is a necessary, but not necessarily sufficient, condi-
tion for convergence when numerically solving (hyperbolic) partial differential equations
using the method of finite differences. For the case of the FDTD scheme, the CFL condition

is )
At < , (4.2)

o2+ 2n * e

which for the case of using cubic unit cells (Az = Ay = Az) becomes

At < ﬁ (4.3)
V3
The question then becomes which of these two, the CFL condition or the plasma period,
defines the smallest time scale? Again, for this particular work we will be working with
parameters where the CFL condition defines the smallest time scale in the system.
Furthermore, before any simulation can be performed the size of the simulation area
has to be decided, by choosing the number of grid cells in each dimension, and in case
absorbing boundary conditions are required, the size of the field-absorbing boundary layer
has to be chosen. The size of this layer is usually taken to be on the order of the wavelength
of the radiation to be absorbed such as to sufficiently absorb the fields, but without taking
up too much of the simulation area, with the laser wavelength typically being a good
reference for the purpose of laser-plasma simulations.

4.2 Measuring numerical effects

After it has been determined what defines the spatial and temporal scales in the simulation
comes the tricky questions. What does it actually mean to resolve the Debye length? It
should be obvious that simply taking the space steps to be at least one order of magnitude
smaller than the Debye length should be sufficient. However, decreasing the space step
would also require a larger grid to encompass the same simulation region, thus increasing
the computational cost. For this reason we will need some way of deciding when the space
step is sufficiently resolved.

As it turns out, studying the total energy in the simulation region, both the kinetic
energy of the super-particles and the energy in the electromagnetic fields, is a good way
of monitoring unphysical effects. In general, the FDTD scheme by itself conserves the
energy in the fields given that the CFL condition is met, in the opposite case the scheme is
unstable and the energy increases exponentially. However, this is not generally true when
coupling the field solver to a particle mover and PIC schemes often experience numerical
heating effects.'® These effects can be decreased by increasing the resolution, as this in
turn will decrease the particle factor. The particle factor is important in this regard since
the heating and cooling effects comes from so-called discrete particle noise. This can then
of course also be alleviated by decreasing the plasma density as, all other things equal,
this will reduce the particle factor as well. However, this would then of course also change
the physics of the simulated system and may therefore not be a feasible alternative.

This energy analysis becomes even more difficult when considering systems where energy
can both enter and leave the simulation region via for example absorbing boundaries for
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Figure 4.1: Cutoff energy, E., and particle number, N, for a sample spectrum. The cutoff

energy is defined such that N. particles have an energy above, or equal to, this cutoff.

both particles and fields. A more complex solution would in these cases have to be
considered, if an accurate analysis based on the system energy is to be made. A proposal
for the further development of this energy diagnostics is therefore presented in section 4.2.5.

It can of course be argued that the best way of ensuring the accuracy and validity of
the numerical simulations is to study the numerical schemes more rigorously by looking at
for example convergence towards exact solutions. This should of course be done as well,
but when the numerical scheme gets very large and complex, as is the case for PICADOR
with its many module extensions, it becomes difficult to cover all possibilities. A simpler
method is then to monitor well-understood physical quantities to see if they behave as
expected. The total energy of a physical system is one such quantity with others being the
total momentum and the total charge, quantities that are typically conserved in closed
systems. This is of course not a guarantee that a simulation will provide the correct
solution but can be used as a first step of controlling simulations, and with little effort.

Besides monitoring of the total energy we will employ a different method, aimed more
specifically towards TNSA simulations. What we want is some simplified way of describing
the properties of the resulting proton beam. More specifically, we want describe the
resulting energy spectrum with only one, or a few, numbers. This can of course be done in
multiple different ways, all with different benefits and drawbacks, but the method employed
here was chosen because it besides being simple, quite general and could be of benefit
when discussing ion beam requirements for different applications. The way this will be
done is by using the definition

< ON
N.= | Zlyg, 4.4
/E oE (4.4)

where N, is the cutoff particle number, E. the cutoff energy and g—g is the particle energy
spectrum. This is also presented in Figure 4.1 using an example spectrum. The definition
can be used in two different ways, either by deciding upon a cutoff energy and calculating
the corresponding particle number or by deciding upon a particle number and calculating
the corresponding cutoff energy. In this work, the latter will be most extensively employed.

As with all conceivable methods of describing an entire spectrum with only one number,
this method has the drawback of not being able to distinguish between identical results
arising from spectra of different shape, although some might be more desirable. As such,
a fair comparison between different spectra requires that the spectra in question are of
similar shape, as is the case for the proton energy spectra considered in this work. In the
event that the spectra are very different the best method would most likely be to simply
show the entire spectra.
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4.2.1 Numerical heating and instability

Upon performing two dimensional simulations using PICADOR it was found that the total
energy in the simulation volume increased considerably. Further studies, presented here,
indicated that this could not be explained by means of ordinary numerical heating, but
that it must be some numerical instability. It was possible to mitigate this increase by a
trade-off in computational costs, but only the extent of making reasonable — physics wise —
two dimensional simulations unfeasible.

In an attempt at getting to the bottom of this apparent heating issue a numerical
study was performed, focusing on the energy change per unit volume in a uniform, infinite,
plasma and how different choices of simulation parameters affected this rate of heating. In
Figure 4.2 you will find the relative change, within 100 cycles of the plasma period, of the
total energy in the simulation volume presented against the resolution of the Debye length
and for a number of different parameter choices.

At this stage it is only important to discuss what can be seen from all but the last
parameter choice (green crosses), which we will return to in due time. Upon increasing
the initial plasma temperature, for both choices of temporal resolution, we observe that
the energy change also increase. The exact reason for this remains unclear. However,
there is no real reason to suspect that making this change should have no effect on the
ordinary numerical heating and as it in no other way changes the rate of energy increase,
it is reasonable to suspect that the cause of our heating issue lies elsewhere.

Instead looking at how a decrease in temporal resolution, for both choices of initial
plasma temperature, affects the rate of energy increase we find that a drastic change occur
for Ax < Ap. There are two main things one can identify as problematic with this. First
and foremost, there is no real reason to suspect that such a drastic change should occur by
simply reducing the temporal resolution, if there were no instabilities involved. Secondly,
both parameter sets with the decreased temporal resolution initially show a decreased rate
of heating for an increased spatial resolution. However, this trend eventually stops and
turns into a trend of rising rate of heating, for an increasing spatial resolution. It could
be argued, against the first of these points, that the CFL condition is only a necessary
requirement and that the chosen temporal resolution is simply too close to the limit. While
this could indeed be true, the instability due to not reaching a sufficient convergence in the
FDTD scheme is typically more extreme than what is observed here, blowing up quickly
in only a small number of time steps.

Further on it was found that this issue was also dependent upon the choice of space step
in the z-direction Az, even though the simulations were supposed to be two-dimensional.
It was also found that the CIC and TSC current deposition schemes were highly unstable,
as the energy increased by extreme amounts when using these schemes instead of Esirkepov.
All things combined, the most likely explanation was therefore that the issue came from
some numerical instability, rather than the ordinary numerical heating effects present in
PIC simulations. It also indicated that this instability could not be traced back to trivial
reason such as simply bad choice of spatial and temporal resolution. One possibility being
that the instability was rather due to incorrect implementation somewhere in the code.

With what was now known about the issue two separate implementation errors were
identified. The first one was caused by the fact that the current deposition for two-
dimensional simulations was done in the same way as for for three-dimensional ones. This
is possible to do in terms of the grid, as extra so-called ghost cells are used. However, as
a result, the current created by each particle was spread along the z-direction according
to the particle form factor when it, for 2D simulations, should actually be independent
of the z-coordinate. This in turn has the effect of making the fields z-dependent as well,
but as periodic boundary conditions are used in the z-direction this eventually leads to
our heating issue. To remedy this the currents are instead computed via the sum along
the z-direction and then assigned to all cells, for each z, y position. Furthermore, the
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Figure 4.2: The figure shows the relative change of the total energy in the simulation
volume, in 100 cycles of the plasma period, for different resolutions of the Debye length.
This is done for two different initial temperatures and two different temporal resolutions.
The final set of simulations (green crosses) is identical to the penultimate set (purple
circles) in initial parameters. However, it shows the same trend as the corresponding set
with highly increased temporal resolution (orange diamonds), as the final simulation was
performed after the resolution of the heating issue.

field boundary conditions are made to ensure that the field values are identical in the
z-direction, for each x, y position.

The second error is related to the moments in time in which particle positions and
momenta are defined. In the combination of numerical schemes used in PICADOR the
positions are defined at integer time steps, iAt, whereas the momenta are defined at
half-integer time steps, (i + 1)At. This fact was correctly taken care of in the Esirkepov
current deposition scheme, but not in the CIC and TSC schemes, thus making them highly
unstable. For these two schemes, the currents are instead computed after the particles
are pushed the first half of a time step, so that the particle positions are also defined at
(i + 1)At. The remainder of the push is then performed and the issue is resolved.

After these changes had been carried out a final simulation set was performed, also
presented in Figure 4.2 (green crosses). It can be seen that this simulation set rather than
following the, in terms of parameter choices, identical simulation set (purple circles) it
follows the trend of the simulation set with a greatly increased temporal resolution (orange
diamonds). This is what we would expect to see if the numerical instability was dealt with
and it now shows that the temporal resolution has no noteworthy effect on the rate of
heating.

To further show that the instability issue has been resolved it is instructive to look at
the time evolution of the total energy in the simulation region, for a few different parameter
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Figure 4.3: Time evolution of the total energy in the simulation volume for a given
parameter sets, using Esirkepov and TSC current deposition both before and after the
stability issue has been resolved.

choices, presented in Figure 4.3. Here it becomes quite apparent both that the simulations
before the fix could not reasonably describe the physics accurately and that the simulations
after the fix has become stable to a pleasing degree.

4.2.2 Reaching saturation in ion acceleration

When performing simulations of the TNSA process it is the properties of the resulting beam
of light ions, or in our case protons, that are of greatest interest. One such property, and
perhaps the one of greatest importance, is the kinetic energy of the protons in the beam.
To be able to extract this energy, or rather the entire energy spectrum, the simulation will
have to be performed over a long enough period of time and the simulation region will,
besides this, have to be sufficiently large. This is necessary both to allow the protons get
accelerated by the charge-separation field for as long as the field remains and to make sure
that the field and particles of the expanding plasma sheath do not get absorbed at the
simulation boundary before the acceleration of the protons has stopped.

When the protons have stopped accelerating they are said to have reached saturation,
after which point it is no longer necessary to keep the simulation going. However, it is not
trivial to determine how long the simulation will have to last and how large the simulation
box will have to be to encapsulate the entirety of the proton acceleration. While reasonable
estimates can be made it depends highly on the specific simulation setup, for example the
target geometry, if the simulation time and box size are large enough.
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4.2.3 Removing charge from the boundary

The electromagnetic fields generated by the particles are, as is described in chapter 3,
accounted for via the current that the particles produce. When a particle reaches and
crosses the simulation boundary its contribution to the current is removed. The fields
generated due to this particle will therefore behave as if the particle has stopped moving as
it crossed the boundary, giving the boundary an artificial charge. This will in turn make
fields and particles interact with the boundary in a way that is unintended, potentially
yielding incorrect results.

As the acceleration of the protons potentially goes on for the entire distance between
the target and the rear simulation boundary, the protons can get strongly affected by any
boundary effects as they approach the boundary. It is also at this point in the simulation
that we will want to extract the resulting energy spectrum, so any numerical effects at this
stage could significantly alter the final result. As a result it was suggested that it should
be investigated both whether or not this is of an issue in TNSA simulations with the PIC
implementation of PICADOR and if this effect can be removed by simply pushing particles
away from the rear boundary, in the transverse directions, before they get absorbed. That
is, the particles are given a large momentum in a direction transverse to the rear simulation
boundary, and target normal, when they get too close to the rear boundary. In this case,
too close means just before entering the absorbing layer.

The setup of a two-dimensional TNSA simulation with a plain target is presented in
Figure 4.4. Using density profiles similar to what is presented in Figure 2.3 a number of
such simulations were performed and with varying simulation box size in the x-direction,
L. The resulting cutoff energies are presented in Figure 4.5 for both the ordinary case and
with charges being pushed towards the transverse boundaries. The incoming laser pulse
had a Gaussian shape with a duration of 40fs, an energy of 0.75J and the pulse hit the
target at normal incidence. In doing the simulations, the simulation time was taken to be
sufficiently large for the expanding sheath to get to the rear boundary and the simulation
box size in the y-direction, L,;, was chosen such that effects from the transverse boundaries
could be neglected (it is taken to be several times greater than the pulse diameter). From
the figure we find that by increasing L, the resulting cutoff energy eventually saturates.
This is well in line with what we expected to see and it also shows, for this particular
setup, that a simulation box size above at least 30 um is sufficient in the z-direction.

Furthermore, the figure also shows the effect of pushing particles towards the transverse
boundaries. More specifically, it is only the electrons that are being pushed. As the
simulation box size is increased the difference between the two simulation sets decrease
and the simulations where the electrons are pushed away invariably gives the lowest cutoff
energy. The reason for this should be quite apparent. As the simulation box is increased,
the amount of electrons that gets removed at the boundary is decreased as they instead
have the opportunity to recirculate back to the target and those electrons that do get
removed at the rear boundary should also do so in a less localized region. The result
of simply increasing the box size should therefore be that the numerical effects due to
the artificially charged boundary should simply decrease. This is well supported by the
fact that no significant difference between the two simulation sets can be seen for a large
enough simulation box.

4.2.4 Computational costs

The greatest restriction on the accuracy and precision that can be achieved in simulations
most often comes in the form of available computational resources. Any changes to the
software in use that yields a computational speed-up without affecting or, even better,
increases the accuracy and precision of the results, is therefore of great value as this in
turn opens up new possibilities as to what can be studied.
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Figure 4.4: A 2-dimensional view of a typical TNSA simulation, with a Gaussian pulse
impinging on a target consisting of three parts: the pre-plasma, the foil plasma, and the
sheath plasma. The outermost parts of the simulation region consists of a layer that absorbs
the field, to reduce unwanted reflections.
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Figure 4.5: Saturation of the cutoff energy, E,., using a particle number of N, = 10° for
a simulation box size of Ly = 60 um and varying L, between simulation. This was done
for two different cases: standard TNSA (diamonds) and standard TNSA while removing
electrons before the rear absorbing layer (circles).
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While discussing the computational costs of running a reasonably sized simulation it
might be interesting to go back to the instability issue and note that the changes made
where not only aimed at removing the instability, but also to speed up 2D simulations in
P1cAaDOR. How drastic of a change this actually was is most easily described by numbers.
We again turn to Figure 4.3 where the time evolution of the total energy is presented for a
couple of simulations. The figure shows how the simulations are made much more reliable
by removing the unstable behaviour, but what it does not show is that the Esirkepov
simulation, before the fix, required 12000 core hours to finish, whereas the TSC simulation,
after the fix, only required 1500 core hours. The reason for this is the big difference in
resolution that was necessary to reduce the heating. At the same time, the heating was
reduced from being on the order of 102 percent down to 10~2 percent, thereby making it
possible to perform reliable 2D simulations in PICADOR on a daily basis.

4.2.5 Suggestions

The idea of using the total energy of the simulation area, as was introduced in section 4.2,
has been extensively used throughout this chapter. However, as was noted previously, this
diagnostics tool can be made more useful to situations where it may be of importance to
also monitor the flow of energy through the boundaries. This can be done by adding the
possibility of computing the energy flow through the various faces of the simulation box.
This idea rests on Poynting’s theorem, which is a statement of the energy conservation for
the electromagnetic field,

ou = - =

—=-V-S—j-E, 4.5
Fy J (4.5)
where w is the electromagnetic energy density, S the Poynting vector, fthe current density
and E the electric field.

The electromagnetic energy density, in the first term of Poynting’s theorem, is already
used to calculate the total electromagnetic energy inside the simulation box through the
relation 1

w= o (B2 + 5) 1.6
—( : (4.6)
where B is the magnetic field. The Poynting vector, in the second term of the theorem, is
given by
. C = =
S=—FExB 4.7
CExB, (4.7)

and represents the directional energy flux density of the electromagnetic field. The proposal
is thus to calculate the Poynting vector at the simulation box faces and in doing so the
rate of energy change of the simulation box due to radiation, can be monitored. The
potential difficulty in doing this lies in the fact that the electric and magnetic fields need
to be computed at the same position, making interpolation a requirement.

The last term of Poynting’s theorem can be taken care of in several ways. It corresponds
to the rate at which the electromagnetic fields do work on charged particles and is thereby
taken care of as the total kinetic energy of the particles is already monitored as well. It
would however be straightforward to also calculate this term using the currents and electric
fields on the grid, as they are located at the same positions on the grid.
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Chapter 5

Alternative targets for
improved TNSA

In this chapter we will investigate some very simple ways of improving the characteristics
of the light ion beam resulting from TNSA, by using alternative target designs. From a
simulations point of view there are no real restrictions on how the target can be designed,
it is perhaps only limited by human imagination. However, this of course does not make
any setup practical, or feasible. We therefore restrict ourselves to the most basic designs,
which we today already know are realizable.

Presented in Figure 5.1 is a schematic diagram over different energy routes and how
the energy goes into less favourable channels during a standard TNSA process. It also
shows potential ways of reducing the energy lost to these channels, or how to avoid them
altogether. Using the ideas presented in this figure, we attempt to increase the energy that
eventually finds its way to the high-energy collimated light ions, protons more specifically,
at the back of the target. This is done by making the target designs so that they alter at
least, but mainly, one of the main energy transfers shown in the figure.

A structured target will be used to decrease the amount of reflected radiation, from the
pulse impinging on the front side of the target. To decrease the transport of electrons in the
transverse — to the target normal — direction, a target with finite extension in the transverse
direction will be used. Finally, an attempt is made to increase the charge-separation field
on the rear side of the target, by using the same structured target as before, but rotated
180 degrees such that the structures are now located on the rear side of the target. As
mentioned, more exotic targets can of course be analysed using the very same tools and for
example the use of a spherical target has already been investigated.?* For more examples
see Macchi et al.?® and references therein.

The simulations have been carried out using laser parameters of the terawatt laser at
the Lund High-Power Laser facility in Sweden.'426 More specifically a 40 fs long, linearly
polarised, Gaussian pulse with an energy of 0.75J and a focal spot diameter of 7 um is used.
Furthermore, the pulse has a central wavelength of 810 nm and the intensity peak of the
pulse is set to reach the target after 100 fs. The prepulse is treated as described in chapter 3,
with a preplasma layer assumed to be already generated with a fixed density profile at the
onset of the simulation. The simulations are performed in two spatial dimensions to reduce
the computational cost, thus assuming that both the fields and densities extend infinitely
and uniformly into the third spatial dimension. Since the simulations are performed in
only two spatial dimensions, some sort of trick is required in order to get an estimate on
the actual particle numbers a setup can produce. For this purpose, while the simulation
assumes a truly two dimensional setup, we will assume that the TNSA process only occurs
within a finite range in the third spatial dimension and that this range is on the order of
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Figure 5.1: A schematic diagram over different energy routes and how the energy goes into
less favourable channels during a standard TNSA process. The blue arrows show potential
ways of reducing the energy lost to these channels, or how to avoid them altogether.

the focal spot size of the pulse. For convenience we take the range to be exactly 10 um.

As the main objective is to analyse the alternative target setups according to their
capabilities in improving the quality of the proton beam, the setups will have to be
compared to an equivalent standard TNSA setup. In Figure 5.3 the electric field and
the electron and proton densities are presented for a selection of different times into the
simulation. The color scales for these figures, and for that of the corresponding figures
of subsequent setups, are presented in Figure 5.2. From the figures we see that a strong
charge-separation field is beginning to form by the time the peak of the pulse reaches
the target, Figure 5.3b. This field continues to grow for the first couple of femtoseconds
preceding this frame and by the time of Figure 5.3c, when all but a small fraction of the
pulse has been either absorbed or reflected by the target, the charge-separation field has
reached its full strength. The strongest part of this field can be seen to travel in the
positive transverse direction. This is the effect of the transport of hot electrons in the
transverse direction, also visible in the figures, and while a strong field does remain to
accelerate the now expanding proton sheath, Figures 5.3d-5.3f, a substantial part of the
energy is evidently lost this way.

This anisotropy in the momenta of the generated hot electrons is much due to the
homogeneity of the plain target. Consider the case of an intense pulse impinging on a plain
target at an angle, 6. It can be found that the momentum components of the generated
hot electrons in the z- and y-directions (p, and p,) are related by’

sin 6
/ 2 092
Pr = P~ ( 1+ p; cos 0 1) , (5.1)

from which it can be seen that the ‘hottest’ electrons will travel in the same direction
as the initial direction of the pulse. The calculation builds on the fact that the target is
homogeneous in the y-direction and the anisotropy can thus be altered by breaking this
homogeneity of the target, thereby reducing the unwanted transport of hot electrons in
the transverse direction.

The evolution of the proton energy spectrum is presented in Figure 5.5a along with
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Figure 5.2: The color scales of, from the left, the absolute value of the electric field, the
normal (to the target) component of the electric field, the density of electrons, the density
of protons and the energy of tracked electrons are here presented for Figures 5.3, 5.5, 5.7,

5.9 and 5.11.

the time evolution of different energy cutoffs. From this figure we see that the spectrum
over time gets saturated and that the charge-separation field act such as to give us a very
broad spectrum by only being able to affect the protons of highest energy, present at the
very front of the expanding sheath. The rapid change in the spectrum after and around
the 1000 fs mark is due to the fact that the most highly energetic protons start leaving the
simulation region and the simulation can therefore not be considered accurate any longer.

Also of interest, when discussing the proton beam quality, is the angular distribution of
protons at different energies, as is presented in Figure 5.5b for a given instant in time. From
this figure it can be seen that the protons are traveling mainly in the normal direction,
only deviating slightly from the normal by a few degrees and with a spreading on the same
order.

As is easy to imagine, the two last figures just discussed will be especially important
when comparing the alternative target designs to this plain, standard target. We will
therefore return to these on numerous occasions in the succeeding sections.
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Figure 5.3: Simulation of a standard TNSA setup, with an pulse of 0.75J incoming at an
angle of 45 degrees to the target normal. The target consists of a 3um thick foil of plasma
initially described by a density profile as shown in Figure 2.3. The color scales are identical
to that of Figure 5.2.

(a) (b)
e t = 0.0 (fs) 0 t = 100.1 (fs)
25 3 25
2 2
154 F 154
1 |
051
E o
= 054
-1
154
2
251
> | 0 i > 3 > i > 3
z (cm) x107 x107
(c) (d)
10 t = 1513 (fs) 0° t = 200.1 (fs)
254 F 25
| B
1.5 . F 154 /
11 / : 3 F 11
— 057 /ZI 051
3 _ 3
L 0 S 0 i
= 051 - = 051
1 -1
-1.54 r -1.51
2 2
2.5 F 254
2 1 0 1 2 3 2 -1 0 1 2 3
z (cm) %107 z (cm) x107
(e) (f)
%73 t = 2514 (fs) «10° t = 300.2 (fs)
w5 251
21 2
154 F 154
1 |
051 [ 051
g g
< 0 EAN
= 054 L = 054
-14 1
15 F 154
2 2
254 r -2.51
2 1 0 1 2 3 2 -1 0 1 2 3
2 (cm) x107 z (cm) x107

30



Figure 5.4: The two figures show the proton energy spectra, corresponding to the simulation
presented in Figure 5.3.
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(a) Time evolution of the proton energy spectrum. The lines correspond to the cutoff
energy, E., and are calculated using different particle numbers, N¢, as described in
Figure 4.1 and Equation (4.4).
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(b) Angular distribution, with respect to traveling direction and relative to the target
normal, of the proton energy spectrum, at 751.8 fs.
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5.1 Reducing the amount of reflected radiation

The first alternative target design that we will consider is aimed at reducing the amount
of energy lost through the partial reflection of the pulse as it impinges on the front surface
of the target. That is, we are here focusing on the very first stage presented in Figure 5.1.
This has already been investigated in a number of different papers,2®29:30:31 but will here
be studied using nano-sized cones, which can be deposited on the surface of the target
using so-called hole-mask colloidal lithography. These cones can easily be created with a
base diameter of 50-500 nm, typically 2-3 diameters apart and with an angle of 20 degrees
to the cone axis.??

Consequently, the here presented target design is an otherwise plain target but with
cones embedded on its surface. The electron and ion densities in the cones are taken to be
identical to that of the foil and the geometry of the cones are defined by a base diameter
of 500 nm and an angle of 20 degrees. The cones are set to be uniformly separated in the
transverse direction with a peak to peak distance of 1250 nm, corresponding to 2.5 base
diameters. However, as the simulation is still performed in only two spatial dimensions
it would be more correct to say that the target has gratings on the front surface, rather
than cones, but given the size of the structures no major difference is expected and this
colloquial denomination is therefore kept throughout the thesis.

Due to the presence of the cones, the treatment of the preplasma will have to be
considered in a slightly different manner compared to previously. We still use the simple
quadratically increasing density profile and the preplasma is still taken to start at a fixed
distance from the foil surface, excluding the nano cones. This fixed distance is now taken
to be the previous preplasma thickness plus the height of the cones. The preplasma density
then quadratically increase to the foil density as it reaches the foil, including the cones.
This way we attempt to, in a very simple and ad hoc manner, emulate a preplasma that
has expanded from both the cones and the foil, partially filling the troughs.

Presented in Figure 5.5 are the electric field, the electron density and the proton density
for different times into the simulation. As was also the case for the standard plain target,
Figure 5.3, the charge-separation field has begun to form by the time the point of maximum
intensity of the pulse has reached the target, Figure 5.5b. However, a closer comparison
with the plain target shows that the field is both stronger and covers a larger spatial region
than before. Furthermore, the charge-separation field now not only travels in the positive,
but also the negative transverse direction and appears to remain for an extended amount
of time as compared to the plain target, Figures 5.3c—5.3f. The reason for this appears to
be twofold. The cones both increase the amount of energy transferred to the hot electrons
and, as the target is no longer homogeneous in the y-direction, the directionality of the
generated hot electrons has been altered such that the transverse electron transport is
reduced.

The results of using the cones can be clearly seen by studying the time evolution of the
proton energy spectrum, which for the setup at hand can be found in Figure 5.7a. The
spectrum can be seen to be close to, but not entirely, saturated before the most highly
energetic protons start leaving the simulation box. Before this point, the maximum energy
achieved is three times higher than the equivalent of the plain target, Figure 5.3a. Upon
comparing the angular distributions of the two setups, Figures 5.3a and 5.5a, we see that
this however has come at the cost of now having a slightly less collimated proton beam.
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Figure 5.5: Simulation of a TNSA setup, with an pulse of 0.75J incoming at an angle of
45 degrees to the target normal. The target consists of a 3um thick foil of plasma, with
nano-sized cones on the front side, and is initially described by a density profile as shown
in Figure 2.3. The preplasma extends from the foil such that the plasma density becomes
zero at a fived value of x. The color scales are identical to that of Figure 5.2.
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Figure 5.6: The two figures show the proton energy spectra, corresponding to the simulation
presented in Figure 5.5.
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(a) Time evolution of the proton energy spectrum. The lines correspond to the cutoff
energy, E., and are computed using different particle numbers, N, as described in
Figure 4.1 and Equation (4.4).
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(b) Angular distribution, with respect to traveling direction and relative to the target
normal, of the proton energy spectrum, at 751.8 fs.
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5.2 Restricting hot electrons from transverse spread-
ing

As was mentioned in the preceding section the transport of hot electrons in the transverse
direction, the second stage presented in Figure 5.1, plays a major role in attempts at
sustaining the charge-separation field for longer times. That this is indeed the case will be
shown more explicitly in this section where we present two different setups that isolate the
target in the transverse direction.

The first target towards this goal is a plain target, as in the standard TNSA setup.
However, the target only extends 7.5 um in the positive transverse direction, thus being
equivalent of firing the laser pulse at the edge of the foil. The electric field, electron density
and proton density for a few different times into the simulation are for the present setup
presented in Figure 5.7. The effect of this, as compared to the plain, standard TNSA
setup presented in Figure 5.3, is that hot electrons will travel in the positive transverse
direction until they reach the edge of the foil, at which time they will be reflected at
the plasma-vacuum boundary and instead escape the simulation region in the negative
transverse direction. This also makes the transversely traveling charge-separation field get
reflected, as can be seen in Figures 5.7b—5.7e.

Turning our attention to the proton energy spectrum generated using this setup,
Figure 5.8, we see that this has increased the maximum proton energy by about 50 %,
Figure 5.9a, as compared to the standard setup, Figure 5.5a. That we see this increase in
energy is not a surprise. In fact, it is exactly what we envisioned would be the effect, and
the very reason the setup was proposed. However, one may also suspect that there will
be a change in the angular distribution, since the protons in the sheath mainly travel in
direction normally to the target surface. That we will have protons traveling at 90 degrees
to the target normal, from the edge where we also have envisioned a proton layer, is
therefore a given. From Figure 5.9b we can see exactly this, also explaining why we now,
in Figure 5.9a, see more than one occurrence of large amounts of particles leaving the
simulation region. The first instance is due to the particles traveling in the transverse
direction. Of greater importance is however the fact that the width of the main distribution,
centered close to the target normal, appear to be unchanged, thus giving us the result of a
more energetic proton beam without any effect on the collimation.

The second target presented in this section is also a plain target as the first one, but
this time the target only extends 7.5 um in both the positive and the negative transverse
directions. This corresponds to having a thin, in both the normal and transverse direction,
strip as the target still has an infinite extension in the third spatial dimension. As before
we begin by studying the electric field, electron density and proton density for a few
different times into the simulation, for this target design to be found in Figure 5.9.

From experience drawn from the first setup of this section, with the edge of the target,
it is reasonable to suspect that isolating the target in also the negative transverse direction
will lead to an even greater increase in energy, as the hot electrons should now be unable
to be transported away from the region. This is also what we see from Figure 5.9, where
the charge-separation field can be seen to be reflected twice over the time range covered,
ultimately keeping a strong field present at the boundary between the expanding sheath
and the vacuum for a longer time. By looking at the time evolution of the proton energy
spectrum, Figure 5.11a, we find that the maximum proton energy has now increased by
about 150 % as compared to the standard TNSA setup, Figure 5.5a. However, the increase
is most likely even higher as the spectrum has not yet reached saturation by the time
the protons start leaving the simulation box. As with the previous setup, the very first
occurrence of particles leaving the region is in the transverse direction.

Furthermore, the angular distribution can be found in Figure 5.11b, showing particles
traveling both in the positive and negative y-directions, as expected. The main distribution
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this time hints at being slightly less collimated, thus giving us a slight trade-off for the
large energy increase.

Figure 5.7: Simulation of a TNSA setup, with an pulse of 0.75J incoming at an angle of
45 degrees to the target normal. The target consists of a 3um thick plasma foil, which is
initially described by a density profile as shown in Figure 2.3. The foil only extends 7.5
in the positive y-direction from the focus spot of the laser. The color scales are identical to
that of Figure 5.2.
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Figure 5.8: The two figures show the proton energy spectra, corresponding to the simulation
presented in Figure 5.7.

L f 1011
1200 107 i
——-108
OOE o
100 [
101 10"
800 i o
— -
A 9 9
= i 10
= 600 =
i
2,
400 i
108
200 -
0 - - 107
10 15 20

E (MeV)

(a) Time evolution of the proton energy spectrum. The lines correspond to the cutoff
energy, E., and are calculated using different particle numbers, N¢, as described in
Figure 4.1 and Equation (4.4).
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(b) Angular distribution, with respect to traveling direction and relative to the target
normal, of the proton energy spectrum, at 751.8 fs.
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Figure 5.9: Simulation of a TNSA setup, with an pulse of 0.75J incoming at an angle of
45 degrees to the target normal. The target consists of a block of plasma, of dimensions
3um x 15 um, and is initially described by a density profile as shown in Figure 2.3. The
color scales are identical to that of Figure 5.2.

(a) (b)
103 t=00(fs) <102 t=100.1 (fs)
251 3 251
24 2
15 L 154
1 1 //////
051
g ] ‘
= 054 ;
o4 \ %
2
25
2 1 0 1 2 3 2 -1 0 1 2 3
z (cm) x107 z (cm) %107

15 3 -15 1
21 /// F 21
2.5 //// r 2.5
2 1 0 1 2 3 2 -1 0 1 2 3
z (cm) %107 z (cm) %107
(e) ®
10° ) t = 2.51'4 (fs) ) ) ) «10? ) t= 3.00'2 (fs) )
25 «%/ - 251
21 2
151 3 15
14 14
— 057 — 051
g g
Y Y
= 054 = 051
-1 -1
-1.54 g r -1.51
2 2
2.5 3 251
2 1 0 1 2 3 2 -1 0 1 2 3
z (cm) %107 x (cm) %107

38



Figure 5.10: The two figures show the proton energy spectra, corresponding to the simulation
presented in Figure 5.9.
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(a) Time evolution of the proton energy spectrum. The lines correspond to the cutoff
energy, E., and are calculated using different particle numbers, N, as described in
Figure 4.1 and Equation (4.4).
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(b) Angular distribution, with respect to traveling direction and relative to the target
normal, of the proton energy spectrum, at 751.8 fs.
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5.3 Increasing the field at sharp tips

In the previous alternative setups we have seen how the charge-separation field can be
increased and spatially localized to the region of interest for a longer time by means of
increased absorption and restriction of the transverse movement of the highly energetic
electrons. In this section we will present a final setup, drawing upon a rather different
idea. It is well known that electric fields are stronger close to sharper objects.'® A nice
example of this was shown by Gonoskov et al.,33 where the interaction of a laser pulse
with a micron-sized Christmas tree was investigated. It is with this in mind that the final
setup is utilizing nano-sized cones on the rear side of the target identical to what was used
on the front side of the target in section 5.1. To reiterate, the electron and ion densities
in the cones are identical to that of the foil, the geometry of the cones are defined by a
base diameter of 500 nm and an angle of 20 degrees and the cones are set to be uniformly
separated in the transverse direction with a peak to peak distance of 2.5 base diameters.

The presence of the cones on the rear surface requires us to alter the geometry of the
proton sheath. The way we see it, this can be done in two ways. The easiest way is to
simply let the sheath extend a fixed distance in the z-direction, from the surface (cones
included). This would be equivalent of depositing an identical amount of protons per
unit area on the rear surface. However, as the surface is no longer flat the sheath will be
thinner at the sides of the cones, in the direction normal to the surface (cones included).
The other alternative is then to make the proton sheath equally thick, with regards to the
actual surface normal (cones included). This is presumably the more likely scenario of
water vapour contamination.

We once again start by studying the electron and proton densities, along with the
electric field, for a few different times into the simulation. This is presented in Figure 5.11,
from which we can indeed see that the generated charge-separation field is stronger close
to the tips of the cones. However, a comparison with the plain target, Figure 5.3, shows
that the charge-separation field now covers a slightly smaller spatial region and appear to
remain in the region on the same time scale as before. We can also see that it is mainly
from the very tips of the cones that the expanding sheath of protons is forming and that
these protons travel not only in the target normal direction as before, but in a wide range
of directions due to the normal direction of the surface at the cones.

Upon turning towards the time evolution of the proton energy spectrum, Figure 5.13a,
we find that the maximum proton energy has actually been slightly reduced compared to
the standard setup, Figure 5.5a, contrary to the desired effect. The angular distribution,
Figure 5.13b, however, shows what is expected. Namely that the collimation of the proton
beam has all but vanished. This is simply an effect of the charge-separation field being
directed normally to the rear target surface. As the rear surface now has inclined cones,
the protons on the sides of the cones will be accelerated in the direction normal to this
side rather than the z-direction as for a plain target.

The fact the cones failed to increase the proton energy is most likely due to the size of
the structures. It can be seen that the structures on the rear side are quickly destroyed as
the charge-separation field is formed. Thus, no noteworthy increase of the charge-separation
field can be seen simply because the sharp edges do not survive long enough. Furthermore,
the hot electrons appear to behave largely unaffected by the structures and are transported
away just as easily as with the plain target. This could presumably be changed by increasing
the size of the structures.
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Figure 5.11: Simulation of a TNSA setup, with an pulse of 0.75J incoming at an angle of
45 degrees to the target normal. The target consists of a 3um thick foil of plasma, with
nano-sized cones on the rear side, and is initially described by a density profile as shown in
Figure 2.3. The plasma sheath on the rear side is extending a fized distance in the positive
x-direction. The color scales are identical to that of Figure 5.2.
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Figure 5.12: The two figures show the proton energy spectra, corresponding to the simulation
presented in Figure 5.11.
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(a) Time evolution of the proton energy spectrum. The lines correspond to the cutoff
energy, Ec, and are computed using different particle numbers, N., as described in
Figure 4.1 and Equation (4.4).
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(b) Angular distribution, with respect to traveling direction and relative to the target
normal, of the proton energy spectrum, at 751.8 fs.
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Figure 5.13: Summary of the energy and collimation of the resulting proton beams from
the simulation setups presented in Figures 5.3, 5.5, 5.7, 5.9 and 5.11. For every setup the
energy, E., is computed for three different particle numbers, N., as described in Figure 4.1
and Equation (4.4). Using only the part of the spectrum above this energy, the angular
width, A, is taken as the value of full width at half mazimum of the central peak in the
corresponding angular spectrum.

5.4 Summary and suggestions

In this chapter four alternative target designs have been described and analyzed according
to proton energy spectra and angular distributions of direction of travel. These have
mainly been compared to the standard TNSA setup, with a flat surface, presented in the
beginning of the chapter and the basis for the target designs was mostly draw from ideas
presented in Figure 5.1.

An attempt has been made at summarizing the performance of the different setups with
respect to the parameters already mentioned, using the definition of the energy cutoff from
Equation 4.4. This is presented in Figure 5.13 and for three different particle numbers,
N.. The angular width, A#@, is the value of full width at half maximum of the distribution
centered at 0degrees in the angular spectrum. Only the part of the angular spectrum
above the corresponding energy cutoff is used in calculating the angular width.

What the figure shows is that there is only a mild change in the collimation of the
proton beams between the different setups, but that the energy cutoff can be increased
substantially by either increasing the absorbed energy or decreasing the transverse transport
of electrons. It also clearly shows that the addition of nano-sized cones on the rear side of
the target greatly affects the collimation of the proton beam, for the worse, without any
increase in proton energy, at least for the size and geometry considered in this work.
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Upon performing the simulation of the target limited in both the positive and negative
y-direction it was noticed that the hot electrons circling around the target appear to do so
quite isotropically. It has also been noticed that the currents generated within the target
gives rise to strong magnetic fields in the near vicinity of the target surface. Through
this, an idea came to mind that a very strong magnetic field could be used to restrict the
movement of the hot electrons in the transverse directions, thereby making the charge
separation field stronger and presumably more directed.

A suggestion is therefore to use one or multiple laser pulses to first set up a strong
current in the target, such as to magnetize it. This can be done by having the target be a
micron-sized puck which you hit from the side, but slightly off center. This will set up
a strong circular current in the puck, generating a magnetic field in the target normal
direction. When the main pulse hits the face of the puck the hot electrons will presumably
behave much like in the simulation most recently mentioned, only this time their transverse
motion should be more restricted and thereby improve the quality of the proton beam as
discussed.
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Chapter 6

Conclusion

We have in this thesis plunged into the field of ultra intense laser-matter interactions. This
has mainly been done through the use of particle-in-cell simulations via the numerical code
PICADOR, focused on light ion acceleration in the TNSA regime. The light ions have, for
all intents and purposes of this thesis, been represented by protons.

The first question that we set out to answer was if TNSA simulations in PICADOR are
affected by any artificial charging of the simulation boundary. It was shown in chapter 4
that this effect is insignificant for typical TNSA simulations, given that the simulation box
is sufficiently large. Furthermore, it was noted that this box size is roughly the same as
the size required for the proton beam to reach saturation in energy. For 2D simulations
considered in this thesis it means that typical TNSA simulation can be performed with a
simulation box on the order of 50 pm x 50 pwm.

In chapter 4 we also identified and resolved a stability issue present in 2D (as well
as in 1D) simulations when using PICADOR. This was caused by incorrect handling of
current deposition and boundary conditions when the number of grid cells in at least one
dimension became too small. Furthermore, another implementation error was concurrently
found and fixed, this time relating to the CIC and TSC current deposition schemes. This
issue came from the fact that particle positions and momenta are defined at different
moments in time (differing by half a time step), something that was not properly handled.
Both of these implementation errors were eventually spotted much through the use of
monitoring the total energy in the simulation volume. The diagnostics tool to do this was
implemented as a module in PICADOR, as part of the work on this thesis, and further
improvements of the module have been suggested.

As a result of the work presented in chapter 4 it became possible to perform efficient
and reliable 2D TNSA simulations using PICADOR. We have taken full advantage of this
in chapter 5, where a number of alternative target designs have been investigated. The
designs were chosen such as to address key ideas of how to improve the TNSA process.
The effects of adding nano-sized cones to both the front and rear target surfaces have
been studied in an attempt at increasing the amount of laser energy absorbed by the
target and increasing the charge separation field, respectively. Furthermore, two target
designs with a finite and semi-infinite extension in the (simulated) transverse dimension,
respectively, have been investigated. The key idea with these designs is to reduce the
unwanted transport of hot electrons in the transverse direction.

Upon comparing the discussed alternative designs to a more typical plain target it was
found that all but one of the designs resulted in an improvement of the proton beam. The
usage of nano-sized cones on the front surface greatly increased the proton energy, both by
increasing the amount of laser radiation absorbed by the target but also by making the
generating the hot electrons more isotropically, thus decreasing their transverse spreading.
The two designs of a target with limited extension also increased the proton energy, without

45



much of a trade-off in collimation, in the way that was expected. Thus, it was the use of
nano-cones on the rear surface that did not result in any improvement of the proton beam.
The reason most likely being that the structures are too small to have any significant effect
on the hot electrons.

Lastly, a new target design is proposed at the end of chapter 5 involving the magne-
tization of a micron-sized puck, using one or even multiple laser pulses. The generated
magnetic field is then though to restrict the ability of the hot electrons, generated by
a main pulse, to move in the transverse directions. This design is however not studied
further in this thesis, but is left for future investigation.
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