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Linear Massive MIMO Precoders in the Presence of
Phase Noise — A Large-Scale Analysis

R. Krishnan, M. R. Khanzadi, N. KrishnaMember, IEEE)Y. Wu, Member, IEEEA. Graell i Amat, Senior Mem-
ber, IEEE,T. Eriksson, and R. Schobdtellow, IEEE

Abstract—We study the impact of phase noise on the downlink a MIMO broadcast channel (BC), is inherently robust to channel
performance of a multi-user multiple-input multiple-output system,  correlation effects/]1].
where the base station (BS) employs a large number of transmit |, general, MIMO systems suffer from MU interference during

antennas M. We consider a setup where the BS employa/,.. free- d link t . hich i tiqated b fch |
running oscillators, and M /M.s. antennas are connected to each ownfink fransmission, which Is mitigated by means of channeéi-

oscillator. For this configuration, we analyze the impact of phase aware precoding methods implemented at the BS [6]. Nonlin-
noise on the performance of the zero-forcing (ZF), regularized ZF, ear precoding methods such as dirty-paper coding are capacity
and matched filter (MF) precoders when M and the number of gchijeving for the MIMO BC[[6]. However, these precoders are
users K are asymptotically large, while the ratio M/K = 5 IS highly complex, thereby motivating the need for computation-

fixed. We analytically show that the impact of phase noise on the . .
signal-to-interference-plus-noise ratio (SINR) can be quantified as ally simpler methods such as linear precodeis [7]. For MIMO

an effective reduction in the quality of the channel state information Systems, in the asymptotic regime, whevé and the number
available at the BS when compared to a system without phase of UESs, K, are asymptotically large, linear precoders have been
noise. As a consequence, we observe that dd.. increases, the shown to achieve close-to-optimal performaride [8[-[11].

SINR performance of all considered precoders degrades. On the One of the early works analyzing the downlink performance of

other hand, the variance of the random phase variations caused by . . . . o
the BS oscillators reduces with increasingM.... Through Monte-  MIMO in the asymptotic regime i$ [8], where it is shown that for

Carlo simulations, we verify our analytical results, and compare the M, K — oo, a linear growth in the sum rate with/ and K can
performance of the precoders for different phase noise and channel be achieved with the zero-forcing (ZF) precoder. Howevet,Jin [9],
noise variances. For all considered precoders, we show that whenit is shown that the linear sum rate growth cannot be achieved
B is small, the performance of the setup where all BS antennas for the ZF precoder whei//K = 1. This issue is overcome by
are connected to a single oscillator is superior to that of the setup . . .

regularized ZF (RZF) precoding, whose regularization parameter

where each BS antenna has its own oscillator. However, the opposite . o . .
is true when 3 is large and the signal-to-noise ratio at the users is @ can be chosen such that it optimizes the signal-to-interference-

low. plus-noise ratio (SINR) or the sum mean square error (sum
Index Terms — Massive MIMO, linear precoding, phase noise, MSE). In [10], [11], it is shown that, in the asymptotic limit, the
broadcast channel, random matrix theory, multi-user MIMO. RZF precoder maximizes the SINR in the case of independent

identically distributed (i.i.d.) Gaussian channels. [nl[12], it is
shown that forM, K — oo, the matched filter (MF) precoder
requires significantly larger numbers of antennas than the RZF
ASSIVE multiple-input multiple-output (MIMO) is a precoder to achieve the same performance. However, [13] reveals
promising technology for future wireless networks [1]that the MF precoder outperforms the ZF precoder in terms of
[2]. This technology deploys antenna arrays containing hundresteergy efficiency, while in terms of spectral efficiency, the ZF
of antennas, which can be exploited to significantly enhance fi@coder performs better. In some recent wofks [14] [15], the
network throughput and energy efficiency performancés [3]. SINRs achieved by linear precoders in the asymptotic regime are
In particular, employing massive antenna arrays at the batrived for the case where the channels between the BS and UEs
station (BS) is expected to provide significant array gains aade correlated. In addition, imperfect channel state information
improved spatial precoding resolution for downlink transmissiqi€CSI) at the BS is assumed, and the precoders are optimized
in multi-user (MU) MIMO systems[[4]. This in turn is expectedsuch that the SINR achieved at the UEs is maximized.
to increase the throughput per user equipment (UE), and enablé most prior works on MU-MIMO downlink transmission| [7]-
the support of a large number of UEs at the same time. [15], it is assumed that the hardware components of the MIMO
It is known that as the number of BS antenndsbecomes transceiver are ideal. However, it is now well understood that the
asymptotically large, the channels between the BS and tperformance of these systems can be severely limited by impair-
different UEs become approximately orthogoridl [1], [5]. Thisents arising from nonideal transceiver hardware components
indicates that significant spatial diversity can be achieved dfi&]. Furthermore, implementing linear precoding methods at the
to the spatial separation between the antennas of the differBft mandates the availability of reliable CSI. This is challenging
UEs. Thus, the MU-massive-MIMO downlink channel, which isince the coherence time of the channels between the BS and its
associated UEs is finite, and thus the BS is required to update its
Rajet Krishnan, M. R. Khanzadi, Alexandre Graell i Amat, and Thomags| regularly. Also, hardware impairments affect the CSI quality
Eriksson are with the Department of Signals and Systems, Chalmers Unlver%:itryasticaIIy and the phase noise caused by noisy local oscillators
of Technology, Gothenburg, Sweden (e-mditajet, khanzadi, alexandre.graell, )
thomasé@chalmers.se). Y. Wu and R. Schober are with the Institute for Digitalsed in the transceivers is a major contributor to this problem
Communications Friedrich-Alexander Universit - i i i
mail: {yongpeng.wu, schobp@Int.de). N. Krisr%/nEr]rleilggv?/ir;hNgSetl)liggmgAg)ar(lm’ ﬂﬂ]’. [20]. In_general, ph_ase noise manifests Itself. as a
Diego, California, USA (e-mail: nakrishn@qti.qualcomm.com). random, time-varying phase difference between the oscillators
Research supported by the Swedish Research Council under grant #2011-566nnected to the antennas at the BS and the UEs [18], [19]. Phase

|. INTRODUCTION



2 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY

noise causes random rotations of the transmitted data dgmbo phase variations caused by the BS oscillators reducéd as
thereby causing performance degradation. As illustratefd 7], increases.
[20], phase noise also causes partial coherency loss,the., « We compare the performance of the precoders for different
true channel during the data transmission period can becomphase noise and additive white Gaussian noise (AWGN) vari-
significantly different from the CSI acquired during theiniag ances by using Monte-Carlo (MC) simulations. We show that
period. This is referred to as tlehannel-aging phenomendgii]. the SINRs derived for the precoders are accurate for relevan
It is therefore expected that phase noise at the BS and the UEaNnd practical values of/ and K. Furthermore, we illustrate
will present a serious challenge towards realizing the ecgr  how the relative performance of the precoders depends on
dented advantages promised by massive MIMO [1]. The effectMosc, M, 3, the phase noise and AWGN variances, and the
of phase noise on the uplink performance of a massive MIMOCSI quality at the BS.
system has been analyzed in1[16].1[17].1[20]. One of the eadyFinally, we compare the achievable rates of the CO and the DO
works on the downlink performance of MIMO systems in the setups via simulations. A general observation for all cdersd
presence of phase noiselis][22], where the error-vector iualgn ~ precoders is that the CO setup performs better than the DO
degradation is analyzed. However, the number of studies orsetup when3 is small. However, the opposite is true whgn
the impact of phase noise on the downlink performance of ais large and the signal-to-noise ratio (SNR) at the UE is low.
massive MIMO system are limited. Prior work on the downlink The remainder of the paper is organized as follows. In Sectio
performance of massive MIMO systems confirms that thdij we introduce the massive MIMO system model with phase
performance can be reliably predicted using large-scaiyais, noise and AWGN, and review the time-division duplexed (TDD)
where M, K — oo [14], [15]. This is because, even though theransmission mode and the considered linear precoders. We
SINR depends on the instantaneous values of the channel prgkent a large-scale analysis of the received signal,ftbetige
other random effects, these effects become deterministtbé SINR, and other analytical results in Sectidng IlI IV. In
asymptotic regimel[[14],[[15]. Interestingly, large-scalealysis Section Y, we discuss our analytical and simulation resiits
of MIMO systems is accurate even for practical valuesMdf summarize our key findings in Sectibn]VI. Some useful results
and K. Hence, we expect that a similar analysis using tooleom the literature are presented in Appendix A, and the fsroo
from random matrix theory (RMT) [14]/[34][[35] will proviel for the main analytical results are provided in Appendicesnd
new and important insights on the impact of phase noise on the
performance of massive MIMO downlink transmissions, arisl th Notation Vectors and matrices are represented by boldface
constitutes one of the main motivations for this work. lower-case and bold-face upper-case letters, respectifle
In this paper, we analyze the massive MIMO downlink pecomplex Gaussian distribution and the real Gaussian ligitoin
formance of linear precoding schemes, including the ZF, ,RZkith mean . and variances? are denoted ag€\ (i, 0?%), and
and MF precoders in the presence of oscillator phase noise. W(u, 0?), respectively. The Hermitian, conjugation, expecta-
consider a single-cell massive MIMO system comprising ori®n with respect to¢, and trace operators are denoted as
BS serving multiple single-antenna UEs. We analyze a génefg™  {-}* ,Es{-}, andtr {-}, respectively®{-}, 3{-}, |- | and
setup, shown in Fidll1, where the BS empldys;. free-running Z- are the real part, imaginary part, magnitude, and the angle
oscillators, andM /M,s. € Z* BS antennas are connected t@f a complex number, respectively. Tih& norm of a vector is
each oscillator. We refer to this as the general oscilla@®D) denoted byj|-||. An n-dimensional complex vector is denoted by
setup. Two interesting special cases arise from this gesetep. C"*!, while C"*™ denotes the generalization to &n x m)-
In the first case, all BS antennas are connected to a sindlmensional complex matrix. The integer space is denoted.by
oscillator (referred to as the common oscillator (CO) sgtip Thediag {. ..} operator generates a diagonal matrix from a given
the second case, each BS antenna has its own oscillatoméetfevector, whileI,; denotes an\/ x M identity matrix.
to as the distributed oscillator (DO) setup). For the comsd
setups, we obtain the following results: I1. SYSTEM MODEL

« For the GO setup, we derive the effective SINRI[1B].[26] at a |n this section, we introduce the considered single-celisive
given UE for the RZF precoder ad, K — oo, while the ratio  MIMO system with i.i.d. flat-fading channels, oscillator gste

M/K = B is fixed. Then, we derive the optimal regularizatiomoise at the BS and the UEs, TDD operation, channel estimatio
parametery, which maximizes the effective SINR for the RZFat the BS, and linear precoding.

precoder. Furthermore, we derive the effective SINRs othe
and MF precoders for the GO setup, by treating them as speg’\al
cases of the RZF precoder. ' i } o
« We show that the impact of phase noise on the SINR of We conS|deraS|_ngIe—c_eII system consisting of a BS thateserv
the precoders can be quantified as an effective reductionfof UES. The BS is equipped witii/ antennas and each UE
the quality of the CSI available at the BS, when compard® €quipped with a single antenna. The channel between the
to the system without phase noise. As a consequence, Wi antennayn € {1,..., M}, at the BS and theith UE,
observe that ag/,,. increases, the SINR performance of alff € {1.-.., K}, is assumed to be frequency-flat Rayleigh block-
considered precoders degrades. Specifically, the desgadls fading, and its gain is denoted @§™ ~ CA(0,02,), where
power decreases ag,... increases for all considered precoders:%, = 1. Furthermoreh,(gm) is the(k, m)th entry of H € CE*M,
Furthermore, the interference power increases with irsinga which represents the channels between the BS and the UEs.
M. for the RZF and the ZF precoders. For the MF precodérhe coherence time of the block-fading channel is denoted by
the interference power is almost independent from the effét.. Without loss of generality, it is assumed that the largaesc
of oscillator phase noise. However, the variance of thewand fading component of the channel is unity.

Channel and Phase Noise Models
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Fig. 1: The general oscillator (GO) setup, where the BS has. free-running

oscillators, andM /Mosc € ZT BS antennas are connected to each oscillator.

We consider the GO setup where the BS empladysg.

free-running oscillators, and//M.. € Z* BS antennas are

connected to each oscillator. Considering a discrete-tener

wherelf, ,,,, denotes an all-one vector of lengdf/ Mo,
and hy,

M, T ¢, denotes the pilot symbol
transmitted by thekth UE. w, o = [wfjé,...7w%)]T, where
wﬁ’f}) ~ N(0,02) denotes the zero-mean AWGN random vari-
able (RV) at themth receive antenna.

Based ony, o, a linear MMSE channel estimate is formed for
the kth UE at time instany = 0. This estimate can modeled as

a Gauss-Markov process [14], [24]
ho x = /G0xO0 khk, + /TR We k- (4)

Here, w. € CM>*! represents the estimation error, and its
entries are complex Gaussian i.i.d. RVs with zero mean aitd un
variance.hg ;, € CM*! in @) is the kth row of Hy € CK*M,
which contains the channel estimates of all UE channels. For
the linear MMSE, The entries ok, ; and Boyk are considered

phase noise model[18]. [19], in theh symbol interval, the phasey pe statistically independent of each otterl [24]. Withimsss

noise sample at theth UE is denoted byplg.k), and that of the
Ith oscillator at the BS is denoted mg_z) [23], where

O A ATANOGD, @

b
o) =\ + A AT~ N(0,02). 2
Here, k € {1,...,K}, I € {1,..., My}, and o}, and o

of generality, we assume thag = go, andgi = ¢1,5, and set
the channel estimate variance @% L qoofh +q¢ = 1. The
parameter € [0, 1] reflects the qu]élity of the channel estimate.
When gy = 1, a perfect channel estimate is available at the BS,
while for g = 0, the channel estimate is completely uncorrelated
with respect to the original channel.

denote the phase noise increment variances at the UE and the

BS, respectively. Since the channel is constant within and
given that themth BS antenna is connected to thh oscillator

at the BS,G(.’Z) = 905.’“) + ¢§.l) is the phase noise sample tha

impairs the iink between theth UE and themth BS antenna.

B. TDD and Channel Estimation

C. Downlink Transmission and Linear Precoding

Let the data transmission on the downlink from the BS to the
UEs commence in the symbol interval= 7, where ¢ < T¢).
Here, 7 denotes the symbol periods that have elapsed after the
uplink transmission of the pilot symbols from ti¢h UE. The
signal received by théth UE at time instant can be expressed

The TDD mode of operation is assumed, where the UEs fi}

transmit orthogonal pilots to the BS in order to facilitateannel

estimation. Upon reception of the pilots from the UEs, the BS
forms an estimate of the channel between its antennas and the

UEs. Exploiting channel reciprocity1[2], the channel estimis

then used by the BS to transmit data in the downlink to the UEs.

During channel training, the UEs transmit uplink pilot syofgh
that are orthogonal in time. Specifically, the UEs transimdirt

pilot symbols sequentially in time, meaning that when onei§JE
transmitting, the otheK —1 UEs are silent. This training schem
permits a simple channel estimation method at the BS, andeas

shall see later, facilitates the large-scale analysis efNHMO

downlink performance 2] 114][15][117].120]. Importdwy, this
training scheme aids in capturing the channel-aging effiect

to phase noise on the SINR achieved at the UEs. Our anal
of the impact of phase noise on the system performance for

this specific training scheme qualitatively also extendsttoer

training schemes—seé& [17], where a code-orthogonal trguini

scheme is also considered.

The signal received at the BS from théh UE at time instant WhereP = diag {p1, ...

j =0 can be written as

Yu,0 = v/Pu,k®o khicor + Wyo, 3

where perfect timing and frequency synchronization are

sumed [[18], [[18]. In[B)yu.0 = 10, - -, 5\ 17, wherey ")

represents the received signal in the uplink at théh BS
antenna.p, , denotes the uplink transmit power of thah

. (1) (Mosc)
UE, O ) = diag {e'ﬁovle 900, % T }'

IXM/Meoge? " "1 € 1X M/ Mose?

€

Yi» =hl, 0. 1% + wa )
K
=hl,0., Z /Py 80,k Cr,key + Wd k- (6)

ki1=1

In @), x, € CM*! is the transmit signal, and irJ(6¥%. is
written as a linear combination of the data symbelg,, k <
{1,..., K}, transmitted to theX UEs. The data symbols are
assumed to be circularly symmetric, but not necessarilys§ian
distributed [27].go.» € CM*! is thekth column of the downlink
precoding matrixG, € CM*¥X whereGy = [go.1,-- -, 8o.x]-
wa x ~ CN(0,02) denotes the AWGN RV at thkth UE.

.In this work, we consider RZF precoding inl (6), i.€&, can

& written as [[T4]

o -1
Go = ¢ (HF, + MaIM) ips, @)
DK}, Pk, Vk € {1,..., K} denotes the
power allocated to théth UE, and the normalization parameter
¢ is set such that the precoder satisfies the power constraint
tr (G{/Go) = 1. Note that the RZF precoder ifil(7) is known

do. perform better than the other linear precoders, such @s th

MF and the ZF precoders|[9]_[11]. Furthermore, the RZF
precoder simplifies to the ZF precoder when — 0, i.e.,

~ A A -1
Gy = (HY (Hng) P, and to the MF precoder when
a = 00, i.e., Gy = ¢HEP? [14].
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I1l. L ARGE-SCALE ANALYSIS OF THE RECEIVED SIGNAL Remark 1:The termst and¢ in (@) depend oy and 3, and
AND ACHIEVABLE RATES captures the channel hardening effédt [2], [8].][14] thautes

In this section, we use tools from RMT to analyze the receivdtP™ the averaging of the random fading channels when RZF

signal model in[(B). Specifically, we present a simplificatnf Preceding is used, and/, k' — oo. The term7py in (10)
the desired signal term ifil(6) for the GO setup WHénk — oo, captures the effects of phase noise variations at the BSeleatw

while M/K = 3. Notably, we will show that in the CO and pothe training and the data transmission phases, and is given b

setups, the multiple-input single-output (MISO) systemdelo Mose b
in (8 can be re-written as an equivalent single-input singl TpN = (@ =60") (14)
output (SISO) phase noise channel including the effecthabe 05¢ =1

noise, AWGN, and interference [25]. Furthermore, we defiree tSpecificaIIy, f

! . ; or the CO setup, whereA®, =
effective SINR, and discuss the achievable rates for the &ps I (ér=0)T,, P

and the DO setup, whereA®, =
diag {em&”wé”’ . ,eW(TM)*%M)}, (I4) reduces td [17]
A. Received Signal Model

For the RZF precoder ifiX7), the received signal atktte UE T M=o ej(m;%) CO setup 15
in (B) becomes PN oI DO setup (15)
i =hp 0. :Gocr + wa Inspection ofTpy in (@) and [Ib), reveals thatTpy reflects
T A4 1. the random phase variations caused by the oscillators at the
= Prhy Ok (HO Ho + MO‘IM) ho ek BS. The variance of/Tpn decreases ad/,.. increases, while
- its mean is zero for all values af/,.. |Tpn| represents the
Flaig random amplitude variations it, caused by transmissions

o -1 N . . ‘
+h©, ¢ (H?Ho + MaIM) Hg_kp_ék cr s using distributed (asynchronous) oscillators at the BSMAs.

2
increases, the mean ¢fpy| reduces froml to exp (——52 ).

i Specifically, for the CO setufilpn| = 1, while for the DO setup,
2
W,k 8) |Tpn| = exp (— 52 ). The variance ofTpy| is the highest for
In (@), we have introduced the following definitions:Mosc = 2, and decreases ads. increases. In summary, when
H, = [ho1,---shor—1,h0%41,---,hox], P = 2 < My < o0, there are random variations #by. In the DO
diag {p1, -y Ph—1,Pki1s- - > PK }s and - = setuﬂ, where M. = M, Tpnx hardens to a deterministic value
[CriyeeesCrkat,Crhtl,--sCri|T. Furthermore,ly, € C thatdepends om and o2. However, this hardening effect is not

andI!, € CM-'x! denote the scaling factors associated witbserved in the CO setup as the phase noise caused by the BS

n

the desired symbol and the interfering symbols at fita oscillator does not average out. .
UE, respectively. The factok,, is simplified in the following ~ From the central limit theorem (a& — oc), and since
proposition. the symbolsc, are circularly symmetric, the interference term
Proposition 1: Consider an RZF precoded downlink transmislinic, -1, in () is a circularly symmetric Gaussian RV for both
sion from a BS havingl/ antennas taK single-antenna UEs the CO and the DO setups. Furthermore, this term is unceecela
employing TDD in the presence of oscillator phase noise. L&nd hence independent) from the signal term. In the caseewhe
a>0,M/K=p,582>1,andg € [0, 1]. Assume thatl\lffﬂHfI 2 < Mose < 00, Iipge, — is non-Gaussian, but still uncorrelated
has uniformly bounded spectral norm for &ll. Then, the desired from the signal term. Further analysisf;c, _;, is relegated to

signal factorl,, for M, K — oo, can be simplified to Section[IV¥, and Appendices B and C. Upon applyihp (B (15)
o) in (8), we have
Lig = /PrqoTpnEte ¥r %0 ) 9)
h ! i, = \/quOTPNﬁtej(“’(’k)_“"gk))cr,k +LineCr - + wa k. (16)
where
1 For the CO and the DO setups, the MISO system moddllin (6)
Tpn 2 Mlim Mtr {A®,}, (10) and [8) becomes an equivalent SISO phase noise chanfel)in (16
e - [25]. However, wher2 < M,s. < oo, (18) still corresponds to
€= lim M1+ m(—a)) (11) a MISO phase noise channel, sinEey in (I4) depends on the
M,K—00 m/(_a)zéilpk random phase noise variations of the multiple oscillatarthe
— BS.
—1- 202 1 2(6 + 1 1-p5)2
m(—a) = 8 aB + /Ba 2+B(ﬁ+ JaB + (1 - f) (12)
o
m(—a) B. Effective SINR and Achievable Rates
t=———2—. (13) i .
m(—a) +1 For the CO and the DO setups, we define the effective SINR
based on the SISO phase noise channdlih (16) as [25]
. (1) _ (1)
n D v =l o 1y
one) _g{Mose fXM/Mosci' m(—a) in (@2) is the Stielties SINR, = o — (17)
Transform of the Marchenko-Pastur Law [32, Eqgs. (1.12, 2,43 int w
dm(z
and m’(—a) = % |Z:*a' 11t is important to note that the results for the DO setup alshl lin the case

Proof: Please refer to Section B of Appendix C. B where Mosc — oo, while the ratio M /Mo is fixed.
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Since the phase noise il (2) drifts symbol-by-symbol, th¢RSI IV. SINR ANALYSIS AND OPTIMAL «

which depends om, also varies symbol-by-symbol. In order o | this section, we first present the analytical results fa t
analyze the achievable rate of a given UE based on the SINRJINR achievable at a given UE for the considered precoders.
(I2), we model the phase noise to be a constant within a bibck\ge introduce Theorerfil 1, which provides the effective SINR
symbols [28]. Therefore, the SINR which is computed for 09IV for the GO setup. Then, the theorem is used to obtain the
7 corresponds to the SINR associated with a block of symbolgfective SINR when the ZF and the MF precoders are used at
and can be used to determine the achievable rafe [29]. Nate ffe BS. Furthermore, we analytically determine the optimal
this model is implicity used in[3],[[16].[17]. Furthermarthis  \yhich maximizes the effective SINR at a given UE for the RZF
model is only used to evaluate the achievable rates baseteondrecoder.

SINR derived, and is not required, per se, for deriving theFSI

and the other analytical results in this paper. The achievate A. SINR of the RZF Precoder

computed based on this model is an upper-bound for the casgheorem 1:Consider an RZF precoded downlink transmission
where the SINR varies symbol-by-symbol. from a BS havingM/ antennas td< single-antenna UEs employ-

Based on the effective SINR i{l17), an upper bound for theg TDD in the presence of oscillator phase noise. ket 0,
achievable rate of théth UE for the CO and the DO setups forg > 1, ¢, e [0,1], andSINR;, denote the effective SINR at the
a given block of symbols (i.e., given) is [25] kth UE. Then,

M,K—oco
C(SINRy,) < log, (1 + SINRy,). (18) SINRi — SINRyp, == 0 (23)
aIImost surely, and the effective SINR associated withktineUE

This upper bound, which corresponds to the AWGN chan r the GO setup is given as

capacity, is generally tight for low-to-medium SINR values

Another upper bound for the achievable rate for the CO and the SINR,;, = prt’qoEg| Tpn | (24)
DO setups, which is generally tight at high SINR, was derived " L (1 ~ tqoEy|Tpxl? — t(%of¢\2>NJ;) + Z_a

by Lapidothet al. [30], and is given by )
with
L 1 2 —702
C(SINRy) < ; log,(27SINRy) — - log, (2mer (0] + 0pno) ), E,|Ton|? 2 By ‘%tf{A@} 1o

(19) Mosc
. S m'(~a)

where §,, = 1, when M.,. = 1, andd,, = 0, otherwise. ty = Zpklm7 (26)
In (I9), the second term r(e)prese?t)s the differential egtrafp Zliky
the phase noise proces&,rk — <,00k + pn(ér — ¢0). The ' . . _
result in [I®) holds under the assumption that the pha%nowheret’m(_o‘>;5’ and Tpy areQas given in[(10E(13). Specif-
process is stationary, and has a finite differential-entragge. ically, Eq|Tpn|® = exp(—7o7) for the DO setup, and
Combing [18) and[{19), the achievable rate for the CO am},|Tpx|? = 1 for the CO setup.
the DO setups can be tightly upper-bounded&$INR;) < Proof: Refer to Appendices B and C. ]
min{Rate in (I8), Rate in @9)} [25]. Remark 2: Theoren L captures the effect of phase noise on

There are no results available for the achievable rates fbe SINR as an additional penalty to the quality of the channe
the MISO phase noise channel id (8), wh2r< M., < oo. estimate—when phase noise is present, the quality of theneha
However, the randomness @by in this case is reminiscent of estimate,qy, degrades togpEs|Tpn|? in the GO setup[(25).
fading channels. Assuming ergodicity for the effectiveraiel The quality of the effective channel estimate decreasel/as
in (I8), the achievable rate is written asl[26, Lemma 1] increases[(25). Also, the effective quality is reduced whesr

cr?25 increase. In the DO setup, the quality of the channel estimat

)2 N .
C(SINRy) = E, log, <1+ %) (20) diminishes by a factor obxp —m; . However, in the CO
[Tine[” + 03 setup, there is no reduction in the quality of the channéinede
Eg|Lag|? due to noisy oscillators at the BS or the UEs|&sy|? = 1.
~ log, —s ), (21) Clearly, the effect of channel aging on the SINR increases as
Eg || Ll + 02
6l Tine[|” + 0% M. increases—the SINR i _(R24) decreases)4s. increases.

is results from the degradation of the desired signal powe

where E, denotes the expectation operation with respect ch ¢ 5 h oIV hat th
the phase noise at the BS. The accuracy of this approximatfdh @ aCtF’rE¢|TPN| < 1 when Mo. > 2, implying that the
esired signal power decreasesMs,. increases. But, the MU

increases with increasing/.s.. Also, L4, and I;,; are not | ; i .
required to be independent. This motivates the definitiomrof interference power increases willl,., as can be seen if_(24).

; This is because the CSI quality deteriorates due to phase noi
effective SINR for2 < M. < oo as i ) S
- S (29), thereby reducing the interference suppression dltyadf
Ey|Lsig|? (22) the RZF precoder. Specifically, to sum for the CO setup, there

is no effect of phase noise on the SINR since the desired Isigna
power and the MU interference power is the same as when only
The effective SINR in[(22) reduces tb {17) for the CO and th®&VGN is present.

DO setups. Also, note that the achievable rate computddlin (2 In the sequel, we will use the SINR result in Theorgm 1 in
does not account for the differential entropy rates of thasgh order to derive the effective SINR for the ZF and MF precoders
noise processes at the BS and the UEs. (Corollaried1 and2, respectively).

T or 12, 2
Eo | Tinell™ + 03



B. SINR of the ZF Precoder
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In (32), we exploit that when is arbitrarily large,m’(—«)

Corollary 1: Consider a ZF precoded transmission from a &) _ L Furthermore, in[(33), we exploit that as— oo,

having M antennas td< single-antenna UEs employing TDD inam(—a) — 1, which yields the final result i (34).

the presence of oscillator phase noise. bet> 0, 3 > 1,49 €
[0,1], and assume that the minimum eigenvalue;oHHH" is
bounded away from zero. Then,

SINR, — SINR,¢, "3 0 27)

almost surely, and the effective SINR associated withktieUE
in the GO setup is given by

PEqoEe| Trn|?
22 (1 — qoEy|Ten[?)

SINR,s, (28)

o2 )

+3

where Tpy, &, and t, are as given in[{10),[(12), and_{26).

Specifically, E4|Tpn|* = exp—70; for the DO setup, and
Ey4|Tpx|? = 1 for the CO setup.

Proof: When « is arbitrarily small,m(—«) in (I2) is arbi-
trarily large, i.e.,m(—a) > 1 [32], andm(—a) + 1 = m(—a).

[ ]
Remark 3:From the SINR derived for the MF precoder in
(@0), it can be seen that the MU interference term is almost
independent from the effect of phase noise at the BS in the GO

setup (i.e.,Mys. > 1). This is unlike the effect of phase noise
on the interference power of the RZF precodeilid (24) or the ZF
precoder in[{28). However, the desired signal is affecteghnse
noise in the same manner as for the RZF and the ZF precoders.
The SINR results for the RZF, ZF, and MF precoderd1nd (24),
(28), and [(3D), respectively, reduce to the resultdin [#4en
phase noise is absent and only AWGN is present, and when the
user channels are independent of each other. Alternatitiedy
results from[[14] can be transformed to the resultdid (Z23).(
and [30) by changing the quality of the channel estimate from
o t0 qoEy |Tpn|, whereTpy is as defined in[{10).

Applying these approximations in the SINR of the RZF precod®- Optimal o for the RZF Precoder in the GO Setup

in 24), we directly obtain[{28). [ |

Corollary 3: Consider an RZF precoded downlink transmis-

As in the case of the RZF precoder, the SINR[nI (28) shovgton from a BS havingy/ antennas taK single-antenna UES
that the effect of channel aging is more pronounced for the G&nploying TDD in the presence of oscillator phase noise. Let
setup whenl/,s. > 2. In the CO setup, the performance of thex > 0, M/K = 38,5 > 1,90 € [0,1], and letSINR; denote

ZF precoder is not affected at all by the phase noise.

C. SINR of the MF Precoder

Corollary 2: Consider a MF precoded transmission from a BS
having M antennas, td single-antenna UEs, employing TDD in

the presence of oscillator phase noise. MtK = 3> 1,q9 €
[0,1], anda — oco. Then,

M,K—o0

SINR; — SINRy¢, 230 (29)

almost surely, and the effective SINR associated withktiheUE
in the GO setup is given by

_ MqopiEe|Tpn|?
(02 + )Y ipe

where Tpx is given in [I0). Specifically, Ey|Tpx|?
exp (—mi) for the DO setup, and,|Tpn|?> = 1 for the CO
setup.

Proof: When « is arbitrarily large, m(—«) in (@2) is
arbitrarily small, i.e.jn(—a) < 1 andm(—a)+1 ~ 1. Applying
these approximations ifi_(R3), we can write

SINRt, (30)

qoprm(—a)?Eg |TPN|2

SINRpms, = e (31)
m/(—a) Y pry + om/(—a) X vk
Rk

_ opem(—a)?ME, |Tpx| (32)
m' (=) (1 +03)

- qoprm(—a)*MEy |Tpx| (33)
() — ) S (1 02)

_ MqopEy |Tpn| (34)

(02 + )4
where [[31) is reduced td_(B2) by approximatiﬁg,ﬁlp;C ~

ok, K ={1,...,k—1,k+1,..., K}, when K — oo.
ki€eK1

the effective SINR achieved by thgh UE. Then the optimad
(denoted asy) that maximizesSINR;, in (24) is given by
O"?V + 1-— E¢|TpN|2q3
Eo|Tpn|2q3 8
whereTpy is as given in[(10).
Proof: Similar to the steps followed in [14], we differentiate
(24) with respect tax, and set the result equal to zero, which
yields & in (38). [ |
Remark 4:When perfect channel estimates are available at the
BS, i.e.,qo = 1 and |Tex|?> = 1, which holds in the CO setup
or when phase noise is absent, thies- o2 /3, which is similar
to the result obtained in_[14]. The regularization parameéte
becomes large when the effective quality of the CSI at the BS
is poor, which happens for low values @f or E4|Tpx|? (i.e.,
severe phase noise at the BS). Under these conditions, the MF
precoder becomes optimal. For asymptotically low valuesZof

. . .~ 1-E4|Tpn|*¢} .
the optimala in (35) becomesaglriloa = E P which

does not correspond to the ZF pVFecoder, sihgé 0. However, as
3 becomes large, or whein—E,|Ten|?¢3 — 0, the ZF precoder
becomes optimal.

d:

(35)

V. SIMULATION RESULTS

In this section, the analytical results for the linear posrs
presented in Sectidn ]V are verified by comparing them agains
the results obtained from MC simulations. Even though the
analytical results are derived fdi/, K — oo, in the sequel we
observe that these results concur with those from simulatior
finite values of M and K.

A. Simulation Setup

We simulate the system model specified[ih (6) using the RZF,
ZF, and MF precoders, and numerically evaluate the effectiv
SINR in (22). Then, the achievable rate in the downlink for
a given UE is computed using _(21) for all values df.,
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CO Setup CQ_Setup
55F :%Tfjgfttﬁfﬁkiﬂﬁﬁﬂ 55F :/‘//H‘inﬁ’:z— —
My =2 My =2
5F ¥ 5r
R i s ,w—"’g@‘”; s & =
/ = g =R = =8 " e HCD> =R —— B ——&
45+ Al S S  waS- SR S 45t ' /;-;fﬁgfj_fja i S S-
=) = T =
2 4r 2 4 DO Set
& My =5 DO Setup & Mose =5 etup
B 3
C.“g 3.5+ g 3.5F
3 —&— Rate Simulated 3t
—x—- Rate Theoretical —=— Rate Simulated
25 25 —x—- Rate Theoretical
15 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ 15 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50
SNR, Z [dB] SNR, Z [dB]
Fig. 2: C(SINRy,) for the optimized RZF precoder fg8 = 5, M = 50,0, = Fig. 3: C'(SINRy) for the ZF precoder foB = 5,M = 50,0, = o, = 6°,
o, =6° andgo = 0.9. andgo = 0.9.

unless stated otherwise. Recall that this evaluation dags n
account for the differential entropy rates of the phase enois
processes at the BS and the UE. We will evaluate the achie
able rates for the CO and the DO setups GESINRy) = 28 CO Setup
min{Rate in (I8), Rate in (@9)} [25] when exclusively compar-
ing their performances in Sectign V-E. Thereby, the effafts
both SINR and the differential entropy rates on the achikevab
rates of the CO and the DO setups are taken into account.
The system considered consists of a single cell with a B!
having M = 50 antennas. Setting = 5, the number of UEs
served by the BS isK' = 10. The channel between a BS
antenna and a UE is drawn from an i.i.d. complex Gaussia
distribution, i.e.,hg") ~ CN(0,1). The coherence time of the
channel is set td. = 100 data symbol periods, thus resulting
in an i.i.d. Rayleigh block-fading channel. The MC simubat
are condgcte_d fqﬂOOOO mdepend_ent channel realizations. The 10 15 20 25 30 3 a0 a5 0
phase noise is simulated as a discrete Wiener proLéss ¢h), w SNR, 2 [dB]
increment standard deviatian, = o, = 6° [18], [19]. Unless Fig. 4: ¢(SINR,,) for the MF precoder fo = 5, M = 50, o, =0, =6,
stated otherwise, the time elapsed between the trainirigpef andgo = 0.9.
the kth UE and the data transmission period is setto K = 10
symbol periods. Furthermore, all UEs use the same training
ower, and for downlink transmission, equal power is afleda .
Ey the BS to all UEs, i.eP — %IK- The qqualit;)of the channel Also, the performance of the GO setup fbf,;. = 5 is close to
estimate is set tgo = 0.9 [14]. This is reasonable given that thethat of the DO setup.
UEs can choose to transmit at power levgls, such that the In Fig.[3, we compare the rate achieved when a ZF precoder
desiredq is attained. is used for transmission from the BS to the UEs. We observe
that our analytical results for the achievable rate using th
SINR in (28) matches with those obtained by simulations for
B. Verification of Analytical Results all the considered values df/,... As in the case of the RZF

Fig. @ compares the rate achieved with RZF precoded trarﬁ’é_gc‘?der’ th_e SINR performance of the ZF precoder degrades
mission from the BS to the UESs for different SNR values, wheldth increasingMosc.
the SNR at theith UE is defined ag%-. The value ofa used in Fig. [4 compares the performance achieved using the MF
this simulation is evaluated usifg {35). We see that thesseble precoder in simulations with the performance that is ofetein
rate [21) for the RZF precoder based on the effective SINR uising the SINR given il (30). The SINR performance of the CO
(24) concurs with the rate achieved in simulations for a# thsetup is better than that of the GO setup whép,. > 2. Also,
values of M,s. considered. Furthermore, the SINR of the RZEhe gap in performance between the CO setup and the DO setup
precoder decreases with increasihfys.. Therefore, in terms of is smaller when compared to the case when the RZF and the ZF
SINR degradation due to channel aging caused by phase nopecoders are used. This is because the interference power f
the CO setup is more robust than the GO setup whigp. > 2. the MF precoder does not depend B or go (30).

Rate [bpcu]

—=— Rate Simulated
—x—- Rate Theoretical
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0.5
\
0.453 \‘\ .
—©— @ Theoretical 250 ‘L - I Q 777777777777777
0.4 = =% =& Simulated B O A

- - - Optimized RZF

N/

£ L MF .
03 E - fZA\b{k SNR = 20 dB
5 0.25 k: 15k
0.2
DO Setup SNR’f 0dB
0.15 IF T T T e e e g ****************
0.1 [T
0.05 05 s s s s s s s ‘ |
5 10 15 20 25 30 35 40 45 50
Mo
% 20 20 60 80 1(‘,0 Fig. 7: C(SINRy,) of the different precoders in the GO setup, wher€ Mose <
SNR. & [dBI JV[7 J\/[/J\/[osc S Z+, for M = 5076 = 27(10 = 0.9, U(b = 0y, = O-OGO,

=6°, andqgo = 0.9. 7 =T, =0.25 ms (10* symbol periods)[[36], and different SNR values.

Fig. 5: & for 8 =5, M = 200, ag =02

optimized RZF precoder ag increases. As the SNR is increased
to 20 dB in Scenario (b), the ZF precoder performs better than

. T Optimised RZE the MF precoder for low values of?. But for larges? values,
RN —oME the order is reversed.
\\\ In Scenario (c), we set the SNR todB, and increase to
4r AN 5, thereby reducing the interference. In this scenario, Zke
IaEN precoder is seen to perform better than the MF precoderpéxce

\ T Scenario (d) when the phase noise is severe. Finally, in Scenario (d), the
\ SNR is increased to 20 dB, and the ZF precoder significantly
outperforms the MF precoder for ablf, values considered. In
summary, we conclude that the relative performance of the MF
and ZF precoders depends on the operating scenario, which
depends on the values &fs., M, qo, 03,, SNR, andg.

=

] ‘ ] ] ‘ D. Example Based on LTE Specifications
0 0.02 0.04 0.06 0.08 0.1

: : of fad®l We analyze an example based on long-term evolution (LTE)
Fig. 6: C(SINRg) of the different precoders in the GO setup fof = e . .
50, Mose = 5,q0 = 0.9, and differento? values. The operating scenariosSYStem SPeC'f'Cat|on£|[2]E[B6]' where we account for pcadti
considered are the following: Scenario (§NR = 0 dB, 8 = 2. Scenario Values of 7., symbol timeTs, bandwidth BW, 7, center fre-

(b): SNR = 20 dB, 8 = 2. Scenario (c)SNR = 0 dB, 8 = 5. Scenario (d): quencyfc' dopp|e|’ Sprea(#d' T and Ty We chooseT, =

SNR = 2008, 5 = 5. 0.032us, BW = 20 MHz, f, = 2 GHz, andfy = 1000 Hz

arising from a relative velocity 0500 km/h between the BS and

the UEs. LettingT, = 1/4f4, the coherence time 1%, = 0.25

ms. We also consider that the time elapsed between thergaini
In Fig. [H, &, which is numerically determined, is compare@nd the data transmission phase is equal to the coherenee tim

with the analytical result given i (85). In our numericaisi of the channel, i.es =T, = 0.25 ms [36, pg. 99].

ulations, we exhaustively search far, which maximizes the  Next, we computefj) ando?, based on a Si CMOS oscillator
SINR in (24), whens = 5, M = 50,0, = o, = 6°, and technology in[[37]. Specifically, we consider an oscillatwhose
qo = 0.9. Clearly, the values ofi obtained fromIﬁB) agree with offset level at90 MHz is —156 dBc/Hz. This renders;fi =
those obtained from simulations. Moreover, at high SNR, v@w = 109 rac?, or oy = 0, = 0.06° using [38, Eq. (4)],
observe that the optimal linear precoder is not the ZF precodmplying that high-quality oscillators are used at the BSl #me
Furthermore, since the effective CSI quality in the GO sethpn UE. In Fig.[7, we plot the performance of the precoders versus
M. > 2, is lower than that in the CO setupis relatively larger M. for 7 = T, = 0.25 ms (10* symbol periods)gy = 0.9,
for the former case. 8 =2, andM = 50 for different SNR values. AENR = 20 dB,

We compareC(SINRy,) of the considered precoders for dif-we observe that the performance of the RZF and ZF precoders
ferent ai values and operating scenarios in Fig. 6. We sdecreases by arounl3 bits per channel use (bpcu), ag,.

M = 50, My = 5, andgy = 0.9 for all scenarios. In Scenarioincreases, and fa¥/,s. > 10 oscillators at the BS, the additional
(a), we setp = 2 and SNR = 0 dB. In this scenario, the degradation in performance becomes negligible. One theroth
performance of the MF precoder is consistently better tihan t hand, the degradation in the performance of the MF precoder
of the ZF precoder, and approaches the performance of thenegligible for all values of\/.,. considered. Furthermore, at

0

C. Optimala and Precoder Performance Comparison
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SNR = 0 dB, the performance degradation for all considered
precoders is negligible a¥/,s. is increased from 1 td/.

SNR = 40 d

E. Rate Comparisons for CO and DO Setups

We compare the performance of the CO setup with that of 50
the DO setup by computing the achievable rate”4SINRy) =

min{Rate in (L8), Rate in (I9)}. We setqy = 0.9, 0, = 0, = '—34’
6°, andT = K = 25, and analyze the rate performance of the s
RZF and MF precoders for different values @fin Figs.[8 and & 3 SNR =0 dB
i} |
We first consider the optimized RZF precoder in Fily. 8. For 2l
SNR = 40 dB, the performance of the CO setup is consistently A4
better than that of the DO setup as the SINR usedih (18) and !
(19) is large, and exclusively determines the achievaltie ta 0 ‘ ‘ ‘ ‘ ‘
particular, whengs is small, the rate in[(18) is a tighter upper 0 2 R 8 100

bOl_md,_ and the achievable rate is determined I_Jy the SINR teff. s: ¢(SINR,) = min{Rate in (I8), Rate in (I9)} of the optimized RZF
which is relatively larger for the CO setup. Asincreases, the precoder for the CO and DO setups, whege= 0.9, o, = o, = 6°, and

rate in [19) becomes a tighter upper bound, and the SINR tefrit & = 25-
is much larger than the differential entropy term. Hence, @O

setup still performs better. Now, consider the low SNR sdena 5
(SNR = 0 dB). Here, once again, for smail the rate in[(IB) is
a tighter upper bound than that [[{19), and depends on th& SIN 4o

alone. Therefore, the CO setup performs better. Howevef, as at
increases, the rate if_(19) becomes a tighter upper boumid, an
the differential entropy term becomes significant compaoetie
SINR term. In particular, the DO setup has a lower differanti
entropy rate as it is only impaired by the phase noise at the UE
Consequently, the DO setup performs better.

A similar performance order is observed in Fig. 9 for the 2r |
MF precoder whersNR = 0 dB. For SNR = 40 dB and low 1.57"‘
(5 values, as before, the achievable rate depends on the SINR '
alone as the rate il (1L8) is a tighter upper bound. Howeves, as 1
increases, the rate ih_(19) becomes a tighter upper bourlikeUn 0s ‘ ‘ ‘ ‘ ‘
in the case of the RZF precoder, now the differential entropy 0 2 0o, ® 8 100
term is significant compared to the SINR term [nl(19). This igg. 9: C(SINRy,) = min{Rate in (I8), Rate in ([3)} of the MF precoder for
because the SINR of the MF precoder is significantly lowenthahe CO and DO setups, whegg = 0.9, o, = o, = 6°, andT = K = 25.
that of the RZF precoder. Moreover, the difference in the SIN
for the CO and the DO setups is not as significant as when . .

RZF precoding is used, since the interference power for tFe onsidered scenarios. Moreover, the ZF precoder perfoatisrb

precoder is the same for both the setdps (30). Therefor&)@e than the MF precoder when the CSI available at the BS is feliab
setup performs better than the CO setup ' the phase noise at the BS is not severe, @nsl large. However,

for low SNR, severe phase noise at the BS, and smalhe
VI]. CONCLUSIONS MF performs better. Finally, we observed that for all corséd

. . _ precoders, the CO setup has a higher achievable rate th&Che

In this work, we derived the effective SINR of the RZF, ZFSetup when3 is small, while the DO setup outperforms the CO

and MF precoders for the GO setup in the presence of ph :
noise. We showed that the effect of phase noise on the Sl E‘fup when the SNR at the UE s low arids large.

can be expressed as an effective reduction in the CSI quality APPENDIX A

available at the BS. Importantly, the SINR performance ¢f al

considered precoders degrades as the number of oscillafgys IMPORTANT RESULTS FROMLITERATURE

increases. This is because &5.. increases, the desired signal Definition 1 (Stieltjes Transform [32, Section 2.2])et X be

power decreases, and the interference power increasegvdgw a real-valued RV with distributiod”. The the Stieltjes transform

for the MF precoder, the interference power is almost inddpat m(z) of F, for z € C such that3{z} > 0, is defined as

of the phase noise. Furthermore, we showed that the variance 1 < q

of the random phase variations caused by the BS oscillators m(z) = IE{ ] :/ dF(N). (36)

reduces with increasing/,s.. By simulations, we demonstrated X -z A=z

that the SINR approximations obtained are tight, and agige w Lemma 1: Stieltjes Transform of the Marchenko-Pastur Law

those obtained from simulations with remarkable accurawy f[32, Eqgs. (1.12, 2.43)]:Let H ¢ CK*M  with entries that

interesting, and practical values 8f and K. are zero-mean i.i.d. RVs with variance/M. Then the em-
We showed that the optimized RZF has superior SINR pagirical distribution of the eigenvalues di"H converges to

formance compared to the ZF and the MF precoders for #fle Marchenko-Pastur law almost surely &5 K — oo, with

Rate [bpcu]

— 00
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M/K = pj. Furthermore, the Stieltjes transform(z), with Lemma 9:Let U,V € CM*M pe freely independent random
complex argument such that3{z} > 0, of the Marchenko- matrices [[34, Page 207] with uniformly bounded spectrahmor

Pastur density law is defined as for all M. Further, let all the moments of the entriesléf V be
sy = LB =B FE G FTOFF (o T TEM
B 1 1 1 00
_ 220 UV — —trU—trV M=, (48)
Lemma 2 (Matrix Inversion Lemma [33, Eq. (2.2)for an M M M
invertible matrixU € CM*M h € CM*!, andq € C, where
U + ghh'! is invertible, APPENDIX B
hiU™! EXTENSIONS TOEXISTING LEMMAS IN
h"(U + ghh")! = ————— | (38) [14]
1+ ¢h"Uh First, we provide Lemm@a_10, which is an extension to Lemma
sinceh" U™ (U + ¢hh') = (1 4+ ¢h"Uh)h". [I14, Lemma 7]. Lemm&~10 is then used to the derive the
Lemma 3 (Resolvent Identity [14, Lemma 2Biven two in- €ffective SINR in [2R).
vertible matricesU andV of size M x M, Lemma 10 (Extensions tb [14, Lemma 70onsider U, A,

i i a 1 N € CM*M with uniformly bounded spectral norms for all
Ut -vi=-U"(U-V)V (39) M, such thatA is invertible, andN is unitary, NN = I,,.
holds. Furthermore, assume thii is freely independent oy, A [34,
Lemma 4 (Trace Lemma[l4, Lemma 4l)et x,w ~ Page 207]. Letx, w ~ CN(0, +;I,/) be mutually independent
CN(0, ;1) be mutually independent vectors of lenglf, vectors of length)M, and also independent o A. Define

and also independent o € CM>*¥, which has a uniformly ¢o,¢1,¢o € R such thatgoqy = ¢2, @0 + ¢ = 1 and
bounded spectral norm for all/. Then t1 £ trA™ ty £ LtrUA™L Then,
1 M—s00 M—s00
H L H -
x"Ax MtrA — 0,x"Aw —"0. (40) xINU (A + qoxxH + qlwwH + qzwa + quxH) ! NHx
Lemma 5:Let H € CK*M | M, K — oo with M/K = 3, gotits |t {N} 2\ Moo
whose entries are zero-mean i.i.d. Gaussian RVs with wegian — | t2 — 114 | M ’ — 0 (49)

1/M, and defineA £ LH"H + oI,;. Then
x"U (A + goxx + grww!! + goxwll + qgwa)_1 Nix

1 1
—trA™ —m(—a) — 0, —trA"? —m/(—a) — 0 (41)
M ( ) M ( ) _tg(l—l—qltl) tr {NH} M—00

Lemma 6 (Rank-1 Perturbation Lemma |33, Lemma 2.6]): 116 Vi 0 (50)
Let ¢ > 0, U, and A € CM*M with U being nonnegative ~ , . - - .
Hermitian,h € CM*! andq € R. Then, WHU (A +goxx" + ww' + gxw' +gwx') N'x

H
] _ Al _—gatata tr {N"}
ItrA [(U 4 (T + ghh®)™! — (U + (Ty) 1} (< @) Ty (51)

Lemma 7 ([[14, Lemma 6])Let U,A € CM*M wijth U Proof: SinceN is freely independent diJ, A, from Lemma
being nonnegative Hermitiam, € C* andq € R, then, we have

1 - 1 -1 M—oo 1 1 1
—trAU ' — —trA(U + ¢ghh)™ =570 43 - 1N —tr AL Mo
i 77 A ) (43) 7 tNAT = N AT 50 (52)

Lemma 8 ([[14, Lemma 7])ConsiderU, A € CM*M wjith o
uniformly bounded spectral norms for all with A being 1 1 Il "
invertible. Furthermore, lek, w ~ CN(0, 571x) be mutually MtrNUA‘1 - MtrN MtrUA‘1 0. (53)
independent vectors of lengtl, and also independent & A.

Define qo, ¢1,q2 € RT such thatgog1 = ¢3, o + 1 = 1 and 2ty
A 1 A1 1 B 1 -1
tl = MtI'A ,t2 = WtI‘UA . Then, Furthermore,
-1
XU (A + g+ grwwtl +gewt + gawxt) - x HNUVx - TN 20+ aty) voe (54)
to(1 t o
—72(1131 D) Moo, (44) thNH Lh
! . xHAINHy - 0 4 Moo (55)
wiU (A + goxx + rww!! + goxwt! + qQWXH) w MNH
t oo
_ta(l+aoh) Moge 45) xHUA'Nx — rM ts M50 (56)
1 + tl 4 HNUV —QQtth trN M—oc0 0 (57)
x"U (A + goxx + grwwh + goxwh + gowx™) " w * Y oOqrn M
B —1Q2t1t2 M=o (46) xINUA'NHx — ¢, M=eo (58)
+t 100
! . wHA TNy 1250 . (59)

wiU (A + goxx + grww! + goxw!l + qQWXH) X
—qolits M—oo In order to obtain[(84) and(57), the result [0](53) along with
T+t : (47) Lemmal[B is applied. The results ih {55). (56).1(58), ahd (59)
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are obtained by usind (b2)_(53), and Lemma 4. Now, definee derive the three terms of interest. Also, when deriving th
V £ (A + goxx! + gwwl + gewx™ 4 goxw) ™! then signal terml,, we prove Propositiofil 1.

x"NUVN"x -

H el H 1 e A. Derivation of¢
=x NUATN"x —x"NU(V " —-A)A"'N'x (60) First. defi AHHO . 4 denote b "
_ -1ngH H H H H Irst, we detnex, = +aljpr, and denote by, _;, the
=x"NUA'N"x - x"NUV (goxx" + gww" + gawx matrix obtained upon removmg theh column ofy,. The RZF

+ goxwh) AT NHx (61) precodelG, in (7) satisfies the power constraint(G{ Gg) = 1

= —ox'NUVxxTA'NIx — ¢;x"NUVwwl A INHx implying that
i} . e rn -2

— xINUVwxTAINEx — (ox"NUVxwl A INx (62) 2tr {PHO (HEHO + MaIM) Hé{} -1 (73)
_ . Gotita(L+aqity) [t gt3ts | tr 63
B 1+t M L+t | M . SH OB T e

o th €3 b (HEHy o+ Maly + g BT, ) By, =1
_, _ Gotitz jtr {N} (64) k=1
L+t | M (74)

In (€0), the resolvent identity in Lemm@l 3 is used. Upofhe expression i {74) is rewritten by applying Lemima 2 twice
simplifying (62) by using [(B4)E(39), the expression [](68) as

obtained, which is further simplified to the desired resul{G4) N
using the fact thatog; = ¢3. i§2 MPET0kX0 -k 0k (75)
Consider the termx"UV NHx, which is written as M ART g
1+ h0 kXo h
x"UVN"x K po?d tr{x }
k
— xHUA ' Nx — goxHUVxx" A NHx ig?Z Ry (76)
. JH HA-InHy o oH H A -1ngH M= (v o2 L {xg!
ax " UVww A" N"'x —ox UVwx A "N"x v Xo
— xTUVxwl ATINx (65) Iv;
— x"UA'NHx — gox"UVxxTAINFx ¢ = e (a) (77)
H H A -1ngH T (1+m(=a))®
—@x UVwx AT"N'x (66)
B qotita(1+qit1) ¢33ty tr {NH} 67 Since hg;, is independent ofo -4, and x, -, is non-negative
=\t 1+14, 1+14, M (67)  Hermitian, Lemmag1416, arid 7 are invoked in order to yigl) (76

ta(1+ qit) tr {NH} from (783). Since the entries &, are i.i.d. complex Gaussian
=2 Qi1 (68) RVs, Lemmdb is applied t6 (¥6), finally renderingl(77) foliagy
1+t M straightforward algebraic manipulations.
In &5), Lemmd B is applied, anfl{66) is reduced[id (67) using
the result in [[5B). Applying Lemmia 8, along with the results ig. perivation ofl
(58) and[(5b), the expression [n{67) is obtained. Then,gugie

sig

fact thatgoq: = ¢3, (67) reduces to the desired result [nl(68). .DEfmi(l) X0,k - ¢‘£ng L where @, T
Finally, consider the termv? UV NHx, which reads as diag {GJ 11><M/MO§C -, €000 11><M/MOSC}' Specifically,
wHUVNHx b, — dlag{eﬂ% . J¢8M)} for the DO setup, and
— wlUA INEx — gowTUVxxH A INHx ®, = ¢/?°1,, for the CO setup. Then, the signal component is

- H A —1neH . H A —1neH written as

—w UVww A" N"x —gw UVwx 'A""N"x \/_5

— wlUVxwl A INHx (69) Lig= hT@T,kxath,k (78)
_ H HA-InHy H H A -1ngH
= —qowW 2UVxx ATN"x — oW UV};’VX AT N"x(70) _ \/pk(Jofx()kA(I)TXO %o k67(¢£k)_<p(k))
_ <(J0(J2t1t2 _ qetita(1 +(J0t1)) tr {N"} (71) ’

1+t 1+t M n vpkqlf L AB, i we e (79)

o QQtth tr {NH}
= Tirn M (72) Vp’“qo5 XL AB, x; ' xo, ke7(</’5-k)_</’ok))

Tht_—? re_solvent identity in Lgmm 3 is applied to obtdin] (69), ~/pkq1§ K APy, Ly (P =) (80)

which is reduced td (70) using (69). Furthermore, Lempiidsg 4, 8 TXo Wek

and the result in[(35) are used to simplify{71) f0l(72). = . 1) (1)

In (79), A®, = diag{ e % lrlfo/Mosc .

Mosc
APPENDIXC 195~y )11T><M/M } For the CO setupA®, =
PROOF OFTHEOREMI[T] e =91, and A®, = diag {ejqbs_l)fqb(()l)’ o ,eﬂ‘%MangM)}

The evaluation of the SINR i (22) involves computing théor the DO setup.
following terms: (i) the normalization constagt (ii) the signal The expression in[{T9) is obtained by using the channel
term I, and (iii) the interference powdf;,||". In the sequel, estimate[(¥) in[(718), an@(¥9) is further rewritten[as (80)diting
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We = we,ke—”’ffc), given thatw, j is circularly symmetric. The resolvent identity lemma (i.e., Lemik 3) is applied[iB)(8
Define t; £ ﬁtr {Xal_k}_ Upon invoking Lemmd19, for the resulting in the expression_ in_(B9). The definitions»gf, and

' B Xo.-,» @nd the channel estimate il (4) are employedin (89) to
DO setup we havej;tr {AQTXO}—I@} = artr {A®,} t1, where optain [90). Finally, the quadratic forms iR {90) are sirfipt
A®. is freely independent of;'. This is becaus@®, andx;' using Lemmag]8 and 110 as

contain entries that are statistically independent of eaitier, )

and x;' is unitarily invariant [34], [32], [35, Theorem 22.2.3]. X A®, X, AD X, ), Gotata % e
Finally, by employing Lemma&l8, i.e[_(#4), the signal andseoi —- e Tty + Tt @3’0 0 (91)
part in [80) becomes - . w{AB.) !
X ®oxg Xrk S (T4 qit1) Moo
1 B} Ltr {A®, } (1 + gt - T.k 07k M =% 92
ng,kA‘I)rX(JlXO,k - { t1}+11( nh) =0 (81) M= 1+t @ (2)
H AP —lw* _ tg
| i (AR} Xkt PrXo Wark | Z2h) Mo
ngkA(I%—XOlWe)k — Mtl 1 ! i> 0, (82) M?2 1+ t1 @ 0 (93)
H — * tr{ AP
Thus, the desired signal can be written as X7 i Xo AR Xr g B 7{1\4 }t2(1 + qith) M=o (94)
M?2 1+¢
Lo _ VPRG0St {A® } 1 (1 + quty) T o AR 4 tr{lA@*} -
sig = W Xr, - = o
3 (go+q1)t1 +1 u,T,kX](\}Q rXrk  —@lita—57 Mogo o (95)
—qaa7tr {A® } 7 (o) — o) 1+t €D
+vPrai§ el T (83) . .
t+1 In order to evaluate,, we invoke Lemmag]6 arfd 7 to obtain
e o)L
= qopké_m( a) Mtr {AQT}GJ(@Sk)itpék))7 (84) t P I:I —2 - -2 I:IH
m(—a)+1 L -+tt0,k ( Xo,- — Xo 0k f Moo (96)
where Lemmd5 is used to redu¢e](83) [iol (84), and this corre- M '

sponds to the result ih](9) (i.e., Propogitn 1).

o Thus, forM — oo, we simplify t, ~tr { P_.Hy o HE, }
For the DO setupg. tr {A®.,} = ¢~ =" [17], and for the CO us, ford — co, we simplifytz ~rtr { P-Ho 0 Hy

as
setup, & tr {A®,} = e/(¢7=90). When2 < Mg < o0,
K
M, 1 ~ ~
1 2L s M ty = —pi, 0 . xg ?h (97)
il _ ¢ —¢ 2 Pk 1, Xo ok
Mtr {A®,} = — Zej o (85) k%M 170,k !
I=1 k17K
and with straightforward calculations, it can be shown that K - Loer 2
1 . . = Z Mpklho,kl (Xo,—/c1 + haklho,kl) hg ., (98)
E¢ ‘Mtr {A@T} = W =+ €_TU¢, (86) ’;Cll;lk’
o a ﬁhg:klx(;%klhakl 99
C. Derivation of||T;,|? - Zpkl 1+ LT 1 fr )2 (99)
. A -1 s -1 A aon (U arho X “k170 )
Define x, =  x, Hy_ PxHoxxo'» t2 = kn#k
1 -1 fH 2 R A Frp K o2 Ltr {xiQ}
At {6 Py X', andxox 2 ®jhy”. Then, the S 3 X (100)
power of the interference signdl,, in (22) is evaluated as = ! (1+ Ugﬁtf{xél})g
ki#k
T T, e
1nt£2 K m/(_a)
= Whg@r,kxalﬂg—kp—kﬂo,—kxalG):,khk* (87) - kz;l P m(—a))? (101)
> T 1 ¥yH & 1 kll;k)
= > _hl'e L HI P, H, ,x; ® h*
M22 k 0,k 70,7k ~hT70,"k A0 In order to obtain[(99), LemmA] 2 is applied twice {0](98).
n g—hE‘I’T (X_l 5 )HH P H,_, Further, Lemma$]4.16, arld 7 are employed[in] (99) to obtain
M? 0 0,7k ) 0k ’ (I00), and Lemma4l5 is applied t6 {100) yieldifig {101). Hence,
“Xo ®ihy* (88) the interference power can be reduced as
52 - 2 2 - * *
= i @ HY P H, o 2k 1 1,
& 1 -1 -1 fH 2 £ qot1tz |tr {AP,} ? ¢
R B X (Xo = Xo.k) X Ho o PoiHo TR e T i R
=1 g% *
& h 89
X§O2 o €2 ©9 (e {AR P (1 + nt)? | [ {AR} P g3ty
= WXEkAQTXOAQ:XT,k - WXEICA@TXBI M (1 + t1)2 M (1 + t1)2
: (QOXT,IQXE)A; + Q1W3,7,;€WE,T,;€ + q2x‘r,kw$7—)k L |tr{A®-} ° @tTta (1 + qity) (102)
FRW X0 ) Xo AP X k- (90) M (L4+11)?
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2 2
€2 qotita 7“{%4‘1)7}’ qotits 7“{%;’7} 103 (21]
= — to — —
M| 1+t (1+1t1)2 - (103)
[22]
wheret, is given in [I01), and; = m(—a) for M — oc. (23]
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