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Experimental evidence from both spin-valve and quantum transport measurements points towards
unexpectedly fast spin relaxation in graphene. We report magnetotransport studies of epitaxial graphene on
SiC in a vector magnetic field showing that spin relaxation, detected using weak-localization analysis, is
suppressed by an in-plane magnetic field B∥, and thereby proving that it is caused at least in part by spinful
scatterers. A nonmonotonic dependence of the effective decoherence rate on B∥ reveals the intricate role of
the scatterers’ spin dynamics in forming the interference correction to the conductivity, an effect that has
gone unnoticed in earlier weak localization studies.
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Loss of quantum information carried in the phase and
spin of electrons propagating in a disordered conductor is
associated with decoherence that suppresses interference
corrections to the conductivity [1,2]. The fundamental
relation between spin relaxation and the low-temperature
magnetoresistance (MR) has been investigated theoretically
and experimentally in numerous disordered metallic and
semiconductor structures.
Recent studies of spin-valve [3–6] and quantum trans-

port [7–11] effects in graphene-based devices have returned
unexpectedly fast spin relaxation in graphene, despite this
one-carbon-atom-thin material being billed as an ideal
medium for spintronics applications [12–14]. Spin relax-
ation can be induced by either spin-orbit coupling or spin-
flip scattering due to magnetic impurities. In quantum
transport, spin-orbit coupling inverts the conventional
negative MR around zero perpendicular field B⊥ (weak
localization, WL) to positive MR known as weak antiloc-
alization, but this effect has never been observed in pristine
exfoliated or epitaxial graphenes [7–10,15,16]. By contrast,

spin-flip scattering on magnetic impurities washes out
quantum interference effects [17–21], including weak
(anti-)localization. Spin-flip scattering in disordered metals
has been shown [22–24] to raise the electron decoherence
rate τ−1φ ðTÞ above the value expected from inelastic
scattering on thermal charge fluctuations [25],

τ−1T ¼ ðkBT=ℏÞðρe2=hÞ lnðh=2e2ρÞ≡ AT; ð1Þ

where ρ is resistivity. Residual decoherence in the limit
T → 0 is then determined only by the electron spin
relaxation time τs. Spin-flip decoherence was previously
observed in exfoliated graphene [10]. Applying a large in-
plane magnetic field, B∥ ≳ BT ≡ kBT=giμB, polarizes
impurity spins with g factor gi, suppressing spin-flip
scattering and prolonging phase coherence [10]. For
magnetic fields too small to polarize impurity spins B∥ <
BT one might expect a minimal effect on decoherence.
In this Letter we show both experimentally and theo-

retically that such small in-plane fields do in fact have a
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discernable effect on the phase coherence, but the effect is
opposite to that observed for larger B∥. The measurement is
performed on epitaxial graphene grown on silicon carbide
(SiC/G), using curvature of the B⊥ MR peak to quantify the
electron decoherence rate. Applying an in-plane magnetic
field first broadens the MR peak slightly (enhances
decoherence), before the sharpening effect due to impurity
polarization sets in. This magnetic field dependence shows
that the observed decoherence is caused by spin-flip
scattering rather than other dynamical sources of
decoherence, such as external noise due to external two-
level systems [26]. The nonmonotonic dependence of the
decoherence rate on B∥ has not, to our knowledge, been
discussed in previous work. It is a generic feature of
quantum transport in disordered conductors that can be
attributed to the precession of impurity spins at a frequency
different from the spin precession of mobile electrons.
When electron (e) and impurity (i) g factors differ, the

difference between their spin precession frequencies ωeji ¼
gejiμBB∥=ℏ leads to a random variation of the spin-depen-
dent scattering conditions for electron waves retracing the
same closed diffusive trajectory in clockwise and anticlock-
wise directions, whose interference forms the quantum
correction to conductivity. The nonmonotonicity is charac-
terized by a magnetic field scale, B� ¼ ℏτ−1s =jge − gijμB,
above which the decohering effect of the in-plane field
(separating precession frequencies for impurities and con-
duction electrons) is overcome by polarization of impurity
spins. The g factor of magnetic scatterers can thus be
determined by fitting the temperature and B∥ dependence
of the MR curvature to theory developed below.
Magnetotransport measurements were performed

on a large area [160 μm× 35 μm, Fig. 1(a)] n-doped
SiC/G Hall bar, encapsulated in a polymer to improve
temporal stability and doping homogeneity and exposed
to deep-UV light to reduce carrier concentration (n ¼ 10�
1 × 1011 cm−2) [27]. The device was measured at UBC in a
dilution refrigerator equipped with a two-axis magnet,
allowing independent control of B⊥ and B∥ [10]. Average
MR measurements are not obscured by mesoscopic con-
ductance fluctuations due to the large sample size.
Figure 1(b) shows the characteristic negative MR of

weak localization, measured for B∥ ¼ 0. As expected,
MR is sharpest at the lowest temperatures where thermal
charge fluctuations are minimized [Eq. (1)]. Raising the in-
plane field to B∥ ¼ 1 T yields a significantly sharper (and
higher) MR peak due to the partial polarization of impurity
spins at this field [Fig. 1(c)]. Even in the raw data of
Fig. 1(c), however, the nonmonotonicity that is the primary
subject of this Letter can be clearly seen: the MR peak for
B∥ ¼ 0.3 T is broader than the trace at B∥ ¼ 0, despite the
small but nonzero impurity polarization at this low in-
plane field.
To make further progress, the decoherence time τφ is

quantified using the expression for the curvature κ of
magneto-conductivity around B⊥ ¼ 0,

κ ≡ ∂2σ

∂B2⊥

����
B⊥¼0

¼ 16π

3

e2

h

�
Dτφ
h=e

�
2

; ð2Þ

which comes from the basic functional form of WL
[1,2,29]. Curvature is extracted from a parabolic fit to
the average of 10 measurements of ρðB⊥Þ covering the
range of jB⊥j ≤ 0.5 mT. The resulting temperature depend-
ence of τ−1φ ðTÞ at B∥ ¼ 0 clearly shows the linear scaling
expected from Eq. (1) [Fig. 2(a)].
The slope A of the temperature dependence in

Eq. (1), estimated using ρxx ¼ 1500� 35 Ω, which we
determine from the measured resistance and the sample
aspect ratio, yields Ae ¼ 16.4 K−1 ns−1 as compared to A ≈
31 K−1 ns−1 fitted to experimentally determined τ−1φ ðTÞ
[Fig. 2(a)]. This difference can be reconciled in two ways.
(i) Large area epitaxial graphene monolayers usually
contain bilayer inclusions, which we also identified in
the device used here, [Fig. 1(a)], and which have much
higher conductivity than that of the monolayer material
[30–33]. This reduces the effective length of the Hall bar,
and changes the aspect ratio that should be used to calculate
ρxx, and thereby A. (ii) The parameter A may be treated
simply as an empirical factor [15]. For the purposes of this
Letter we simply rescale the effective sample area to force
the slope of τ−1φ ðTÞ to match that predicted by Eq. (1),
giving ρxx ∼ 2800 Ω, mean free path ∼26 nm, diffusion
constant D ¼ 131� 10 cm2=s, and the slope

(a)

(b) (c)

FIG. 1 (color online). (a) Layout of the sample and an optical
micrograph [28] showing predominantly monolayer graphene
with bilayer inclusions. (b) Magnetoresistance sharpens with
decreasing temperature (B∥ ¼ 0). (c) The sharpness of the
magnetoresistance curve is nonmonotonic in B∥ (T ¼ 450 mK).
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As ≈ 22 K−1 ns−1. The black dashed line in Fig. 2(a) shows
the plot of Eq. (1) for the rescaled geometry, which closely
matches the rescaled data and extrapolates to a finite value
corresponding to the decoherence time ∼20 ps as T → 0.
Data presented in the remainder of this Letter are based on
the rescaled area, but we point out that the alternative
approach (ii) to treat the parameter A does not alter the
qualitative result of the following analysis of the quantum
transport data.
Figure 2(b) shows τ−1φ , extracted from the curvature of

rescaled magnetoconductance, for different values of B∥
(T ¼ 450 mK). The observed dependence τ−1φ ðB∥Þ features
three characteristic regimes, labelled (I), (II), and (III). For
intermediate fields (II), the polarization of spin-scattering
impurities at giμBB∥ ≳ kBT suppresses spin-flip scattering
and decreases τ−1φ . This prolongation of phase coherence by
the in-plane field is a smoking gun for spin-flip scattering in
the system. The suppression of τ−1φ is by a factor of
approximately 2 before it begins to saturate at high field,
indicating the entry into region III. The high-field satu-
ration may be explained by flexural deformation of
graphene out of the plane, resulting in randomly varying
flux from the in-plane magnetic field [34], by g ∼ 0
magnetic moments that are not polarized by magnetic
field, or by spin-orbit interaction. This regime will be
the subject of future work.
In the analysis that follows, we focus on the lowest-field

regime (I), where the decoherence rate extracted using
Eq. (2) shows a nonmonotonic behavior. Early studies
of WL in dilute magnetic alloys demonstrated a
“spin-memory” effect [2,35] in the way the spinful scat-
terers reduce the size of the WL correction to conductivity.
In summary, the exchange interaction between a spinful
impurity and the electron spin s, via a perturbation
Js · Sδðr − riÞ, affects the electrons scattering in two ways:
(a) by scattering an electron without flipping its spin and

(b) by scattering with a spin flip. Although the spin flip
process (b) always leads to the decoherence of electrons,
process (a) leads only to additional scattering phases for a
fixed spin configuration of impurities (relative to the
electron spin). These phases would in general be the same
for the two reversed sequences of visited scatterers; hence,
they would not suppress the interference correction to
conductivity. However, if the spin configuration of impu-
rities is randomly changing in time, e.g., by Korringa
relaxation, electron waves traveling along closed paths in
opposite directions and therefore arriving at the same
scatterer at different times would experience randomly
different conditions for a spin-conserving scattering (“ergo-
dic regime”), hence acquiring random relative phase shifts
that suppress their interference contribution [35].
In contrast to Korringa relaxation, spin precession of

impurity spins does not necessarily randomize spin-
dependent scattering conditions for diffusing electron
waves. If electrons and scatterers have equal g factors
gi ¼ ge ≈ 2, their precessions in an external magnetic field
are in phase and, because scattering conditions depend only
on the relative orientation of the two spins, the spin-
memory regime would also persist in a finite B∥. For
scatterers with gi ≠ ge, on the other hand, spin-dependent
elastic scattering amplitudes for electrons following clock-
wise and anticlockwise trajectories can be partly destroyed
by even a small B∥. As sketched in Fig. 3(a), relative
orientations of the spins of a scatterer and of the electron
waves arriving along clockwise and anticlockwise trajec-
tories responsible for the interference correction to con-
ductivity would typically deviate by an angle
ðge − giÞμBB∥τφ=ℏ and become randomized when
ðge − giÞμBB∥ > hτ−1φ . This effect should be strongest in
systems where the difference between the electron and
scatterer g factors is largest (in particular, in the systems
where these two have opposite signs). This leaves a range
of magnetic field where precessional decoherence can fully

(a) (b)

FIG. 2 (color online). (a) Dephasing rate as a function of
temperature at B∥ ¼ 0 extracted from the raw (blue circles) and
rescaled (red circles) magnetoresistance. The blue dotted line is
the best linear fit to the raw data. The slopes of the dashed lines
are given by Eq. (1), and the offset constants are chosen arbitrarily
for ease of comparison with the data. The solid red line is the
theory developed in this work. (b) Dephasing rate extracted from
the rescaled magnetoresistance plotted as a function of B∥ at
T ¼ 450 mK. Roman numerals denote different scattering re-
gimes. The dotted line is a guide to the eye.

(a) (b)

FIG. 3 (color online). (a) Illustration of the influence of
precession of the impurity spin on the weak localization effect.
(b) Comparison between the experimental values of the curvature
of magnetoconductance at T ¼ 0.45 − 2.1 K with the theoretical
values calculated using the parameters obtained using a fit at
T ¼ 2.1 K.
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develop (the ergodic regime) before the scatterers’ spins
become closely aligned with the external field (B∥ > BT),
thus diminishing the role of precessional dynamics.
In WL theory, the difference between these spin-memory

and ergodic regimes is accounted for by numerical
factors that appear in the relations between dephasing rates
τ−1S;M of two-electron correlators, Cooperons, and the
electron scattering rate from the spinful impurity, τ−1s ¼
2πγniJ2SðSþ 1Þ. Here, γ ¼ ð1=2ℏ2vÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiðne=πÞ

p
stands for

the density of states of carriers and v is Dirac velocity of
electrons in graphene. The Cooperons are classified accord-
ing to their total spin S ¼ 0; 1 and its projectionM onto the
direction of external magnetic field. These four Cooperons
CS;M are combined in the expression [2] for the WL
correction to conductivity [36],

δσ ¼ e2

2πh
½C0;0 − C1;0 − C1;1 − C1;−1�:

In the spin-memory regime, τ−10;0 ¼ 2τ−1s þ τ−1T and
τ−11;M ¼ 2

3
τ−1s þ τ−1T , whereas in the ergodic regime [35],

all Cooperons decay with the same rate, τ−1S;M ¼ τ−1s þ τ−1T .
Taking into account a possible difference between spin
precession of the electrons and scatterers (which we do by
changing the spin coordinates into the frame rotating with
the frequency ωe around the direction of external magnetic
field B∥), we find using diagrammatic perturbation theory
[37] that the two Cooperons C1;�1 with S ¼ 1 andM ¼ �1

are decoupled from all others and decay at the rate,

τ−11;�1 ¼
1

τs

�
1 −

hS2zi � hSzið1 − 2nFðε∓ÞÞ
SðSþ 1Þ

�
þ τ−1T ;

where ε∓ ¼ ε� giμBB=2 takes into account that spin-flip
scattering requires energy transfer to the scatterer. At the
same time, spin precession mixes the two Cooperons, C0;0
and C1;0. This mixing generates combined modes, which
relax with the decoherence rates

τ−10;� ¼
�
1þ hS2zi − hSzi½nFðεþÞ − nFðε−Þ�

SðSþ 1Þ
�
τ−1s

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ−11;þ1τ

−1
1;−1 − ðge − giÞ2μ2BB2

∥=ℏ
2

q
þ τ−1T :

Note that, at B ¼ 0, hSzi ¼ 0, and hS2zi ¼ 1
3
SðSþ 1Þ, so

that τ−11;�1 ¼ τ−10;− ¼ 2
3
τ−1s þ τ−1T and τ−10;þ ¼ 2τ−1s þ τ−1T , cor-

responding to the relaxation rates of triplet and singlet
Coperons in the spin-memory regime. At B∥ > BT ,
τ−11;�1 ¼ τ−1T , reflecting the restoration of phase coherence
of diffusion of spin-polarized electrons.
Together, the four Cooperon modes [36] yield

δσ ¼ e2

2πh

Z
dε
X
α¼�

n0FðεαÞ
�
ln
τ1;α
τiv

þ Aα ln
τ0;−
τ0;þ

�
;

A� ¼ ðτ−11;�1 − τ−1T Þ=ðτ−10;þ − τ−10;−Þ;

and magnetoconductance (measured as a function of B⊥ for
fixed B∥),

σðB⊥;B∥Þ ¼ σð0;B∥Þ−
e2

2πh

Z
dε
X
α¼�

n0FðεαÞ

×

�
F

�
B⊥
B1;α

�
þ
�
F

�
B⊥
B0;−

�
−F

�
B⊥
B0;þ

��
Aα

	
:

FðzÞ ¼ ln zþψ

�
1

2
þ 1

z

�
; Bβ;α ¼

ℏ=4e
Dτβ;α

;

where n0FðεÞ≡ ∂nFðεÞ=∂ε is a derivative of the Fermi
distribution function, ψ is the digamma function, τ−1 is the
momentum relaxation rate that determines the classical
Drude conductivity and the diffusion coefficient,D ¼ 1

2
v2τ

(note that for monolayer graphene studied in this work,
D ≈ 131 cm2=s), and τiv is the intervalley scattering
time [36,39].
A nonmonotonic dependence of the decoherence rate on

the in-plane magnetic field follows from the calculated
magnetoconductance curvature,

κ¼ 2e2

3πh

Z
dε
X
α¼�

ð−n0FðεαÞÞ

×

��
Dτ1;α
ℏ=e

�
2

þðτ−11;�1− τ−1T Þðτ0;þþ τ0;−Þ
Dτ0;þ
ℏ=e

Dτ0;−
ℏ=e

	
:

Here, we used the expansion FðzÞ ≈ z2=24þO½z3�.
Equation (4) gives a semiquantitative description of the

observed magnetoconductance curvature that captures its
qualitative features over a wide range of temperatures 0.45–
2.1 K and in-plane magnetic fields (0–3 T) [Fig. 3(b)].
Here, the following protocol was used for a single fit that
yielded all five curves shown in Fig. 3(b): (1) The temper-
ature dependence of magnetoconductance curvature κ at
B∥ ¼ 0 is used to extract τ−1s ≈ 77 ns−1 and the parameter
At ≈ 24 ns−1K−1 from the fit to our theory to be compared
with As ≈ 22 ns−1 K−1 from Eq. (1). The red line in
Fig. 2(a) is the theoretical temperature dependence, which
nearly coincides with the straight dashed line given by
Eq. (1) and perfectly matches the experimental points.
(2) The dependence of κ on B∥ at high temperature, T ¼
2.1 K [bottom data set in Fig. 3(b)], is used to determine the
average g factor of the scatterers, which returned the
value gi ¼ −0.84� 0.25.
The parameters determined above are sufficient to calcu-

late theB∥ dependence of themagnetoconductance curvature
for lower temperatures, down to T ¼ 450 mK, which are
then compared with the experimentally measured values
[Fig. 3(b)]. The theoretically calculated curvature (lines)
captures the observed nonmonotonic behavior and a shift of
the low-field anomaly towards smaller B∥ at lower temper-
atures [40].
To conclude, we have demonstrated that the excess

decoherence rate, observed earlier at low temperatures in
epitaxial graphene sublimated on SiC [7,8], is caused by the

PRL 115, 106602 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

4 SEPTEMBER 2015

106602-4



spin-flip scattering of electrons from spinful impurities.
These spinful scatterers have an average g factor
gi ¼ −0.84� 0.25, very different from the free-electron g
factor in graphene, ge ≈ 2, which enabled us to observe the
influence of precession of the impurities’spins on the WL
effect. The large (and negative) g factor for the impurity spin
implies a strong atomic spin-orbit coupling in the magnetic
moment formation. This may indicate that these spins are in
the surface states underneath the graphene layer, possibly
originating in Si substitutions of carbon atoms in the
interfacial layer [41]. The presence of such spinful scatterers
on theSiC surface, directly accessible for graphene electrons,
explains the short spin coherence length observed in spin-
valve experiments on a similar material [6].
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