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Abstract

Software Engineering is at the verge of a new era where continuous releases
are becoming more common than planned long-term projects. In this context
test automation will become essential on all levels of system abstraction to
meet the market’s demands on time-to-market and quality. Hence, automated
tests are required from low-level software components, tested with unit tests,
up to the pictorial graphical user interface (GUI), tested with user emulated
system and acceptance tests. Thus far, research has provided industry with a
plethora of automation solutions for lower level testing but GUI level testing is
still primarily a manual, and therefore costly and tedious, activity in practice.

We have identified three generations of automated GUI-based testing. The
first (1st) generation relies on GUI coordinates but is not used in practice due
to unfeasible maintenance costs caused by fragility to GUI change. Second
(2nd) generation tools instead operate against the system’s GUI architecture,
libraries or application programming interfaces. Whilst this approach is suc-
cessfully used in practice, it does not verify the GUI’s appearance and it is
restricted to specific GUI technologies, programming languages and platforms.

The third (3rd) generation, referred to as Visual GUI Testing (VGT), is
an emerging technique in industrial practice with properties that mitigate the
challenges experienced with previous techniques. VGT is defined as a tool-
driven test technique where image recognition is used to interact with, and
assert, a system’s behavior through its pictorial GUI as it is shown to the user
in user-emulated, automated, system or acceptance tests. Automated tests
that produce results of quality on par with a human tester and is therefore
an effective complement to reduce the aforementioned challenges with manual
testing. However, despite its benefits, the technique is only sparsely used in
industry and the academic body of knowledge contains little empirical support
for the technique’s industrial viability.

This thesis presents a broad evaluation of VGT’s capabilities, obtained
through a series of case studies and experiments performed in academia and
Swedish industry. The research follows an incremental methodology that be-
gan with experimentation with VGT, followed by industrial studies that were
concluded with a study of VGT’s use at a company over several years. Results
of the research show that VGT is viable for use in industrial practice with
better defect-finding ability than manual tests, ability to test any GUI based
system, high learnability, feasible maintenance costs and both short and long-
term company benefits. However, there are still challenges associated with the
successful adoption, use and long-term use of VGT in a company, the most
crucial that suitable development and maintenance practices are used. This
thesis thereby concludes that VGT can be used in industrial practice and aims
to provides guidance to practitioners that seek to do so. Additionally, this
work aims to be a stepping stone for academia to explore new test solutions
that build on image recognition technology to improve the state-of-art.
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Chapter 1

Introduction

1.1 Introduction

Today, software is ubiquitous in all types of user products, from software ap-
plications to cars, mobile applications, medical systems, etc. Software allows
development organizations to broaden the number of features in their prod-
ucts, improve the quality of these features and provide customers with post-
deployment updates and improvements. In addition, software has shortened
the time-to-market in many product domains, a trend driven by the market
need for new products, features and higher quality software.

However, these trends place new time constraints on software develop-
ment organizations that limit the amount of requirements engineering, devel-
opment and testing that can be performed on new software [1]. For testing,
these time constraints imply that developers can no longer verify and vali-
date the software’s quality with manual test practices since manual testing is
associated with properties such as high cost, tediousness and therefore error-
proneness [2–7]. These properties are a particular challenge in the context
of changing requirements where the tests continuously need to be rerun for
regression testing [8, 9].

Automated testing has been suggested as the solution to this challenge since
automation allows tests to be run more frequently and at lower cost [4, 7, 10].
However, most automated test techniques have prerequisites that prohibit their
use on software written in certain programming languages, for certain oper-
ating systems, platforms, etc. [4, 11–13]. Additionally, most automated test
techniques operate on a lower level of system abstraction, i.e. against the
backend of the system. One such, commonly used, low-level test technique is
automated unit testing [14]. Whilst unit tests are applicable to find defects
in individual software components, its use for system and acceptance testing
is still a subject of ongoing debate [15, 16]. Test techniques exist for auto-
mated system and acceptance testing that interact with the system under test
(SUT) through hooks into the SUT or its GUI. However, these techniques do
not verify that the pictorial GUI, as shown to the user, behaves or appears
correctly. These techniques therefore have limited ability to fully automate
manual, scenario-based, regression test cases, in the continuation of this the-
sis referred to as manual test cases. Consequently, industry is in need of a
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2 CHAPTER 1. INTRODUCTION

flexible and GUI-based test automation technique that can emulate human
tester behavior to mitigate the challenges associated with current manual and
automated test techniques.

In this thesis we introduce and evaluate Visual GUI Testing (VGT). VGT
is a term we have defined that encapsulates all tools that use image recog-
nition to interact with a SUT’s functionality through the bitmaps shown on
the SUT’s pictorial GUI. These interactions are performed with user emu-
lated keyboard and mouse events that make VGT applicable on almost any
GUI-driven application and to automate test cases that previously had to be
performed manually. Consequently, VGT has the properties that software in-
dustry is looking for in a flexible, GUI-based, automated test technique since
the technique’s only prerequisite is that a SUT has a GUI. A prerequisite that
only limits the technique’s applicability and usefulness for, as examples, server
or other backend software.

However, at the start of this thesis work the body of knowledge on VGT
was limited to analytical research results [17] regarding VGT tools, i.e. Trig-
gers [18], VisMap [19] and Sikuli [20]. Hence, no empirical evidence existed
regarding the technique’s applicability or feasibility of use in industrial prac-
tice. Applicability that, in this thesis, refers to factors such as a test tech-
nique’s defect-finding ability, usability for regression, system and acceptance
testing, learnability and flexibility of use for different types of GUI-based soft-
ware. Feasibility, in turn, refers to the long-term applicability of a technique,
including feasible development and maintenance costs, usability under strict
time constraints and suitable time until the technique provides positive return
on investment (ROI). Empirical evidence on these factors are key to under-
stand the real life complexities of using the technique, to build best practices
and to advance its use in industrial practice [17, 21]. However, such evidence
can only be acquired through an incremental process that evaluates the tech-
nique from several perspectives and different industrial contexts. This the-
sis work was therefore performed in Swedish software industry, with different
projects, VGT tools and research techniques to fulfill the thesis research objec-
tive. Hence, to acquire evidence for, or against, the applicability and feasibility
of adoption, use and viability of VGT in industrial practice, including what
challenges, problems and limitations that are associated with these activities.
Work that consequently resulted in an overall understanding of the current
state-of-practice of VGT, what impedes its continued adoption and a final, yet
positive, conclusion regarding the long-term viability of VGT in industrial use.

The results presented in this introductory chapter (Chapter 1) are struc-
tured as follows. First, an introduction is given in Section 1.1 followed by
a background to this research, including; manual, automated and automated
GUI-based testing. Section 1.3 then presents the research problem, questions
and the methodology. This section also details the different research methods
that were used and how the included papers contribute to answer the thesis
research questions. An overview, and summaries, of the included papers are
then given in Section 1.4. Section 1.5 then presents the syntheses of included
papers and finally the thesis introduction is concluded in a summary in Section
1.6.
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1.2 Software engineering and the need for test-
ing

Software engineering is the application of engineering best practices in a struc-
tured process to design, develop and maintain software of high quality [22].
Several software development processes have been defined such as plan-driven,
incremental and agile development processes [23, 24]. These processes can be
divided into three fundamental activities: requirements engineering, develop-
ment (design and implementation) and verification and validation.

Requirements engineering refers to the activity of elicitation, specifica-
tion and modeling of the software’s requirements, i.e. the needs of the cus-
tomer/user. Hence, features, functions and qualities that the developed soft-
ware must include [25, 26]. In turn, development is the activity of designing
and realizing the requirements in software that fulfills the user’s needs. Finally,
verification and validation, traditionally, is the activity of evaluating that the
developed software conforms to the requirements [1], most commonly achieved
through testing.

Tests for verification and validation are therefore a tightly coupled coun-
terpart to requirements [27]. Hence, whilst the quality of a software system is
determined by how well each process activity is performed, it is through test-
ing that this quality is measured. Measurements that can be taken throughout
the development process, i.e. early with reviews of documents or code or late
with customer acceptance tests. Testing is therefore an essential activity in all
software engineering, regardless of process or development objective.

1.2.1 Software Testing

Software testing for verification and validation is a core, but also costly, activity
that can make up for 20-50 percent of the cost of a software development
project [1, 28, 29]. Verification is defined as the practice of assuring that the
SUT conforms to its requirements, whilst validation is defined as the practice
of assuring that the SUT conforms to the requirements and fulfills the user’s
needs [25,26].
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Figure 1.1: Theoretical, layered, model of a System and the manual/automated
techniques generally used to test the different layers.
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Testing for the purpose of verification can be split into three types; unit,
integration and system testing [30], which are performed on different levels
of system abstraction [16, 26, 31] as shown in Figure 1.1. A unit test verifies
that the behavior of a single software component conforms to its low-level
functional requirement(s) and is performed either through code reviews or
more commonly through automated unit tests [9, 11, 14, 15, 32–34]. In turn,
integration tests verify the conformance of several components’ interoperability
between each other and across layers of the SUT’s implementation [16, 30].
Components can in this context be single methods or classes but also hardware
components in embedded systems. Finally, system tests are, usually, scenario-
based manual or automated tests that are performed either against the SUT’s
technical interfaces or the SUT’s GUI to verify that the SUT, as a whole [30],
conforms to its feature requirements [35–37]. However, scenario-based tests
are also used to validate the conformance of a SUT in acceptance tests that
are performed either by, or with, the SUT’s user or customer [35–38]. The
key difference between system and acceptance test scenarios is therefore how
representative they are of the SUT’s real-world use, i.e. the amount of domain
knowledge that is embedded in the test scenario.

Testing is also used to verify that a SUT’s behavior still conforms to the re-
quirements after changes to the SUT, i.e. regression tests. Regression tests can
be performed with unit, integration, system or acceptance test cases that have
predefined inputs for which there are known, expected, outputs [9]. Inputs and
outputs that are used to stimulate and assert various states of the SUT. As
such, the efficiency of a regression test suite is determined by the tests’ cover-
age of the SUT’s components, features, functions, etc [34,39], i.e. the amount
of a SUT’s states that are stimulated during test execution. This also limits
regression tests to finding defects in states that are explicitly asserted, which
implies that the test coverage should be as high as possible. However, for
manual regression tests, high coverage is costly, tedious and error-prone [2–7],
which is the primary motivation why automated testing is needed and should
be used on as many different levels of system abstraction as possible [16, 40].
Especially in the current market where the time available for testing is shrink-
ing due to the demands for faster software delivery [1]. Demands that have
transformed automated testing from “want” to a “must” in most domains.

However, whilst lower levels of system abstraction are well supported by
automated regression test techniques, tools and frameworks, there is a lack of
automated techniques for testing through the pictorial GUI, i.e. the highest
level of system abstraction. Thus, a lack of support that presents the key
motivator for the research presented in this thesis.

To cover any lack of regression test coverage, exploratory testing, defined
as simultaneous learning, test design and test execution, is commonly used
in industrial practice [41, 42]. The output of exploratory testing is a defect
but also the scenario(s) that caused the defect to manifest, i.e. scenarios that
can be turned into new regression tests. This technique has been found to be
effective [43] but has also been criticized for not being systematic enough for
fault replication. Further, the practice requires decision making to guide the
testing and is therefore primarily performed manually, despite the existence
of a few automated exploratory testing tools, e.g. CrawlMan [44]. However,
automated exploratory testing is still an unexplored research area that war-
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rants more research, including automated GUI-based exploratory testing since
it could help mitigate the challenges associated with manual verification and
validation, e.g. cost.

In summary, testing is used in industrial practice on different levels of
system abstraction for verification and validation of a SUT’s conformance to its
requirements. However, much of this testing is manual, which is costly, tedious
and error prone, especially for manual regression testing, which is suggested as
solvable with automated testing. More research is therefore warranted into new
automated test techniques and in particular techniques that operate against
the SUT’s highest level of system abstraction, i.e. the pictorial GUI.

1.2.2 Automated Software Testing

There are two key motivators for the use of automated testing in industrial
practice; (1) to improve software quality and (2) to lower test related costs [40].

Software quality : Automated tests help raise software quality through
higher execution speed than manual tests that allow them to be executed
more frequently [16, 40]. Higher test frequency provides faster feedback to
the developers regarding the quality of the software and enables defects to
be caught and resolved earlier. In turn, quick defect resolution lowers the
project’s development time and mitigates the chance of defect propagation
into customer deliveries. Early defect detection also mitigates synergy effects
to occur between defects, for instance that two or more defects cause a joint
failure which root-cause therefore becomes more difficult and costly to find.

However, a prerequisite for any automated test technique to be used fre-
quently is that the tests have reasonable test execution time. This prerequisite
is particularly important in contexts where the tests are used for continuous
integration, development and deployment [45]. Hence, contexts where the
test suites should be executed each time new code is integrated to the SUT,
e.g. on commit, which cause the tests to set the pace for the highest possi-
ble frequency of integration. This pacing is one reason why automated unit
tests [9, 11, 14, 15, 32–34] are popular in industrial practice since several hun-
dred unit tests can be executed in a matter of minutes. In addition, unit tests
are popular in agile software development companies, where they are used
to counteract regression defects [46] caused by change or refactoring that is
promoted by the process [47,48].

Lower cost : Automated testing is also used to lower the costs of testing
by automating tests, or parts of tests, that are otherwise performed manually.
However, there are still several costs associated with automated tests that need
to be considered.

First , all automated test techniques require some type of tool that either
needs to be acquired, bought and/or developed. Next, the intended users of the
tool need be given training or time to acquire knowledge and experience with
the tool and its technique before it can be used. Knowledge and experience
that might be more or less cumbersome to acquire dependent on the technique’s
complexity [40]. This complexity implies that techniques with high learnability
are more favorable from a cost perspective since they require less training.

Furthermore, adoption of test automation is associated with organizational
changes, e.g. new or changed roles, which adds additional costs, especially if
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the organizational changes affect the company’s processes, e.g. due to changes
of the intended users’ responsibilities. Additionally, many automated test
techniques have prerequisites that prohibit their use to certain systems written
in specific programming languages, operating systems and platforms [4,11–13].
Therefore it is necessary to perform a pilot project to (1) evaluate if the new
technique is at all applicable for the intended SUT and (2) for what types of
tests the technique can be used. Thus a pilot project is an important activity
but also associated with a, sometimes substantial, cost. However, several of
these costs are often overlooked in practice and are thereby “hidden” costs
associated with any change to a software process.

Second , for established systems, and particularly legacy systems, a consid-
erable cost of adopting a new test technique is associated with the development
of a suitably large test suite that provides test coverage of the SUT. Hence,
since automated testing is primarily used for regression testing, test coverage,
as stated in Section 1.2.1, is required for the testing to be efficient and valuable
in finding defects.

However, this brings us to the third cost associated with automated test-
ing which is maintenance of test scripts. Maintenance constitutes a continuous
cost for all automated testing that grows with the size of the test suite. This
maintenance is required to keep the test scripts aligned with the SUT’s re-
quirements [49], or at least its behavior, to ensure that test failures are caused
by defects in the SUT rather than intended changes to the SUT itself, i.e.
failures referred to as false positives. However, larger changes to the SUT can
occur and the resulting maintenance costs can, in a worst case, become unrea-
sonable [12]. These costs can however be mitigated through engineering best
practices, e.g. modular test design [16, 40, 50]. However, best practices takes
time to acquire, for any technique, and are therefore often missing, also for
VGT.

Hence, these three costs must be compared together to the value provided
by the automated tests, for instance value in terms of defects found or to
the costs compared to alternative test techniques, e.g. manual testing. The
reason for the comparison is to identify the point in time when the costs of
automation break even with the alternatives, i.e. when return on investment
(ROI) is achieved. Hence, for any automated test technique to be feasible,
the adoption, development and maintenance costs must provide ROI and it
should do so as quickly as possible. Consequently, an overall view of costs,
value and other factors, e.g. learnability, adoptability and usability, is required
to provide an answer if a test automation technique is applicable and feasible
in practice. These factors were therefore evaluated during the thesis work to
provide industrial practitioners with decision support of when, how and why
to adopt and use VGT.

In summary, automated testing helps improve SUT quality and lower
project costs [40]. However, the costs of automated testing can still be sub-
stantial and must therefore be evaluated against other alternative techniques
to identify when and if the adoption of a new technique provides positive ROI.
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1.2.3 Automated GUI-based Software Testing

Automated software testing has several benefits over manual testing, e.g. im-
proved test frequency, but there are also challenges, for instance, that most
techniques operate on a lower level of system abstraction. However, there is a
set of automated test techniques that operate against, or through, the SUT’s
GUI that can be used for higher level testing. To clarify the differences be-
tween these types of GUI-based testing techniques we have divided them into
three chronologically defined generations [51]. The difference between each
generation is how they interact with the SUT, i.e. with exact coordinates,
through hooks into the SUT’s GUI or image recognition. The following sec-
tion presents key properties of the three generations to provide the reader with
contextual information for the continuation of the thesis.

1.2.3.1 1st generation: Coordinate-based

1st generation GUI-based test automation uses exact coordinates on the screen
to interact with the SUT [3]. These coordinates are acquired by recording man-
ual interaction with the SUT and are then saved to scripts that can be replayed
for automated regression testing, which improves test frequency. However, the
technique is fragile, even minor changes to a GUI’s layout can cause an entire
test suite to fail, resulting in frequent and costly maintenance [3,52,53]. There-
fore, the technique has mostly been abandoned in practice but is commonly
integrated as one basic component into other test automation frameworks and
tools, e.g. JUnit [53] and Sikuli [54]. However, because of the technique’s
limited stand-alone use in practice it will not be discussed to any extent in
this thesis.

1.2.3.2 2nd generation: Component/Widget-based

2nd generation GUI-based testing tools stimulate and assert the SUT through
direct access to the SUT’s GUI components or widgets by hooks into the SUT,
e.g. into its GUI libraries or toolkits [12]. Synonyms for this technique are
Component-, Widget- or Tag-based GUI testing and is performed in industrial
practice with tools such as Selenium [55], QTP [56], etc.

These tools can achieve robust test case execution, e.g. few false test
results, due to the tools’ access and tight coupling to the SUT’s internal work-
ings, e.g. GUI events and components’ ID numbers, labels, etc. These GUI
events can also be monitored in a few tools to automatically synchronize the
test script with the SUT, which would otherwise require the user to manu-
ally specify synchronization points in the scripts, e.g. static delays or delays
based on GUI state transitions. Synchronization is a common challenge for all
GUI-based test techniques because the test scripts run asynchronously to the
SUT.

Another advantage of SUT access is that some of these tools can improve
test script execution time by forcing GUI state transitions and bypass cosmetic,
timed, events such as load screens, etc.

Further, most 2nd generation tools support record and replay, which lowers
test development costs. In addition, most tools support the user by managing
GUI components’ property data, e.g. ID numbers, labels, component types,
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Figure 1.2: Pseudocode example of a 2nd generation test script for a simple
application where GUI components are identified, in this case, through their
properties (Tags) associated with a user defined variable.

etc [57]. This functionality is required since these properties are unintuitive
without technical or domain knowledge, e.g. an ID number or component
type is not enough for a human to intuitively identify a component. How-
ever, combined, groups of properties allow the tester to distinguish between
components, exemplified with pseudocode in Figure 1.2.

Some 2nd generation tools, e.g. GUITAR [58], also support GUI ripping
that allow the tools to automatically extract GUI components, and their prop-
erties, from the SUT’s GUI and create a model over possible interactions with
the SUT. These models can then be traversed to generate scenarios of inter-
actions that can be replayed as test cases, a technique typically referred to
as model-based testing [59–63]. As such, provided that the interaction model
contains all GUI components, it becomes theoretically possible to automati-
cally achieve full feature coverage of the SUT since all possible scenarios of
interactions can be generated. However, in practice this is not possible since
the number of test cases grow exponentially with the number of GUI com-
ponents and length of test cases that makes it unreasonable to execute all of
them. This problem is referred to as the state-space explosion problem and is
common to most model-based testing tools [59]. One way to mitigate the prob-
lem is to limit the number of interactions per generated test scenario but this
practice also limits the tests’ representativeness of real world use and stifles
their ability to reach faulty SUT states.

Furthermore, because 2nd generation GUI-based tools’ interact with the
SUT through hooks into the GUI, these tests do not verify that the picto-
rial GUI conforms to the SUT’s requirements, i.e. neither that its appear-
ance is correct or that human interactions with it is possible. In addition,
the tools require these hooks into the SUT to operate, which restricts their
use to SUT’s written in specific programming languages and for certain GUI
libraries/toolkits. This requirement also limits the tools’ use for testing of
systems distributed over several physical computers, cloud based applications,
etc., where the SUT’s hooks are not accessible.

Another challenge is that the tools need to know what properties a GUI
component has to stimulate and assert its behavior. Standard components,
included in commonly used GUI libraries, e.g. JAVA Swing or AWT, are
generally supported by most tools. However, for custom built components, e.g.
user defined buttons, the user has to create custom interpreters or hooks for
the tools to operate. However, these interpreters need to be maintained if the
components are changed, which adds to the overall maintenance costs. Overall
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maintenance costs that have been reported to, in some cases, be substantial
in practice [10,12,16,52].

However, there are also some types of GUI components that are difficult or
can not be tested with this technique, e.g. components generated at runtime,
since their properties are not known prior to execution of the system. As such,
there are several challenges associated with 2nd generation GUI-based testing
that limit the technique’s flexibility of use in industrial practice.

In summary, 2nd generation GUI-based testing is associated with quick and
often robust test execution due to their access to the SUT’s inner workings.
However, this access is a prerequisite for the technique’s use that also limits its
tools to test applications written is certain programming languages, with cer-
tain types of components, etc. As a consequence, the technique lacks flexibility
in industrial use. Further, the technique does not operate on the same level of
system abstraction as a human user and does therefore not verify that the SUT
is correct from a pictorial GUI point of view, neither in terms of appearance
or behavior. Additionally, the technique is associated with script maintenance
costs that can be extensive and in worst cases infeasible [10,12,16,52]. Conse-
quently, 2nd generation GUI-based testing does not fully fulfill the industry’s
needs for a flexible and feasible test automation technique.

1.2.3.3 3rd generation: Visual GUI Testing

3rd generation GUI-based testing is also referred to as Visual GUI Testing
(VGT) [64], and is defined as a tool driven automated test technique where im-
age recognition is used to interact with, and assert, a system’s behavior through
its pictorial GUI as it is shown to the user in user emulated system or accep-
tance tests. The foundation for VGT was established in the early 90s by a tool
called Triggers [18], later in the 90s accompanied by a tool called VisMap [19],
which both supported image recognition based automation. However, at the
time, lacking hardware support for the performance heavy image recognition
algorithms made these tools unusable in practice [65]. Advances in hardware
and image recognition algorithm technology have now mitigated this chal-
lenge [66] but it is still unknown if VGT, as a technique, is mature enough
for industrial use. Thus providing one motivation the work presented in this
thesis.

Several VGT tools are available in practice, both open source; Sikuli [20],
and commercial; JAutomate [67], EggPlant [68] and Unified Functional Test-
ing (UFT) [56], each with different benefits and drawbacks due to the tools’
individual features [67]. However, common to all tools is that they use image
recognition to drive scripts that allow them to be used on almost any GUI-
driven application, regardless of implementation, operating system or even
platform. As a consequence, VGT is associated with a high degree of flexi-
bility. The technique does however only have limited usefulness for non-GUI
systems, e.g. server-applications.

VGT scripts are written, or recorded, as scenarios that contain methods
which are usually synonyms for human interactions with the SUT, e.g. mouse
and keyboard events, and bitmap images. These images are used by the tools’
image recognition algorithms to stimulate and assert the behavior of SUT
through its pictorial GUI, i.e. in the same way as a human user. Consequently,
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Figure 1.3: Pseudocode example of a 3rd generation (VGT) test case for a
simple application. GUI components are associated with the application’s GUI
component images (Bitmaps).

VGT scripts are generally intuitive to understand, also for non-technical stake-
holders, since the scripts’ syntax is relatable to how the stakeholders would
themselves interact with the SUT [20], e.g. click on a target represented by
a bitmap and type a text represented by a string. This intuitiveness also
provides VGT with high learnability also by technically awkward users [65].

A pseudo-code VGT script example is shown in Figure 1.3 that performs
the same interactions as the example presented for 2nd generation GUI-based
testing, presented in Figure 1.2, for comparison.

Conceptually, image recognition is performed in two steps during VGT
script playback. First, the SUT’s current GUI state is captured as a bitmap,
e.g. in a screenshot of the computers desktop, which is sent together with
the sought bitmap from the VGT script to the image recognition algorithm.
Second, the image recognition algorithm searches for the sought bitmap in the
screenshot and if it finds a match it returns the coordinates for the match that
are then used to perform an interaction with the SUT’s GUI. Alternatively,
if the image recognition fails, a false boolean is returned or an exception is
raised.

Different VGT tools use different algorithms but most algorithms rely on
similarity-based matching which means that a match, i.e. sought bitmap, is
found if it is within a percentile margin between the identified and sought
bitmap image [20]. This margin is typically set to 70 to 80 percent of the
original image to counteract failures due to small changes to a GUI’s appear-
ance, e.g. change of a GUI bitmap’s color tint. However, similarity-based
matching does not prevent image recognition failure when bitmaps are resized
or changed completely.

Additionally, VGT scripts, similar to 1st and 2nd generation scripts, need
to be synchronized with the SUT’s execution. Synchronization in VGT is
performed with built in functionality or methods that wait for a bitmap(s) to
appear on the screen before the script can proceed. However, these methods
also make VGT scripts slow since they cannot execute quicker than the state
transitions of the GUI, which is a particular challenge for web-systems since
waits also need to take network latency into account.

In summary, VGT is a flexible automated GUI-based test technique that
uses tools with image recognition to interact and assert a SUT’s behavior
through its pictorial GUI. However, the technique’s maturity is unknown and
this thesis therefore aims to evaluate if VGT is applicable and feasible in
industrial practice.
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1.2.3.4 Comparison

To provide a general background and overview of the three generations of
automated GUI-based testing, some of their key properties have been presented
in Table 1.1. The table shows which properties that each technique has (“Y”)
or not (“N”) or if a property is support by some, but not all, of the technique’s
tools (“S”). These properties were acquired during the thesis work as empirical
results or through analysis of related work. However, they are not considered
to be part of the thesis main contributions even though they support said
contributions.

Several properties are shared by all techniques. For instance, they can
all be used to automate manual test cases but only VGT tools also support
bitmap assertions and user emulation and it is therefore the only technique that
provides results of equal quality to manual tests. Further, all three techniques
are perceived to support daily continuous integration and all techniques require
the scripts to be synchronized with the SUT’s execution. Finally, none of the
techniques are perceived as replacements to manual testing since all of the
techniques are designed for regression testing and therefore only find defects
in system states that are explicitly asserted. In contrast, a human can use
cognitive reasoning to determine if new, previously unexplored, states of the
SUT are correct. Consequently, a human oracle [69] is required to judge if a
script’s outcome is correct or not.

Other properties of interest regard the technique’s robustness to change.
For instance, both 2nd and 3rd generation tools are robust to GUI layout
change, assuming, for the 3rd generation, that the components are still shown
on the screen after change. In contrast, 1st generation tools are fragile to this
type of change since they are dependent on the GUI components’ location
being constant.

However, 1st generation tools, and also 3rd generation tools, are robust to
changes to the SUT’s GUI code whilst 2nd generation tools are not, especially
if these changes are made to custom GUI components, the GUI libraries or
GUI toolkits [12].

Finally, 1st and 2nd generation tools are robust to changes to the GUI
components’ bitmaps since none of the techniques care about the GUI’s ap-
pearance. In contrast, 3rd generation tools fail if either the appearance or the
behavior of the SUT is incorrect.

Consequently, the different techniques have different benefits and draw-
backs that are perceived to make the techniques more or less applicable in
different contexts.

1.3 Research problem and methodology

In this section, a summary of the background and the motivation for the
research performed in this thesis work are presented. These are based on
the challenges and gaps in knowledge and tooling presented in Sections 1.1 to
1.2.3.4. Additionally, the research objective is presented and broken down into
four specific research questions that the thesis work aimed to answer through
an incremental research process that is also presented. Finally, the research
methodology and research methods used during the thesis work are discussed.
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Property 1st

Gen.
2nd

Gen.
3rd

Gen.
Independent of SUT platform N N Y
Independent of SUT programming language Y S Y
Non-intrusive test execution N S Y
Emulates human user behavior Y N Y
Open-source tool alternatives Y Y Y
Supports manual test case automation Y Y Y
Supports testing of custom GUI components Y S Y
Supports bitmap-based assertions N S Y
Supports testing of distributed systems Y S Y
Supports daily continuous integration Y Y Y
Robust to GUI layout change N Y Y
Robust to system code change Y N Y
Robust to bitmap GUI component change Y Y N
Support script recording (as opposed to manual
scripting)

Y Y S

Script execution time independent of SUT perfor-
mance

N N N

Replacement of other manual/automatic test
practices

N N N

Table 1.1: The positive and negative properties of different GUI-based test
techniques. All properties have been formulated such that a “Y” indicates that
the property is supported by the technique. “N” indicates that the property is
not supported by the technique. “S” indicates that some of the technique’s tools
supports the property, but most don’t.
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1.3.1 Problem background and motivation for research

Background: Testing is the primary means by which companies verify and
validate (V&V) their software. However, the costs of V&V ranges between 20-
50 percent of the total costs associated with a software development project [1,
28,29], which is a challenge that can be contributed to the extensive industrial
use of manual, tedious, time consuming, and therefore error prone V&V prac-
tices [2–7]. Automated testing is generally proposed as the solution to this
challenge, since automated test scripts execute systematically each time and
with reduced human effort and cost [40]. However, this proposition presents
new challenges for software development companies, such as what automated
testing do they need, how is it performed and how does it provide value?

The most common type of automated testing in practice is automated
unit testing [14, 33], which has been shown to be effective to find software
defects. However, unit tests operate on a low level of system abstraction
and they have therefore been debated to be ill suited for V&V of high level
requirements [15,16]. Automated unit testing therefore has a place in software
development practice but should be complemented with test techniques also
on higher levels of system abstraction to provide full automated coverage of
the SUT [16]. For GUI-driven software this also includes automated testing of
the pictorial GUI as shown to the user.

To acquire GUI automation coverage, many companies use 2nd generation
GUI-based testing for automated system testing, for instance with the tool
Selenium [55]. However, these tools interact with the SUT by hooking into
its GUI libraries, toolkits or similar and therefore do not verify that human
interaction with the SUT’s pictorial GUI can be performed as expected [51].
Such verification requires an automated test technique that can operate on the
same level of abstraction and with the same confidence and results as a human
user.

In addition, most automated test techniques’ are restricted to be used on
SUTs that fulfill the tools’ prerequisites, such as use of specific programming
languages, platforms, interfaces for testing etc [4, 11–13]. These prerequisites
are a particular challenge for legacy, or distributed, systems that are either
not designed to support automated testing or lack the necessary interfaces
for test automation. As a consequence, industry is in need of a flexible test
automation technique with less, or easily fulfilled, prerequisites.

Further, the view that automated testing lowers test related cost is only
partially true because test automation is still associated “hidden” costs and,
in particular, maintenance costs [10, 12, 16, 40, 52]. Therefore, adoption of
automated testing can lower the total development cost of a project by enabling
faster feedback to developers that leads to faster defect resolution, but test
related costs still remain or can even increase. As such, to fulfill industry’s
need for a flexible GUI-based test automation technique, a technique must be
identified that is feasible long-term and which preferably provides quick ROI
compared to manual testing. Such a technique must also provide value in
terms of, at least, equal defect finding ability as manual testing and with low
test execution time to facilitate frequent test execution.

Motivation: In theory, Visual GUI Testing (VGT) fulfills the industrial
need for a flexible, GUI-based, automated test technique due to its unprece-
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Paper Objective RQ1 RQ2 RQ3 RQ4
A Static evaluation of VGT in

practice
X X X

B Dynamic evaluation of VGT in
practice

X X X

C Challenges, problems and limita-
tions with VGT in practice

X X X

D Maintenance and return on in-
vestment of VGT

X X

E Long-term use of VGT in prac-
tice

X X X

F Model-based VGT combined
with 2nd generation GUI-based
testing

X X

G Failure replication X X

Table 1.2: Mapping of research questions to the individual publications pre-
sented in this thesis.

dented ability to emulate human interaction and assertions through a SUT’s
pictorial GUI, an ability provided by the technique’s use of tools with image
recognition. However, the technique’s body of knowledge is limited, in partic-
ular in regards to empirical evidence for its applicability and feasibility of use
in industrial practice. This lack of knowledge is the main motivator for the
research presented in this thesis since such knowledge is required as decision
support for industrial practitioners to evaluate if they should adopt and use
the technique. Consequently, this research is motivated by an industrial need
for a flexible and cost-effective GUI-based test automation technique that can
emulate end user behavior with at least equal defect-finding ability as manual
testing but with lower test execution time. From an academic point of view,
the research is also motivated since it provides additional empirical evidence
from industry regarding the adoption, use and challenges related to automated
testing.

Research Objective: The objective of this thesis is to identify empirical
evidence for, or against, the applicability and feasibility of VGT in industrial
practice. Additionally, to identify what challenges, problems and limitations
that impede the technique’s short and long-term use. Hence, an overall view
of the current state-of-practice of VGT, including alternative and future ap-
plication areas for the technique. Consequently, knowledge that can be used
for decision support by practitioners and input for future academic research.

Research questions: The research objective was broken down into four
research questions presented below together with brief descriptions of how they
were answered. Further, Table 1.2 presents a mapping between each research
question and the papers included, and presented later, in this thesis.

RQ1: What key types of contexts and types of testing is Visual GUI Test-
ing generally applicable for in industrial practice?

This question addresses the rudimentary capabilities of VGT, i.e. can the tech-
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nique at all find failures and defects on industrial grade systems? Additionally,
it aims to identify support for what types of testing VGT is used for, e.g. only
regression testing of system and acceptance tests or exploratory testing as
well? This question also addresses if VGT can be used in different contexts
and domains, such as agile software development companies, for safety-critical
software, etc. Support for this question was acquired throughout the thesis
work but in particular in the studies presented in Chapters 2, 3, 4, 6 and 8,
i.e. Papers A, B, C, E and G.

RQ2: To what extent is Visual GUI Testing feasible for long-term use in
industrial practice?

Feasibility refers to the maintenance costs and return on investment (ROI)
of adoption and use of the technique in practice. This makes this question
key to determine the value and long-term industrial usability of VGT. Hence,
if maintenance is too expensive, the time to positive ROI may outweigh the
technique’s benefits compared to other test techniques and render the tech-
nique undesirable or even impractical in practice. This question also concerns
the execution time of VGT scripts to determine in what contexts the tech-
nique can feasibly be applied, e.g. for continuous integration? Support for
this research question was, in particular, acquired in three case studies at four
different companies, presented in Chapters 3, 5, and 6, i.e. Papers B, D and
E.

RQ3: What are the challenges, problems and limitations of adopting, us-
ing and maintaining Visual GUI Testing in industrial practice?

This question addresses if there are challenges, problems and limitations (CPLs)
associated with VGT, the severity of these CPLs and if any of them prohibit
the technique’s adoption or use in practice. Furthermore, these CPLs represent
pitfalls that practitioners must avoid and therefore take into consideration to
make an informed decision about the benefits and drawbacks of the technique,
i.e. how the CPLs might affect the applicability and feasibility of the tech-
nique in the practitioner’s context. To guide practitioners, this question also
includes finding guidelines for the adoption, use and long-term use of VGT in
practice.

Results to answer this question were acquired primarily from three case
studies that, fully or in part, focused on CPLs associated with VGT, presented
in Chapters 3, 4 and 6, i.e. Papers B, C and E.

RQ4: What technical, process, or other solutions exist to advance Visual
GUI Testing’s applicability and feasibility in industrial practice?

This question refers to technical or process oriented solutions that improve
the usefulness of VGT in practice. Additionally, this question aims to identify
future research directions to improve, or build upon, the work presented in
this thesis.

Explicit work to answer the question was performed in an academic study,
presented in Chapter 7, i.e. Paper F, where VGT was combined with 2nd gen-
eration technology to create a fully automated VGT tool. Additional support
was acquired from an experience report presented in Chapter 8 (Paper G)
where a novel VGT-based process was reported from industrial practice.
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Figure 1.4: A chronological mapping of how the studies included in this thesis
are connected to provide support for the thesis four research questions. The
figure also shows which papers that provided input (data, challenges, research
questions, etc.) to proceeding papers. CPLs - challenges, problems and limi-
tations.

1.3.2 Thesis research process

Figure 1.4 presents an overview of the incremental research process that was
used during the thesis work and how included research papers are connected.
These connections consist of research results or new research questions that
were acquired in a study that required, or warranted, additional research in
later studies.

The thesis work began with a static evaluation of VGT (Paper A) that pro-
vided initial support for the applicability and costs associated with VGT. Next,
VGT was evaluated dynamically in an industrial project (Paper B) where VGT
was adopted and used by practitioners. This study provided additional infor-
mation about the applicability and initial results about the feasibility of VGT.
In addition, challenges, problems and limitations (CPLs) were identified that
warranted future research that was performed in Paper C. Paper C concluded
that there are many CPLs associated with VGT but none that prohibit its
industrial use. Therefore, the thesis work proceeded with an evaluation of the
feasibility of VGT in an embedded study where results regarding the long-term
maintenance costs and return on investment (ROI) of VGT were acquired (Pa-
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per D). These results were acquired through empirical work with an industrial
system (Static analysis) and interviews with practitioners that had used VGT
for several months (Dynamic analysis). However, results regarding the long-
term feasibility of the technique were still missing, a gap in knowledge that
was filled by an interview study at a company that had used VGT for several
years (Paper E ). Consequently, these studies provided an overall view of the
current state-of-practice of VGT. In addition they provided support to draw
conclusions regarding the applicability (RQ1 ) and feasibility (RQ2 ) of VGT
in practice but also what CPLs that are associated with the technique (RQ3 ).

Further, to advance state-of-practice, a study was performed where VGT
was combined with 2nd generation technology that resulted in a building block
for future research into fully automated VGT (Paper F )(RQ4 ). Additional
support for RQ4 was acquired from an experience report from industry (Paper
G) where a novel semi-automated exploratory test process based on VGT was
reported.

Combined, these studies provide results to answer the thesis four research
questions and a significant contribution to the body of knowledge of VGT and
automated testing.

1.3.3 Research methodology

A research methodology is a structured process that serves to acquire data
to fulfill a study’s research objectives [70]. On a high level of abstraction,
a research process can be divided into three phases: preparation, collection
and analysis (PCA). In the preparation phase the study’s research objectives,
research questions and hypotheses are defined, including research materials,
sampling of subjects, research methods are chosen for data collection, etc.
Next, data collection is performed that shall preferably be conducted with sev-
eral methods and/or sources of evidence to enable triangulation of the study’s
results and improve the research validity, i.e. the level of trust in the research
results and conclusions [70–72]. Finally, in the analysis phase, the acquired re-
search results are scrutinized, synthesized and/or equated to draw the study’s
conclusions that can be both positive or negative answers to a study’s research
question(s).

Some research methodologies deviate from the PCA pattern and are instead
said to have a flexible design. Flexible design implies that changes can be
made to the design during the study to, for instance, accommodate additional,
unplanned, data collection opportunities [17].

A researcher can create an ad hoc research methodology if required, but
several common methodologies exist that are used in software engineering re-
search, e.g. case studies [17], experiments [73] and action research [74].

Two research methodologies were used extensively during this thesis work:
case studies and experiments. This choice was motivated by the thesis re-
search questions and the studies’ available resources. Action research was,
for instance, not used because it requires a longitudinal study of incremen-
tal change to the studied phenomenon which makes it resource intensive and
places a larger requirement on the collaborating company’s commitment to
the study. Hence, a commitment that many companies are reluctant to give
to an immature research area such as VGT.
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Research methodologies have different characteristics and thus, inherently,
provide different levels of research validity [72]. Validity is categorized in differ-
ent ways in different research fields but in this thesis it is categorized according
to the guidelines by Runeson and Höst [17], into the following categories:

� Construct validity - The suitability of the studied context to provide
valid answers to the study’s research questions,

� Internal validity - The strength of cohesion and consistency of collected
results.

� External validity - The ability to generalize the study’s results to other
contexts and domains, and

� Reliability/Conclusion validity - The degree of replicability of the
study’s results.

Case studies provide a deeper understanding of a phenomenon in its actual
context [17] and therefore have inherently high construct validity. In addition,
given that a case study is performed in a well chosen context with an ap-
propriate sample of subjects, it also provides results of high external validity.
However, case studies in software engineering are often performed in industry
and are therefore governed by the resources provided by the case company,
which limits researcher control and can negatively affect the results internal
validity.

In contrast, experiments [73] are associated with a high degree of researcher
control. This control is used to manipulate the studied phenomenon and ran-
domize the experimental sample to mitigate factors that could adversely affect
the study’s results. As such, experiments have inherent high internal validity
but it comes at the expense of construct validity since the studied phenomenon
is, by definition, no longer studied in its actual context. In addition, similar
to case studies, the external validity of experimental results depend on the
research sample.

Furthermore, research methodologies can be classified based on if they are
qualitative or quantitative [70], where case studies are associated with quali-
tative data [17], e.g. data from interviews, observations, etc., and experiments
are associated with quantitative data [73], e.g. measurements, calculations,
etc. These associations are however only a rule of thumb since many case stud-
ies include quantitative data to support the study’s conclusions [73] and exper-
iments often support their conclusions with qualitative observations. During
the thesis work, both types of data were extensively used to strengthen the
papers’, and the thesis, conclusions and contributions. This strength is pro-
vided by quantitative results’ ability to be compared between studies, whilst
qualitative data provides a deeper understanding of the results.

1.3.4 Case studies

A case study is defined as a study of a phenomenon in its contemporary con-
text [17, 71]. The phenomenon in its context is also referred to as the study’s
unit of analysis, which can be a practice, a process, a tool, etc., used in an
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Figure 1.5: Visualization of the categorization of each of the included papers.

organization, company or similar context. Case studies are thereby a versa-
tile tool in software engineering research since they can be tailored to certain
contexts or research questions and also support flexible design [17]. Addition-
ally, case studies can be performed with many different research methods, e.g.
interviews, observations, surveys, etc [17].

Further, case studies can be classified as single or multiple and holistic or
embedded case studies, where single/embedded refer to the number of contexts
in which the unit (holistic) or units (embedded) of analysis are studied [71].

Case study results are often anecdotal evidence, e.g. interviewees’ per-
ceptions of the research phenomenon, which makes triangulation an essential
practice to ensure result validity [17,71]. Further, case studies should be repli-
cable, which implies that all data collection and analysis procedures must be
systematic and thoroughly documented, for instance in the form of a case
study protocol [71], to establish a clear chain of evidence. A more detailed
discussion about analysis of qualitative data is presented in Section 1.3.6.

Case studies were the primary means of data collection for this thesis and
were conducted with, or at, software development companies in Sweden. These
companies include several companies in the Saab corporation, Siemens Medi-
cal and Spotify. The first case studies, reported in Papers A, B, C, were ex-
ploratory, continued with Paper D that was explanatory and concluded with
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Paper E that was descriptive, depicted in Figure 1.5. Hence, the thesis work
transitioned from exploration to explanation of the capabilities and properties
of VGT to description of its use in practice. This transition was driven by the
incrementally acquired results from each study, where later studies thereby
aimed to verify the results of earlier studies. Figure 1.5 also includes studies
that were not case studies, i.e. Papers F and G which were an experiment and
an experience report respectively, depicted to show how they were classified in
relation to the other papers included in the thesis.

Furthermore, the performed case studies were all inherently different, i.e.
conducted with different companies, in different domains, with different sub-
jects and VGT tools, which has strengthened both the construct and external
validity of the thesis conclusions. Further, interviews were used for the ma-
jority of the data collection to acquire in depth knowledge about the adoption
and use of VGT. However, quantitative, or quantifiable, data was also acquired
since it was required to compare VGT to other test techniques in the studies,
and the thesis. For instance, quantitative data was acquired to compare the
performance and cost of VGT to both manual test techniques and 2nd genera-
tion GUI-based testing. However, comparisons were also made with qualitative
data, such as practitioners’ perceptions about benefits and drawbacks of dif-
ferent techniques, to get a broad view of the techniques’ commonalities and
differences in different contexts. Thus ensuring that the included studies’ in-
dividual contributions were triangulated with data from different sources and
methods to improve the results internal validity.

1.3.4.1 Interviews

Interviews are commonly used for data collection in case study research and
can be divided into three different types: structured-, semi-structured and
unstructured interviews [71, 75]. Each type is performed with an interview
guide that contains step-by-step instructions for an interview, including the
interview questions, research objectives, etc. In addition, interview guides
shall include a statement regarding the purpose of the study and insurance
of the interviewee’s anonymity, which helps to mitigate biased or untruthful
answers. Further, these types of interviews vary in strictness, which relates to
the makeup of the interview guide as well as the interviewer’s freedoms during
an interview.

Structured interviews: Structured interviews are the most strict [71] and
restrict the interviewer from asking follow up questions or ask the interviewee
to clarify their answers. Therefore, considerable effort should be spent on
the interview guide to test it and to ensure that the interview questions are
unambiguous and valid to answer the study’s research questions. Structured
interview questions can be of different type but multiple-choice or forced-choice
are the most common. Forced choice questions, e.g. Likert-scale questions,
can be analyzed with statistics [76] but require a larger interview sample,
which makes the method costly in terms of resources. Therefore, structured
interviews were not used during the thesis work.

Semi-structured interviews: The second most strict type of interview
is called semi-structured interviews [71], which allow the interviewer to elicit
more in depth or better quality information by asking follow up questions or
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by clarifying questions to the interviewee. These interviews are therefore suit-
able in descriptive studies, where the studied phenomenon is partly known, or
exploratory studies, where little or nothing is known about the phenomenon.
In both cases, several interviews should be performed where each interview
should add to the researcher’s understanding of the studied phenomenon and
allow the researcher to tailor each consecutive interview, i.e. change the inter-
view questions, to acquire more in depth knowledge. However, care should be
taken when changes are made to ensure that the interview results can still be
triangulated, i.e. the interview questions must not diverge too much between
interviews.

Semi-structured interviews were extensively used during the thesis work
both to explore and describe the use of VGT and its associated CPLs [17].
Further, interview guides were always used but they were seldom changed be-
tween interviews, instead more in depth information was acquired through ad
hoc follow-up questions in each interview. The baseline of common questions
was kept to make triangulation of interview results easier. These interviews
were all recorded, transcribed and analyzed with less rigorous qualitative anal-
ysis or Grounded Theory analysis [77], i.e. rigorous coding analysis [78].

Unstructured interviews: Finally, the least strict type of interviews are
unstructured interviews [71] where interview guides are optional, but recom-
mended, to guide the interview. This type of interview is therefore suitable
for exploratory studies [17] and were primarily used in the thesis work in
pre-studies to acquire contextual information about the research companies
through general questions regarding the companies processes, practices, orga-
nizations, etc. In addition to context information, they also provided baseline
information for additional interviews.

1.3.4.2 Workshops

Workshops are often performed with groups of participants, similar to focus
groups [79] and their purpose is to explore, describe or explain a phenomenon
under study [80] through discussions, brainstorming [81], activity participa-
tion, etc. As such, workshops can be a means to acquire both in depth and
broad information in a short amounts of time, as discussed by Young for the
purpose of requirements elicitation [82].

However, several prerequisites must be fulfilled for a workshop to be suc-
cessful, for instance, the workshop participants must be a well chosen sample,
i.e. with participants of varying experience, roles, age, gender, etc. This pre-
requisite can be challenging to fulfill in industrial studies since access to suit-
able participants is often restricted, for instance due to resource or scheduling
constraints, etc. In addition, some constellations of participants can add bias
to the results. For instance, employees can be reluctant to give their honest
opinions if their managers are present in the workshop which presents a threat
to the results. Additionally, if a sample is too uniform it may not provide
representative results for the whole company or other domains, which is a
threat to the results external validity. Another challenge with workshops is
to keep them in scope of the study, especially if lively, and perhaps interest-
ing, discussions occur, and they should therefore be moderated. Because of
these challenges, workshop results must also be triangulated with, for instance,
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follow-up interviews, surveys, etc.
A workshop can be designed ad hoc to achieve a specific research objective,

or performed with a standard workshop format, e.g. KJ-Shiba [83]. Regard-
less, workshops must be thoroughly planned. This planning includes sampling
of suitable participants, creation of workshop materials, planning the analysis
procedure, etc.

Workshops were used in several studies included in the thesis, for two rea-
sons. First, to quickly acquire information about a research company’s con-
texts, practices and tools. Hence, exploratory workshops with one or several
participants where unstructured or semi-structured interviews and visual aids,
e.g. white-board drawings, were commonly used. Second, workshops were
used for result verification and triangulation where workshops began with a
presentation of the study’s acquired results followed by discussion and analysis
of key results with the workshop’s participants. These workshops, presented
in Papers B, C and E, were well planned, with predefined workshop materials
such as interview questions, presentation materials, etc., but participants were
mostly sampled with convenience sampling due to resource constraints.

1.3.4.3 Other

Interviews and workshops were the primary methods used in the case studies
included in this thesis. However, other methods were also used during the
thesis work1, some of which will be briefly discussed in this section.

Document analysis: Interviews and workshops acquire first degree data [71,
84], i.e. data directly from a source of information such as an interviewee. In
turn, second degree data is collected indirectly from a source, for instance,
through transcription of a recorded interview. However, document analysis
relies on third degree data [17], which is data that has already been tran-
scribed and potentially analyzed.

From a company perspective, document analysis can be a cost-effective
method of data transference but can be a time-consuming activity for the
researcher, especially in foreign or highly technical domains. Further, third
degree data is created by a third person and can therefore include biases which
means that document root-source analysis is required to identify who created
the document, for what purpose, the age of the information, etc. [17], i.e. to
evaluate the documented information’s validity.

Document analysis was used in the thesis work to acquire information
about the research companies’ processes and practices. In particular, test
specifications were analyzed to give input for empirical work with VGT at the
studied companies, e.g. in Paper A where manual test cases at Saab AB were
automated with two different VGT tools.

Further, this method can be used in a survey to conduct systematic map-
pings and systematic literature reviews [85] of published research papers. How-
ever, due to the limited body of knowledge on VGT, no such study was per-
formed during the thesis work.

Surveys: Surveys are performed on samples of people, documents, soft-
ware, or other group [86] for the purpose of acquiring general conclusions

1In this instance, thesis work refers also to studies performed by the author but not
included in the thesis.
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regarding an aspect of the sample [71]. For instance, a survey with people can
serve to acquire their perceptions of a phenomenon, document surveys instead
aim at document synthesis [85], etc.

In software engineering research, surveys are often performed with ques-
tionnaires as an alternative to structured interviews [71]. One benefit of ques-
tionnaires is that they can be distributed to a large sample at low cost but if
there is no incentive for the sample to answer the questionnaire, the partici-
pant response-rate can be low, i.e. less than the rule of thumb of 60 percent
that is suggested for the survey to be considered valid.

Questionnaire questions can be multiple-choice, forced-choice or open, i.e.
free text. Forced choice questions are often written as Likert scale ques-
tions [76], i.e. on an approximated ratio-scale between, for instance, totally
disagree and totally agree. In turn, multiple choice questions can ask par-
ticipants to rank concepts on ratio-scales, e.g. with the 100 dollar bill ap-
proach [87]. However, questions can have other scales such as nominal, ordinal
or interval scales [88]. These scales serve different purposes and it is therefore
important to choose the right type to be able to answer the study’s research
questions. Regardless, questionnaire creation is a challenge since the questions
must be unambiguous, complete, use context specific nomenclature, etc., to
be of high quality. Therefore, like interview guides, questionnaires must be
reviewed and tested prior to use.

Questionnaires were used during the thesis work to verify previously gath-
ered results and to acquire data in association with workshops. Explicitly,
among the research papers included in this thesis, a questionnaire survey was
used in Paper E. The results of the surveys were then analyzed qualitatively
or with formal or descriptive statistics, discussed further in Section 1.3.6, to
test the studies’ hypotheses or answer the studies’ research questions.

Observation: Observations are fundamental in research and can be used
in different settings and performed in different ways, e.g. structured or un-
structured [89]. One way to perform an observation is the fly on the wall
technique, where the researcher is not allowed to influence the person, pro-
cess, etc., being observed. Another type is the talk-aloud protocol, where the
observed person is asked to continuously describe what (s)he is doing [17]. As
such, observations are a suitable practice to acquire information about a phe-
nomenon in its actual context and can also provide the researcher with deeper
understanding of domain-specific or technical aspects of the phenomenon.

However, observation studies are associated with several threats, for in-
stance the Hawthorne effect, which causes the observed person to change
his/her behavior because they know they are being observed [90]. There-
fore, the context of the observation must be taken into consideration as well
as ethical considerations, e.g. how, what and why something or someone is
being observed [17]. An example of unethical observation would be to observe
a person without their knowledge.

Planned observation, with an observation guide, etc., was only used once
during the thesis work to observe how manual testing was performed at a
company. However, observations were also used to help explain results from
the empirical studies with VGT, i.e. in Papers A and D.
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1.3.5 Experiments

Experimentation is a research methodology [73] that focuses on answering what
factor(s) (or independent variable(s)) that affect a measured factor of the phe-
nomena (the dependent variable(s)). As such, experiments aim to compare the
impact of treatments (change of the independent variable(s)) on the dependent
variable(s).

Experimental design begins with formulation of a research objective that
is broken down into research questions and hypotheses. A hypothesis is a
statement that can be either true or false that the study will test, for instance
the expected outcome of a treatment on the dependent variable. Therefore,
experiments primarily aim to acquire quantitative or quantifiable data, which
can be analyzed statistically to accept or reject the study’s hypotheses and
answer the study’s research questions.

However, experiments are also affected by confounding factors [73], i.e. fac-
tors outside the researcher’s control that also influence the dependent variable.
These factors can be mitigated through random sampling that cancels out the
confounding factors across the sample [91] such that measured changes to the
dependent variable are caused only by changes to the independent variable(s).

However, in some contexts, e.g. in industry, it is not possible to random-
ize the studied sample and instead quasi-experiments need to be used [73,92].
Whilst controlled experiments are associated with a high degree of internal va-
lidity but lower construct validity (due to manipulation of contextual factors),
quasi-experiments have lower internal validity but higher construct validity
since they are performed in a realistic context.

Further, compared to case studies, controlled experiments have high repli-
cability, i.e. an experiment with a valid experimental procedure can be repli-
cated to acquire the same outcome as the original experiment. It is therefore
common that publications that report experimental results present the exper-
imental procedure in detail and make the experimental materials available to
other researchers.

Experiments were performed as part of two papers included in the thesis,
i.e. Papers A and F. In Paper A, the applicability of VGT to test non-animated
GUIs was compared to testing of animated GUIs. Additionally in Paper F, to
compare the false test results generated by 2nd and 3rd generation GUI-based
testing during system and acceptance tests.

1.3.6 Data analysis

Research methodologies and methods provide the researcher with results that
sometimes are enough to support, or answer, a study’s research questions.
However, in most studies the results, by themselves, are not enough and they
must therefore be analyzed.

Research results can be classified as qualitative, e.g. statements, and quan-
titative, e.g. numbers, [70], as stated in Section 1.3.3. However, regardless of
data type, results must be triangulated [17, 71], which for qualitative data
can be a challenge. The reason is because qualitative methods generally pro-
duce large quantities of information that are difficult to overview and syn-
thesize. This challenge can be solved by quantifying the information through
coding [78] where statements, observations, etc., are clustered in categories
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defined by codes that can then be analyzed individually to identify support
for the study’s research question(s). This practice is key in Grounded Theory
research [77] and is recommended to acquire a strong chain of evidence [71]
and can be performed in different ways. However, a general recommendation
is that it is performed by several people to mitigate coding bias.

During the thesis work, coding was only used for the data analysis in Paper
F since the study relied exclusively on qualitative data. Previous studies,
included in the thesis, all include empirical work and/or quantitative data,
which justified the use of less stringent analysis methods since the results of
these studies were triangulated with data sources of different type.

Further, quantitative data can be analyzed statistically, either with de-
scriptive or formal methods [93,94]. Descriptive statistics are used to visualize
data to provide an overview of the data, e.g. in graphs and plots, which for
larger data sets can be particularly helpful since it helps establish patterns,
distributions and other insights to the data. Descriptive statistics were par-
ticularly helpful in Paper D to visualize and draw conclusions regarding the
maintenance costs and return on investment of VGT.

In contrast, formal statistics are mathematical methods that are used to
compare, correlate, or evaluate data to find statistically likely patterns, e.g.
to compare if two data sets are (statistically) significantly different. Formal
statistical analysis was used in several of the studies included in the thesis, i.e.
Papers A, D, E and F, most often performed with the Student T-Test, the
Wilcoxon rank-sum test or the Mann-Whitney U test [95].

Further, formal statistical methods can be split into two different cate-
gories, parametric and non-parametric tests [93, 96], where parametric tests
provide statistical results of high precision but are associated with more pre-
requisites than non-parametric tests. These prerequisites include that the data
set should be normally distributed, that the sample is of suitable size, etc.
However, these prerequisites are often difficult to fulfill in industrial studies
and therefore it is argued that the use of parametric tests should be avoided
in favor of non-parametric tests in software engineering research [96], despite
the fact that non-parametric tests lower statistical precision. Due to the in-
dustrial focus of the thesis work, most formal statistical analysis performed in
the included studies were non-parametric, limited primarily by lack of normal
distribution in the acquired data sets.

In summary, research results can be both qualitative and quantitative and
analyzed with both descriptive and formal statistics, all used during this thesis
work to strengthen the validity of the studies’ conclusions. Hence, quantitative
data was used to statistically compare VGT tools and VGT to other test tech-
niques, triangulated with qualitative data to explain the quantitative results
and vice versa.
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ä
ll

a
P

la
n

-d
ri

ve
n

a
n

d
A

g
il

e
M

a
n
u

a
l

sy
st

em
a
n

d
a
cc

ep
-

ta
n

ce
te

st
in

g
,
a
u

to
m

a
te

d
u

n
it

te
st

in
g

S
ik

u
li

(P
y
th

o
n

A
P

I)

D
S

aa
b

A
B

S
af

et
y
-c

ri
ti

ca
l

ai
r-

tr
a
ffi

c
m

a
n

a
g
em

en
t

so
ft

w
a
re

M
V

ä
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1.4 Overview of publications

The following section will present summaries of the studies included in this
thesis, including their research objectives, methodology, results and contribu-
tions. These studies were primarily performed in Swedish industry at compa-
nies with different organizations, processes and tools that develop both safety-
critical systems as well as non-safety critical applications. An overview of these
companies has been presented in Table 1.3 based on a set of characteristics
that was acquired for to all companies, which includes size, domain, used test
techniques, etc.

1.4.1 Paper A: Static evaluation

Paper A, presented in Chapter 2, is titled “Automated System Testing us-
ing Visual GUI Testing Tools: A Comparative Study in Industry”. The pa-
per presents a single, embedded, case study at the safety-critical air-traffic
management software development company Saab AB in the Swedish city of
Gothenburg.

Research Objective: The main research objective of the study was to
acquire initial support for the applicability of VGT in industrial practice.
Specifically, its ability to automate system and acceptance tests for automated
GUI-based regression testing.

Methodology: The case study consisted of two phases where two VGT
tools, one commercial referred to as CommercialTool2 and an open source,
called Sikuli [20, 54], were evaluated. In Phase 1, static evaluation was per-
formed of the tools to acquire their different properties. In addition, four ex-
periments were performed to compare the tools’ image recognition algorithms’
ability to test animated and non-animated GUIs.

In Phase 2, 10 percent of an industrial test suite of 50 manual test cases was
automated in each tool. These test cases were carefully chosen after a manual
regression test of one of Saab’s main product’s subsystems, in continuation
called the SUT. The SUT had in the order of multiple 100K lines of code,
had a non-animated GUI and a comprehensive manual test suite. During test
automation, measurements were taken on the development time, lines of code
and script execution time. These were then compared statistically to determine
if there was any statistically significant difference between the tools.

Results: Twelve (12) properties were identified in the static evaluation
that showed that the two tools had different favorable properties. For in-
stance, whilst CommercialTool had faster image recognition and support for
automated test failure mitigation, Sikuli was free of charge and generally more
user friendly. Further, in the experiment, CommercialTool had higher success-
rate than Sikuli for non-animated GUIs but Sikuli had better success-rate for
animated GUIs.

In Phase 2, the development time and execution time of the SUT’s entire
test suite was estimated based on the developed test scripts. These estimates
showed that adoption of VGT could provide positive return on investment
within one development iteration of the SUT compared to manual testing.
Additionally, the estimates showed that the execution time of the suite was

2For reasons of confidentiality we cannot disclose the name of the tool
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3.5 hours, which was an improvement of 4.5 times compared to manual testing
that took 16 hours on average.

Further, none of the null hypotheses in regards to development time, lines
of code and execution time could be rejected. The study therefore concludes
that there is no statistical significant difference between the two tools on any
of these measures. Therefore, since the tools could successfully automate the
industrial test cases, the study provides initial support that VGT is applicable
for automation of manual system test cases in industrial practice.

Contributions: The study’s main contributions are as such:

CA1: Initial support for the applicability of VGT to automate manual scenario-
based industrial test cases when performed by experts,

CA2: Initial support for the positive return on investment of the technique,
and

CA3: Comparative results regarding the benefits and drawbacks of two VGT
tools used in industrial practice.

This work also provided an industrial contribution to Saab with decision sup-
port regarding which VGT tool to adopt.

1.4.2 Paper B: Dynamic evaluation

Paper B, presented in Chapter 3, is titled “Transitioning Manual System Test
Suites to Automated Testing: An Industrial Case Study”. The paper presents
a single, holistic, case study at the mission-critical military control system
software development company Saab AB in the Swedish city of Järfälla.

Research Objective: The objective of the study was to acquire support
for the industrial applicability of VGT when adopted and used by practitioners.
Additionally, to identify challenges, solutions, costs of adoption and use of
VGT and finally the practitioners’ perceptions about the technique.

Methodology: The case study was performed in collaboration with Saab,
where two testers used the open source VGT tool Sikuli to automate several
manual test suites, at Saab referred to as acceptance test descriptions or ATDs,
for the system in the continuation called the SUT. The SUT was mission
critical, tested with 40 ATDs containing approximately 4000 use cases with a
total execution time of 60 man weeks (2400 hours).

The study consisted of three phases, where Phase 1 was an exploratory pre-
study performed to elicit the company’s expectations on VGT, the company’s
test practices, SUT information, etc. In Phase 2, a four month project was
conducted where the testers automated three out of the 40 ATDs with VGT,
during which data collection was performed through telephone and e-mail due
to the geographical distance between the researchers and the company. Finally
in Phase 3, semi-structured interviews were used to verify the study’s previous
results and elicit the practitioners’ perceptions about Sikuli and VGT.

Results: The study’s results were divided into three parts according to
the study’s phases, i.e. pre-study, case-study and post-study. The pre-study
provided contextual information and showed that Saab needed VGT because
of the high costs associated with the SUT’s manual testing.
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Further, the case study showed that the VGT scripts had been im-
plemented as 1-to-1 mappings of the manual test cases and therefore con-
sisted of small use cases, combined in meta-models, into longer test scenarios.
This architecture was perceived beneficial to lower development and mainte-
nance costs since the modular design facilitated change and reuse of use case
scripts [40].

In addition, the VGT scripts executed 16 times faster than the manual
tests, identified all regression defects the manual tests found but also defects
that were previously unknown to the company. These additional defects were
found by changing the order of the test scripts between executions that resulted
in stimulation of previously untested system states. As such, VGT improved
both the test frequency and the defect-finding ability of Saab’s testing com-
pared to their manual ATD testing.

However, six challenges were found with VGT; including high SUT-Script
synchronization costs, high maintenance costs of older scripts or scripts writ-
ten by other testers, low (70 percent) success-rate of Sikuli’s image recognition
when used over a virtual network connection (VNC) (100 percent locally), un-
stable Sikuli behavior, etc. These challenges were solved with ad hoc solutions;
for instance, minimized use of VNC, script documentation, script coding stan-
dards, etc.

Additionally, three months into the study a large change was made to the
SUT that required 90 percent of the VGT scripts to be maintained. This
maintenance provided initial support for the feasibility of VGT script main-
tenance, measured to 25.8 percent of the development cost of the suite. The
scripts’ development costs were also used to estimate the time to positive ROI
of automating all 40 ATDs, which showed that positive ROI could be achieved
within 6-13 executions of the VGT test suite.

Finally, the post-study showed that VGT was perceived as both valuable
and feasible by the testers, despite the observed challenges.

Contributions: The main contributions provided by this study are as
such:

CB1: Support that VGT is applicable in industrial practice when adopted and
applied by practitioners in an industrial project environment,

CB2: Additional support that positive ROI can be achieved from adopting
VGT in practice,

CB3: Initial support that the maintenance costs of VGT scripts can be feasi-
ble, and

CB4: Challenges and solutions related to the adoption and use of VGT in the
studied project.

Consequently the study supports the contributions made by Paper A regarding
the industrial applicability of VGT but also provides initial feasibility support
for the technique. However, the study also reported several challenges with
the technique that warranted further research.
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1.4.3 Paper C: Challenges, problems and limitations

Paper C, presented in Chapter 4, is titled “Visual GUI Testing in Practice:
Challenges, Problems and Limitations”. The paper presents a multiple, holis-
tic, case study with results from two cases. The first case was performed at
the safety-critical air-traffic management software development company Saab
AB in the Swedish city of Gothenburg, referred to as Case 1, whilst the second
case was the case presented in Paper B, referred to as Case 2.

Research Objective: The objective of the study was to identify chal-
lenges, problems and limitations (CPLs) associated with the adoption and use
of VGT in practice and general solutions to these CPLs. A secondary objective
was also to find support for the ROI of adopting VGT.

Methodology: Both cases were performed independently of each other
with engineers that transitioned manual test suites into VGT. This design
allowed contextual CPLs and solutions to be distinguished from general CPLs
and solutions. CPLs were primarily collected in Case 1, triangulated with
results from Case 2, and systematically analyzed to determine the CPLs origin,
generalizability, commonality to other CPLs, perceived impact, etc. These
properties were then used to classify the CPLs into three tiers of varying
abstraction.

In addition, metrics on development costs and execution time were ac-
quired, which were used to estimate the time to positive ROI of adopting
VGT in comparison to manual testing, in both cases.

Results: 58 CPLs were identified in the study that were classified into
three tiers with 26 unique CPL groups on the lowest tier (Tier 3), grouped
into eight more abstract groups (Tier 2) and finally related to three top tier
CPL root causes (Tier 1). Further, 34 out of the 58 CPLs related to the tested
system, 14 to the test tool (Sikuli) and 10 to third party software (VNC and
simulators). Hence, more than twice of the CPLs were associated with the
SUT compared to the VGT tool.

The Tier 3 CPLs were also classified into six themes to analyze their impact
on VGT, which, based on the study’s results and related work, showed that
the CPLs had varying impact but were also common to other automated and
manual test techniques. This analysis also served to identify four general solu-
tions to mitigate half of the study’s identified CPLs. These solutions included
systematic development of failure and exception handling, script documen-
tation, minimized use of remote script execution over VNC and systematic
SUT-script synchronization.

In addition, measured development costs were used to calculate the time
to positive ROI of adopting VGT in the two cases, which showed that positive
ROI would be achieved after 14 executions of the VGT suite in Case 1 and
after 13 executions in Case 2. Additionally, based on the results and related
work [16], a theoretical ROI cost model was created to serve for future research
into the feasibility of VGT, which would, in addition to development costs, also
take maintenance costs into consideration.

Finally, the study provided additional support for the defect finding ability
of VGT since nine, in total, previously unknown defects were reported, three
in Case 1 and six in Case 2.

Contributions: The main contributions of this work are as such:
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CC1: 29 unique groups of challenges, problems and limitations (CPLs) that
affect the adoption or application of VGT in industrial practice,

CC2: Four general solutions that solve or mitigate roughly half of the identified
CPLs, and

CC3: Results regarding the development costs, execution time, defect-finding
ability and ROI of the use of VGT in industrial practice.

Additionally, the paper provides a general contribution to the body of knowl-
edge of automated testing that currently only holds limited empirical support
regarding CPLs [97].

1.4.4 Paper D: Maintenance and return on investment

Paper D, presented in Chapter 5, is titled “Maintenance of Automated Test
Suites in Industry: An Empirical study on Visual GUI Testing”. The paper
presents a multiple, holistic, case study with results from the two companies
Saab AB in Växsjö and Siemens Medical.

Research Objective: The objective of the study was to evaluate the
maintenance costs associated with VGT scripts. Hence, results essential to
support the feasibility of the use of VGT in industrial practice.

Methodology: The study was divided into two phases performed at Siemens
Medical and Saab AB that were chosen through convenient sampling since
companies that have used VGT for a longer period of time are rare.

Phase 1 was exploratory where three semi-structured interviews were per-
formed to elicit practitioners’ perceptions about VGT, VGT maintenance and
experienced CPLs. At the time of the study, Siemens Medical had transitioned
100 out of 500 manual test cases into VGT with the VGT tool JAutomate [67]
for the purpose of lowering the costs associated with manual scenario-based
testing and to raise the quality of one of the company’s systems.

In Phase 2, an empirical study was performed at Saab AB where a de-
graded [16] VGT suite was maintained by a researcher and a developer in two
steps. First, the VGT suite was maintained for another version of the SUT
which gave insights into the worst case maintenance costs of VGT suites. Sec-
ond, the maintained VGT suite was migrated to a close variant to the SUT
which gave insights into the costs of frequent maintenance of VGT suites. Fif-
teen (15) representative test scripts were maintained in total during the study,
where representativeness was determined through analysis of the VGT suite
and manual test specifications for the SUT. During the maintenance, measure-
ments were taken on maintenance time per script, division of maintenance of
images and script logic, number of found defects and script execution time.
These measurements were then compared statistically to evaluate:

1. The difference in maintenance costs of frequent and infrequent mainte-
nance.

2. The difference in maintenance costs of images and scripts, and

3. The difference between VGT development and maintenance costs,
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Finally, the measurements were visualized in the theoretical cost model
developed in Paper C.

Results: Statistical analysis of the acquired measurements provided sev-
eral insights into the costs associated with VGT script development and main-
tenance. First, the costs of frequent maintenance was found to be statistically
significantly lower than infrequent maintenance. Second, the maintenance
costs of logic and images are equal in degraded VGT test suites but image
maintenance is significantly lower if the test suite is maintained frequently.
Finally, the maintenance cost of a script, per iteration of maintenance, is lower
than the development cost of the script, regardless of frequent or infrequent
maintenance.

Further, eight defects were identified during the study, some during the
maintenance effort and others by running the VGT scripts, which provides
further support for the defect finding ability of VGT.

0          100          200          300          400          500          600

1500

1000

500

0

20% manual
testing

(Fictional 
project)

7% manual
testing
(Saab)

In-frequent VGT script maintenance

Frequent VGT script maintenance

45 180 532

weeks

Cost
(Hours)

VGT script
development

Figure 1.6: Model of the measured development and maintenance costs of VGT
compared to the costs of manual testing.

Figure 1.6 presents a visualization of the time to positive ROI of VGT
adoption and use compared to manual regression testing based on extrapo-
lated cost data from the study. In the figure, VGT script development and
frequent maintenance is shown with a solid line and VGT script develop-
ment and infrequent maintenance with a long-dashed line . Further, manual
testing at Saab, which was seven percent of the total development costs of the
project, which had 60 week iterations, is shown with a short-dashed line to
be compared to a fictional project with 20 percent manual testing shown with
a mixed long- and short-dashed line . Gray, dashed, vertical lines
show when positive ROI is reached in the different cases.

In the fictional project, positive ROI is reached in 45 weeks, i.e. within
one development iteration of the project. However, in Saab AB’s context,
positive ROI would only be reached in 180 weeks if frequent maintenance was
used and in an infeasible 532 weeks with infrequent maintenance. Hence, VGT
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script maintenance is feasible but a VGT suite requires frequent maintenance if
positive ROI is to be reached in a reasonable amount of time. Additionally, the
time to positive ROI is dependent on the amount of manual testing performed
in a project, i.e. in a project with more manual testing, positive ROI is reached
faster. These results were supported by the interviews at Siemens Medical
(Phase 1) where VGT script maintenance was associated with substantial cost
and required effort, i.e. up to 60 percent of the time spent on VGT each week.
However, despite these challenges, the technique was still considered beneficial,
valuable and mostly feasibly by the practitioners.

Contributions: The main contributions of this study are as such:

CD1: That maintenance of VGT scripts is feasible in practice, shown both
through qualitative and quantitative results from two companies with
two different VGT tools,

CD2: That maintenance of a VGT script:

(a) when performed frequently is significantly less costly than when
performed infrequently,

(b) is significantly less costly per iteration of maintenance than devel-
opment, and

(c) images are significantly less costly than maintenance of script logic.

CD3: That VGT scripts provide value to industrial practice, shown both with
qualitative statements from practitioners and the technique’s defect find-
ing ability where eight defects were found using the technique, and

CD4: A ROI cost model based on actual data from industrial practice that
verifies that this theoretical cost model is valid for automated test adop-
tion and maintenance.

Hence, VGT can be feasible in practice but additional research was still
warranted after the study to verify these results after long-term (years) use of
VGT in practice.

1.4.5 Paper E: Long-term use

Paper E, presented in Chapter 6, is titled “On the Long-term Use of Visual
GUI Testing in Industrial Practice: A Case Study”. The paper presents a
single, embedded, case study with results from the company Spotify.

Research Objective: The objective of the study was to evaluate the
long-term use of VGT in industrial practice, including short- and long-term
challenges, problems and limitations (CPLs) and script maintenance costs. A
secondary objective was to evaluate what alternative techniques that are used
to VGT and to evaluate their benefits and drawbacks.

Methodology: The study was divided into three steps where Step 1 was
a pre-study, at Spotify, to acquire information about the company’s use of
VGT, willingness to participate in the study and what people to interview in
the study (acquired through snowballing sampling [98]), etc.

In Step 2, four interviews were conducted with five employees at Spotify
that had detailed knowledge about how VGT and alternative automated test
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techniques were used at the company. Additionally, the interviews were com-
plemented with two workshops, one exploratory in the beginning of the study
and one with one person to verify previously collected results and to identify
the company’s future plans for VGT.

Finally, VGT was statistically compared to an alternative test technique
developed by Spotify (the Test Interface) based on properties acquired in the
interviews that were quantified based on the techniques’ stated benefits and
drawbacks.

Results: VGT was adopted at Spotify after an attempt to embed inter-
faces for GUI testing (the Test interface) into the company’s main application
had failed due to lack of developer mandate and high costs. Further, be-
cause the application lacked the prerequisites of most other test automation
frameworks, VGT became the only option. VGT was adopted with the tool
Sikuli [54] and its success could be accounted to three factors:

1. The use of an incremental adoption process that began with a pilot
project,

2. The use of best engineering practices to create scripts, and

3. The use of a dedicated adoption team.

Several benefits were observed with VGT, such as value in terms of found
regression defects, robust script execution in terms of reported false test results,
feasible script maintenance costs in most projects, support for testing of the
release ready product, support for integration of external applications without
code access into the tests, etc. Additionally, VGT integrated well with the
open source model-based testing tool Graphwalker for model-based Visual GUI
Testing (MBVGT). MBVGT made reuse and maintenance of scripts more cost-
effective.

However, several drawbacks were also reported, such as costly maintenance
of images in scripts, inability to test non-deterministic data from databases,
limited applicability to run tests on mobile devices, etc. Because of these draw-
backs, Spotify abandoned VGT in several projects in favor of the originally
envisioned “Test interface” solution which became realizable after the adop-
tion of VGT due to VGT’s impact on the company’s testing culture. Hence,
VGT had shown the benefits of automation which gave developers mandate
to adopt more automation and create the Test interface. These interfaces
are instrumented by Graphwalker models that use the interfaces in the source
code to collect state information from the application’s GUI components that
is then used to assert the application’s behavior. This approach is beneficial
since it notifies the developer if an interface is broken when the application is
compiled, which ensures that the test suites are always maintained.

Additionally, the Test interface has several benefits over VGT, such as
better support for certain test objectives (e.g. tests with non-deterministic
data), faster and more robust test execution, etc. However, the Test interface
also has drawbacks, such as inability to verify that the pictorial GUI conforms
to the application’s specification, inability to perform interactions equal to a
human user, required manual synchronization between application and scripts,
lack of support for audio output testing, etc.
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Analysis based on quantification of these properties, i.e. benefits and draw-
backs, also showed that there is significant difference between VGT and the
Test interface. Hence, the techniques have divergent properties that make the
more or less suitable in different contexts.

Finally, based on the study’s results, results from Papers B and C and re-
lated work [99], a set of 14 guidelines were synthesized to provide practitioners
with decision support and guidance to avoid pitfalls during adoption, use and
long-term use of VGT in practice.

Contributions: The main contributions of this paper are that:

CE1: VGT can be used long-term in industrial practice, as shown by Spotify’s
use of Sikuli for many years,

CE2: VGT has several benefits, including its flexible use that allows it to
integrate external applications into the tests and test products ready for
customer delivery,

CE3: VGT has many challenges, including robustness issues, possibly due to
the immaturity of the technique’s tools,

CE4: There are alternatives to VGT in practice with benefits such as higher
robustness but with drawbacks that they do not verify that the pictorial
GUI conforms to the system’s specification, etc.

CE5: A set of 14 guidelines to support the adoption, use and long-term use of
VGT in industrial practice.

The study thereby complements the missing results from Paper D regarding
the long-term feasibility of VGT in practice.

1.4.6 Paper F: VGT-GUITAR

Paper F, presented in Chapter 7, is titled “Conceptualization and Evaluation
of Component-based Testing Unified with Visual GUI Testing: an Empirical
Study”. The paper presents a combined study with an experiment and a case
study performed in an academic setting.

Research Objective: The objective of the study was to compare the
differences in fault-finding ability of 2nd and 3rd generation (VGT) tools with
respect to false test results for system and acceptance tests. A secondary
objective was to combine the tool GUITAR with Sikuli into a hybrid tool
called VGT-GUITAR and evaluate the two tools’ capabilities on open source
software.

VGT-GUITAR: VGT-GUITAR is an experimental tool that was devel-
oped based on the tool GUITAR’s GUI ripping and MBT functionality [58],
explained in Section 1.2.3. VGT-GUITAR extends GUITAR’s ripper with
bitmap ripping to acquire screenshots of the SUT’s GUI components. These
screenshots are then used during replay of test cases, generated by GUITAR,
in a VGT driver (a Sikuli script) to interact with the SUT’s pictorial GUI
rather than by hooking into the SUT. For additional detail about the tool, see
Chapter 7.

Methodology: The study began with an experiment where a custom built
GUI-based application was mutated using GUI mutation operators, defined
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during the study, to create 18 faulty versions of the application. A test suite
was then generated for the original version of the application that was executed
with GUITAR and VGT-GUITAR (Independent variable) on each mutant to
measure the number of correctly identified mutants, false positives and false
negative test results (Dependent variables). The dependent variables were then
analyzed to compare the two techniques in terms of reported false positives
and negatives for system and acceptance tests, where system tests evaluated
the SUT’s behavior whilst acceptance tests also took the SUT’s appearance
into account. In addition the execution time of the scripts in the two tools
were recorded and compared.

The study was concluded with a case study where GUITAR and VGT-
GUITAR were applied on three open source applications to identify support
for the tools’ industrial applicability.

Results: Statistical analysis of the experiment’s results showed that 3rd

generation scripts report statistically significantly more false positives for sys-
tem tests than 2nd generation tools and that 2nd generation tools report sta-
tistically significantly more false negative results for acceptance tests. These
results could be explain by observations of the scripts’ behavior on different
mutants and relate to how the two techniques stimulate and assert the SUT’s
behavior, i.e. through hooks into the SUT or by image recognition. As an
example, if the GUI’s appearance was changed such that a human could still
interact with it, e.g. by making a button larger, the 3rd generation scripts
would report a false positive result since the image recognition would fail.
However, the 2nd generation scripts would pass since the hook to the button
still remained. In contrast, if the GUI’s appearance was changed such that
a human could not interact with it, e.g. by making a button invisible, the
2nd generation scripts would produce a false negative since the hook allowed
the script to interact with the invisible button. However, the 3rd generation
scripts would successfully fail because the image recognition would not find a
match. The results of the experiment therefore indicate that a combination of
the 2nd and 3rd generation techniques could be the most beneficial because of
their complementary behavior for system and acceptance tests.

The proceeding case study did however show that VGT-GUITAR is not
applicable in industrial practice since the tool had zero percent success rate
on any of the open source applications, caused by technical limitations in the
tool, e.g. in reality it could not capture screenshots of all GUI components.
Additionally, the test cases were generated for GUITAR that can, for instance,
interact with a menu item without expanding the menu, i.e. functionality
that is not supported by 3rd generation tools. Hence, further development is
required to make VGT-GUITAR applicable in practice but the tool still shows
proof-of-concept for fully automated 3rd generation GUI-based testing due to
its successful use for the simpler application in the experiment.

Contributions: This study thereby provides the following main contri-
butions:

CF1: Comparative results regarding the fault-finding ability of 2nd and 3rd

generation GUI-based tools in terms of false test results for system and
acceptance tests.

CF2: Initial support that a completely automated 3rd generation test tool



1.4. OVERVIEW OF PUBLICATIONS 37

could be developed even though the tool developed in the study, VGT-
GUITAR, still requires additional work to become applicable in practice.

As such, the study primarily provides an academic contribution regarding
future research directions for VGT but also results regarding the applicability
of different GUI-based test technique’s use for system and acceptance testing.

1.4.7 Paper G: Failure replication

Paper G, presented in Chapter 8, is titled “Replicating Rare Software Failures
with Exploratory Visual GUI Testing”. The paper presents an experience
report provided by Saab AB in Gothenburg about how VGT was used to
replicate and resolve a defect that had existed in one of the company’s systems
for many years. As such, unlike the previously included papers, this paper did
not have any research objective or methodology and this section therefore only
present a summary of the report.

Experience report: The report presents how the company had received
failure reports from their customers for several years regarding a defect in one
of their systems that caused it to crash after long term use (3-7 months). These
customer failure reports were however not sufficient to identify the defect and
additional failure replication was therefore required. However, because the
defect manifested so seldom in practice it was deemed too costly to resolve
with manual practices, instead all customers were informed about the defect
and were recommended to reboot the system with even frequency to mitigate
failure.

In 2014 one of the company’s developers found a way to remove the defect
with a semi-automated test process that combined the principles of exploratory
testing with VGT. In the process, a small VGT script was used to provide
stimuli to the tested system’s features in individual, mutually exclusive, com-
ponents (methods). After each run, the script was modified by changing, or
removing, methods that interacted with features that were perceived to not
contribute to the manifestation of the defect, thereby incrementally ruling out
which feature(s) caused the failure. Consequently an approach common to ex-
ploratory testing; simultaneous learning, test design and test execution [41,42].
The reason for the use of VGT for the process was because of the system’s
legacy that restricted the use of any other test automation framework.

By using the developed process, Saab AB was able to replicate the failure
within 24 hours and resolve its defect within one calendar week. The defect
was a small memory allocation leak, i.e. memory was not properly deallocated
after a bitmap on the GUI had been rendered, but over time the leak built up
to critical levels that caused the system to crash.

Post analysis of this case showed that the defect could have been found
manually, at equal cost to the VGT approach but this defect analysis had
to be performed by an engineer with specific technical knowledge about the
system, which only a few developers at the company possessed. As such, this
case shows that automated testing can provide value to a company in terms
of quality gains rather than lowered costs.

Contributions: The main contributions of this experience report are as
such:
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CG1: A success-story from industrial practice that shows that VGT can be
used to replicate and resolve non-frequent and nondeterministic defects,
and

CG2: A case where automated testing was paired with manual practices to
create a novel, semi-automated, test practice, implying that similar pro-
cesses can be achieved with other, already available, test frameworks in
practice.

Additionally this case provides implicit support of the benefits of collabora-
tion between academia and industry since it was academic transfer of VGT
knowledge to Saab AB that resulted in the company’s success story.

1.5 Contributions, implications and limitations

The objective of the thesis work was to find empirical evidence for, or against,
the applicability and feasibility of VGT in industrial practice. In particular,
what types of testing VGT can be used for, what the maintenance costs as-
sociated with VGT scripts are and what challenges, problems and limitations
(CPLs) are associated with the short and long-term use of the technique in
practice. Additionally, the research aimed to find ways to advance the indus-
trial applicability of VGT and outline areas of future VGT research.

Evidence to fulfill this objective were collected through an incremental
research process that included studies in academia and Swedish industry with
several VGT tools and research methods. The individual contributions of these
studies can be synthesized to answer this thesis research questions, as mapped
in Table 1.4, which represent four key contributions:

1. Empirical evidence for the industrial applicability of Visual GUI Test-
ing for different types of testing, i.e. regression, system, and acceptance
testing of both deterministic and non-deterministic defects, and in dif-
ferent contexts, i.e. for daily continuous integration, for safety-critical
and non-safety critical software.

2. Empirical evidence for the industrial feasibility of Visual GUI testing,
including associated script maintenance costs and reasonable time to
positive return on investment, given that frequent maintenance is used
and a suitable amount of effort is spent on manual testing prior to VGT
adoption.

3. Empirical evidence that there are challenges, problems and limitations
associated with Visual GUI Testing that affect the adoption, short and
long-term use of the technique in industrial practice, and

4. Technical and process solutions to advance Visual GUI Testing’s indus-
trial applicability, currently and in the future.

Together, these four contributions lets us draw the conclusion that VGT
fulfills the industrial need for a flexible GUI-based test automation technique
and is mature enough for widespread use in industrial practice. This conclu-
sion is of particular value to companies that have GUI-based systems that
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lack the prerequisites, e.g. specific technical interfaces, required by other test
automation frameworks since VGT finally provides these companies with the
means to automate tests to lower cost and raise software quality. However,
there are still many challenges, problems and limitations (CPL) associated
with VGT that are pitfalls that could prohibit the successful adoption, or
longer term use, of the technique in practice. Pitfalls that must be taken into
consideration by adopting companies and addressed, and mitigated, by future
academic research.

The continuation of this section will present the detailed syntheses of the
included research papers’ individual contributions and how they provide sup-
port for the thesis objective and main conclusion.

1.5.1 Applicability of Visual GUI Testing in practice

VGT is first and foremost a test technique and its applicability must therefore
be judged on its ability to find defects. Ample support for the defect-finding
ability of VGT was provided in the thesis from Papers B, C, D and indicated
in E, where it was reported that VGT identified all defects found by man-
ual scenario-based regression testing but also new defects that practitioners
said would not have been found without VGT. Hence, the technique can find
defects with equal, or even greater, efficiency than manual, scenario-based,
system testing. As such, VGT provides concrete value in practice and a suit-
able complement to existing test techniques, a conclusion also supported by
explicit statements from practitioners in Papers B, D and E. Additionally, the
experience report in Paper G shows that VGT can be used to find unknown,
non-deterministic and infrequent defects.

Further, support for the thesis conclusions were acquired with several differ-
ent VGT tools, i.e. Sikuli [54], JAutomate [67] and CommercialTool. Different
benefits and drawbacks were identified with the tools but their core function-
ality, i.e. image recognition, make them equally applicable in practice. Ad-
ditionally, image recognition is what provides VGT with its main benefit, its
flexibility to test almost any GUI-driven system regardless of implementation
language, operating system or even platform. This provides industrial practi-
tioners with unprecedented ability to automate not only their SUT’s but also
the SUT’s environment, e.g. simulators, external software, etc. Thereby allow-
ing test cases that previously had to be performed manually to be automated,
a statement supported by Papers A, B, C and E. However, these conclusions
assume that the SUT has an accessible pictorial GUI, i.e. VGT has limited
or no usability for systems that lack GUI’s, such as server or general backend
software.
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Furthermore, in contrast to other automated test techniques, VGT enables
regression testing of acceptance tests since, as discussed in Section 1.2.1, ac-
ceptance tests only differ from system tests in terms of the domain information
embedded in the test scenarios, e.g. domain information that also includes the
appearance of the SUT’s GUI. Hence, since image recognition allows VGT to
emulate a human user, it stands to reason that acceptance tests can also be
automated, a conclusion also supported by Papers B and F. However, scenario-
based scripts can only find defects in system states that are explicitly asserted,
which, currently, delimits the use of VGT to automated acceptance regression
testing. Acceptance testing otherwise requires cognitive reasoning and there-
fore a human oracle [69], which implies that it must be performed manually
by an end user.

Additionally, VGT scripts execute faster than manual scenario-based test
cases, reported in Paper B as much as 16 times faster than manual tests.
However, more importantly, VGT scripts execute almost without cost and
can therefore improve test frequency of GUI-based system tests, perceivably
from weekly executions to daily execution or even per code commit. As a
consequence, VGT can significantly improve the frequency of quality feedback
to the system’s developers and raise the system’s quality.

However, VGT scripts are still slow in comparison to other automated test
techniques, i.e. hundreds of automated unit tests can be executed at the same
time as one VGT script. This conclusion presents a potential challenge for the
use of VGT in practice, especially for continuous deployment where software,
on commit, is automatically tested, delivered and deployed to the software’s
customer, discussed further in Section 1.5.2.

Further, whilst a unit test stimulates an individual software component, a
single VGT script can stimulate all components of an entire sub-system, which
thereby makes VGT an efficient means of achieving software component cover-
age. Additionally, a unit test only provides the tester with detailed knowledge
of what component is broken, it does not provide information regarding what
feature of the system is broken. In contrast, a VGT script can identify what
feature of the system is broken but not in what component the defect resides.
This observation implies that automation is required on several levels of system
abstraction to provide test coverage of both software components and features
of the software. In addition, it shows the value of VGT in practice since it
is the only automated test technique that asserts the SUT’s behavior through
the same interface as the user.

However, VGT is not a replacement for existing techniques, e.g. manual
regression testing, since, despite its defect-finding ability, it can only find de-
fective SUT behavior that is explicitly asserted. In contrast, a human tester
can observe faulty system behavior regardless of where or how it manifests
on the GUI. However, as presented in Papers D and E, VGT can, and there-
fore only should, be used to mitigate costly, repetitive and error-prone manual
testing, complemented with manual test practices, such as exploratory testing
that finds new defects [42,43].

As such, the results provided by this thesis show that VGT is applicable
in industrial practice. A conclusion supported by results regarding the tools
flexibility of use, improved test execution speed and defect-finding ability over
manual testing. However, the technique is slower than other automated test
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techniques, suffers from immature tooling and is suggested to report statis-
tically significantly more false positives for system tests than 2nd generation
GUI-based testing. VGT should therefore be complemented with other auto-
mated test techniques to provide complete test coverage of a SUT, in particular
in continuous delivery contexts.

1.5.2 Feasibility of Visual GUI Testing in practice

In order for VGT to be usable in practice it is not enough that it is applicable, it
also needs to be feasible. Feasibility refers to the practical and cost-effective use
of a technique over a longer period of time, which implies that the development
and maintenance costs of scripts need to provide positive return on investment
(ROI) compared to alternative testing practices, e.g. manual testing, over
time.

VGT is best compared to manual regression testing because both tech-
niques fulfill the same test objective and use the same types of inputs and
outputs for SUT stimulation and assertion. Such a comparison is also valu-
able since manual GUI-based testing is the only available alternative for many
companies [100], e.g. due to SUT legacy or other missing prerequisites for
other automated test techniques.

However, feasibility also involves test execution time since VGT is primarily
an automated regression testing technique which implies that VGT scripts
should be executed frequently to provide fast feedback to developers, i.e. a
practice that would be prohibited by too slow execution time.

Initial data on development costs and execution time of VGT scripts were
acquired in Papers A, B and C and were used in the respective papers to cal-
culate time to positive ROI. However, these results were acquired for different
sized VGT suites and compared to varying manual test execution costs, which
make them incomparable. Therefore the results were recalculated for the de-
velopment, but not maintenance, of a fictional VGT suite of 100 test cases
instead of 10, 300 and 33 test cases reported in Papers A, B and C respec-
tively. These fictional development costs were then compared to the average
total time spent on manual testing per iteration in the three cases (263 man-
hours). Hence, in contrast to previous work where script development time
was compared to the cost of running the manual test suites. This comparison
thereby identifies how many times the VGT suite needs to be executed, af-
ter development, to equal the amount of manual testing that could have been
performed for the same cost, i.e. the number of executions that are required
for VGT adoption to provide positive ROI. Furthermore, the execution time
of each fictional test suite was calculated that gives insights into the frequency
with which the test suites can be executed in practice, i.e. hourly, daily or on
only an even less frequent basis. The inputs and results of these calculations
are presented in Table 1.5.

The table shows that the development costs of a VGT suite are consid-
erable, i.e. in the order of hundreds of hours. However, once developed, the
VGT suite provides positive ROI after 2.3 test suite executions, on average,
compared to the total cost of manual testing with equivalent test cases.

Additionally, the table shows that the execution time of VGT suites can be
significant and we therefore conclude that execution of a full VGT suite does
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Paper Manual
test
costs

Script
dev.
time

Dev.
time
of 100
scripts

Script
exe.
time

Exe.
time
of 100
scripts

Positive
ROI
after

A 150 mh 195
min

325 hours 3 min
27 sec

5 hours
45 min

2 exe.

B 488 mh 206
min

344 hours 18-36
sec

30-60
minutes

2 exe.

C 150 mh 387
min

645 hours 27
min

45 hours 3 exe.

Mean 263 mh 262
min

438
hours

10
min 4
sec

17 hours
15 min

2.3 exe

Table 1.5: Table that summarizes the estimated results on development time,
execution time and ROI of 100 VGT test cases from the results acquired in Pa-
pers A, B and C. Script development time is compared to the average time
spent on manual testing in the three projects, 263 hours. In compar-
ison, the calendar time spent in a six month project with 20 percent testing is
192 hours. mh. - Man-hours, Dev. - Development, Exe. - Execution, ROI
- Return on investment, Min - Minutes, Sec - Seconds.

not support faster than continuous integration on a daily basis. Therefore,
test script prioritization is required to run VGT tests for regression testing
and continuous integration on a hourly basis. However, in comparison to in-
dustrial state-of-practice of weekly manual regression tests, VGT still provides
significantly improved test frequency [40].

Additionally, as can be seen in Table 1.5 the development costs and execu-
tion time for the VGT suite reported in Paper C was significantly higher than
in the other two cases. The reason was because the test suite was developed to
be robust, which was achieved by implementing several steps of failure mitiga-
tion code in the scripts and the test suite architecture. As such, we conclude
that the architecture of VGT scripts play a role for the feasibility of VGT
test development, which implies that there are VGT script best practices that
should be followed, e.g. modularized test script design, scripts should be as
short and linear as possible, etc. Further, more robust scripts take longer time
to execute, which can stifle their use for continuous integration if the entire
test suite needs to be executed often. As such there may exist a required
tradeoff between robustness and execution time that needs to be taken into
account during VGT script adoption and development.

However, the estimations presented in Table 1.5 do not take VGT script
maintenance into account. VGT maintenance was evaluated explicitly in Pa-
pers D and E, where Paper D provided support for the feasibility of VGT
script maintenance in two parts. First, the study showed, with statistical
significance, that frequent maintenance of a VGT suite is less costly than in-
frequent maintenance. Additionally, maintenance per script per iteration of
maintenance is lower than the development cost of a script, i.e. there is value
in maintaining scripts rather than to rewrite them, and the cost of maintain-
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ing images is lower than script logic. Second, the quantitative results were
visualized in a ROI cost model, presented in Section 1.4.4 in Figure 1.6. These
results indicate, in a best case, that the development and maintenance costs of
a VGT suite provides positive ROI within on development iteration, given that
at least 20 percent of the project’s cost is associated with manual testing and
that maintenance is performed frequently. However, if a company currently
spends less time on manual testing and if scripts are maintained infrequently,
the time to positive ROI could be several years, in Saab AB’s case 532 weeks
(or over 10 years).

Consequently, successful long-term use of VGT has several prerequisites.
First, VGT needs to be integrated into the company’s development and test
process and the company’s organization needs to be adopted to the changed
process, e.g. to facilitate the need for frequent maintenance. Second, the
developed VGT suite should follow engineering best practice, i.e. be based
on a modularized architecture, have suitable amounts of failure mitigation,
etc [40]. Further, test scripts shall be kept as short and linear as possible to
mitigate script complexity, which is also mitigated by coding standards that
improve script readability. Third, test automation should first, and foremost,
be performed of stable test cases since this practice mitigates unnecessary
maintenance costs and aligns with the techniques’ primary purpose to per-
form regression testing. Additional factors were reported in Paper D, some
that are common to other automated test techniques, but it is unknown how
comprehensive this set of factors is and future research is therefore required
to expand this set.

In summary we conclude that VGT is feasible in industrial practice with
development and maintenance costs that are significant, yet manageable and
provide positive return on investment. However, there are still challenges
associated with the maintenance of VGT scripts that require suitable practices,
organizational change as well as technical support, to be mitigated.
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# Description Affect Impact Support
1 VGT scripts (Sikuli) take over

the computer during execu-
tion

Usage Low E

2 VGT documentation, guide-
lines and APIs, are lacking

Adoption Low B

3 Maintenance is affected by
script readability, complexity,
etc.

Maintenance Low B

4 1-to-1 (manual-script) test
cases are not always suitable

Maintenance Medium B,C

5 Manual test specifications
don’t always support script-
ing

Adoption Medium B,C

6 VGT tools (Sikuli and JAu-
tomate) are immature/not ro-
bust

Usage Medium A,B,C,E

7 Image recognition is volatile,
fails randomly

Maintenance Medium A,B,C

8 Script tuning (Synchroniza-
tion, image similarity) is time
consuming

Maintenance Medium B,C,E

9 SUT deficiencies (bugs, miss-
ing functionality) prohibit
scripting

Adoption High B,C

10 Dynamic/non-deterministic
output is a challenge for VGT
scripts

Usage High A,E

11 VGT script image mainte-
nance costs are significant

Maintenance High E

12 VGT scripts (Sikuli) have lim-
ited applicability for mobile
testing

Usage High E

13 Remote script execution
(VNC) negatively affects
image recognition success rate

Adoption High B,C

Table 1.6: Summary of key reported CPLs. For each CPL, its affect and impact
has been ranked. Affect refers to what the CPL affects (Adoption, Usage or
Maintenance). Impact on how serious (Low, Medium or High) its presence
is for a company. Column “Support” indicates in which studies the CPL was
reported. The table is sorted based on impact.
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1.5.3 Challenges, problems and limitations with Visual
GUI Testing in practice

Sections 1.5.1 and 1.5.2 showed that VGT is applicable and feasible in indus-
trial practice but also mentioned challenges, problems and limitations (CPLs)
with the technique. These CPLs were primarily acquired in Papers B, C and
E and have been summarized in Table 1.6. In the table, each CPL has been
classified based on what phase of VGT it affects the most, i.e. adoption, e.g.
adoption, implementation or creation of test scripts, usage, e.g. running the
tests or using the tests for specific test purposes or SUTs and maintenance, e.g.
script maintenance or long-term use of VGT in a project. Further, the impact
of each CPL is classified as low, medium or high, where low means that it is
an annoyance but requires little or no mediation, medium means that it has
a negative effect that can be removed but requires mediation and high means
that it has a negative effect but can only be mitigated, not removed, through
mediation. Mediation, in turn, implies change to a company’s procedures,
organization, VGT scripts, SUT, etc.

Table 1.6 shows that many VGT CPLs relate to the technique’s or its tools’
immaturity, e.g. lack of robustness of both image recognition and the tools
themselves. As the technology matures these should be less of a problem.
Further, contextual factors, such as the test environment, seems to play an
important role, e.g. scripting can be prohibited by poor manual test specifica-
tions, external applications or defects in the SUT. These observations indicate
an interplay between many factors and it is therefore unlikely that any one,
or a simple, solution can be found to solve all the CPLs. Instead, as dis-
cussed in Section 1.5.2, VGT requires process, organizational and technical
changes to be applicable and feasible. Regardless, the results of this thesis
show that most CPLs can be solved or mitigated, as presented in Papers B
and C. Consequently, no CPL was identified that prohibits the technique’s use
in practice but several CPLs are considered more sever, e.g. the reported need
for substantial image maintenance in Paper E.

To provide practitioners with support to avoid these CPLs and the pitfalls
with the VGT, Paper E presented a set of 14 guidelines for the adoption, use
and long-term use of VGT in industrial practice. These guidelines are based
on best practices collected from all the studies presented in this thesis and
have been summarized in Table 1.7. However, this set of guidelines is not
comprehensive and future research is therefore required to expand this list.

Consequently, the results of this thesis show that there are many CPLs as-
sociated with VGT that must be considered by industrial practitioners during
the adoption, use or maintenance of VGT or VGT scripts. However, these
CPLs also provide an academic contribution regarding potential future re-
search areas, i.e. future research to improve the technique’s applicability and
feasibility in practice.

1.5.4 Solutions to advance Visual GUI Testing

The conclusion that VGT is applicable and feasible in industrial practice opens
up the possibility to also focus research on the advancement of the technique’s
use in practice. Advances that were studied in two of the thesis included
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papers, i.e. Papers F and G.

In Paper F, initial research was performed towards fully automated VGT
by creating a proof-of-concept tool, VGT-GUITAR. VGT-GUITAR was shown
not to be applicable in practice due to technical limitations in the tool but the
study outlines a foundation for flexible, automated, GUI-based, exploratory
testing, i.e. an approach that could have considerable impact in practice to
lower test related costs and improve software quality. Additionally, this ap-
proach could perceivably mitigate the development and image maintenance
costs of VGT through automated acquisition of images from the SUT. Hence,
a technical advancement that would improve the applicability and feasibility
of the current VGT technique in practice.

Further, Paper G reported a novel test process for semi-automated fault
replication with VGT. The process combines the practices of exploratory test-
ing with stimuli provided by a simple VGT script and advances VGT by show-
ing its applicability for finding infrequent and non-deterministic defects. In
addition, the process provides companies with a means of improving their
long-term test practices since long-term tests are generally performed over
weeks or months in practice but generally without SUT stimuli. VGT could
provide such stimuli on the same level of abstraction as a human user and
thereby improve the representativeness of the test results for actual use of the
SUT in practice.

These individual contributions imply that VGT is applicable for more than
regression testing in practice, an observations that roots in its ability to emu-
late end-use behavior. Further, these results imply that VGT can be used in
contexts when the expected output can not be acquired as an oracle, instead,
a more basic oracle, e.g. a crash oracle, can be used together with a human
oracle to find defects, as reported in Paper G. Paper F also indicates that ex-
pected outputs can be automatically acquired through GUI ripping but future
work is required to develop and evaluate the theoretical foundation presented
in Paper F.

In summary, solutions already exist to advance the applicability of VGT,
e.g. by combining VGT with human oracles in semi-automated test practices
or processes. Further, advances in tooling can, through future work, enable
new and more advanced types of automated GUI-based testing based on VGT.

1.5.5 Implications

This thesis presents results with implications for both industrial practice and
academia, e.g. decision support for practitioners and input for future academic
research.

1.5.5.1 Implications for practice

The main implication of this thesis is that VGT can be adopted and used in
industrial practice, also over longer periods of time. This implies that compa-
nies with test (or software) related problems such as lacking interfaces required
by other test frameworks, e.g. due to SUT legacy, or high test related costs,
etc., now have a viable option for test automation. Additionally, adoption of
VGT can help improve the test automation culture in a company, i.e. endorse
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or mandate process, organizational or SUT changes that enable additional test
automation in a company, as reported in Paper E.

For companies that have test automation, VGT provides a complement
to their existing testing toolbox. In particular, VGT can provide high-level
test automation for companies that currently test only on lower levels of sys-
tem abstraction. However, VGT is not a replacement for manual GUI-based
testing, instead it provides a suitable complement to mitigate the need for
repetitive manual testing. This can reduce costs for the company by releasing
resources, i.e. testers, which can instead focus on other types of testing, e.g.
exploratory testing. Additionally, it may also raise the enjoyment of daily work
for the individual, i.e. the human tester or developer. Statements supported
by interview results from Papers B, D and E.

Further, because VGT scripts can run more frequently than manual tests,
VGT can improve system quality [40]. This is an important implication of this
work because it is not only of industrial benefit, but also of benefit to society,
especially for safety-critical software systems, e.g. air-traffic management and
medical systems, since improved quality can imply higher safety.

Another implication is that defect identification of infrequent and non-
deterministic defects, e.g. defects that only manifest after longer periods of
manual system interaction, are no longer out of scope due to cost. This result
also implies that companies can improve their long-term test practices with
continuous, user-emulated, stimuli that improve the tests’ representativeness
for use of the system in practice, as shown in Paper G.

Consequently, VGT provides several benefits to industrial practice by im-
proving companies’ test processes and thereby their software quality, improved
software quality that benefits society as a whole.

1.5.5.2 Future research

This thesis provides fundamental support to the body of knowledge on VGT
regarding the technique’s applicability and feasibility. As such, this research
presents a stepping stone for future research to advance the technique and
automated testing in practice. In this section we have divided future research
into five different tracks; fundamental, technical, process, psychological and
related research, and discuss how each track could be pursued.

Fundamental : Fundamental future research on VGT regards additional
support for the conclusions of this thesis, e.g. studies in more companies
and contexts. The studies included in this thesis were performed with several
companies, VGT tools and domains but more work is required to strengthen
the body of knowledge of VGT and to ensure the generalizability of the results.
Future work can also identify more CPLs and solutions to said CPLs as well as
quantitative support for the long-term applicability of VGT. Hence, research
in more types of contexts, companies and for other types of systems, e.g. web-
systems, but also longitudinal research that follows the entire VGT life cycle
from adoption to use to long-term use of the technique.

Technical : Technical future research refers to technical advancement of
the technique itself, its tools and the image recognition algorithms it is built
on. These improvements could help mitigate the CPLs identified with VGT,
e.g. the robustness of available VGT tools, image recognition algorithms as
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well as costs associated with image maintenance.

In addition, this track refers to research into novel technical solutions based
on VGT such as completely automated VGT, as outlined by Paper F. This
research could also help solve the image maintenance CPL associated with
VGT, for instance through GUI ripping which would also allow VGT scripts
to easily be migrated between variants of a SUT, since, as reported in Paper E,
test script logic can be reused between variants of an application but images
cannot.

Process: This track regards research into processes and practices to im-
prove the adoption, use or maintenance of VGT, the importance of which
discussed in Papers D and E. For instance, adoption of VGT should be per-
formed incrementally, developed test scripts should be short and linear, the
test suite should have a modularized architecture, etc. Paper E presented
a set of best practice guidelines for VGT but additional work is required to
create a more comprehensive set and to evaluate the current ones validity and
impact in more companies and domains. This track also includes research into
how VGT should be incorporated with other test techniques and practices in
a company, e.g. when and how to use VGT to lower cost and raise software
quality. As discussed in Section 1.5.1, VGT can test that a SUT’s features are
working correctly but not where in the code a defect is, and VGT therefore
needs to be complemented with testing on lower levels of system abstraction,
especially for continuous delivery and deployment [45]. However, how to effi-
ciently combine VGT with other automated test techniques is still a subject
of future research.

Consequently, this track primarily focuses on research into improving best
practice guidelines for how VGT should be adopted and used in industrial
practice and in different contexts. In addition, this track includes development
of novel practices and processes, as presented in Paper G, i.e. processes that
make use of VGT for semi-automated testing.

Psychology : The thesis explored the enjoyment of using VGT in Papers
B and D but enjoyment is only one factor that affect the use of a tool or
technique in practice, other factors such as stress, motivation, etc. are also
of interest. Hence, psychological factors that could affect practitioners’ per-
ception of the technique and which could potentially be improved through
improved tooling or practices. This research could also help answer why VGT
has only seen moderate adoption in practice so far and why adoption of VGT
seems to facilitate adoption of additional automation in a company as reported
in Paper E. Additionally, this research could provide further insights to guide
the research in the aforementioned fundamental and process oriented research
tracks, e.g. what factors to focus on to improve the technique’s applicability
or feasibility in practice.

Related research: This track relates to generalization of the results of
this thesis for other automated test techniques. For instance, this thesis re-
ports several CPLs and solutions that are general to other automated test
techniques. However, future research is required to analyze if said solutions
are applicable for other test techniques in practice. Further, only a few solu-
tions were reported for the CPLs, but it is possible that solutions that exist for
other techniques can be migrated to solve VGT CPLs. Hence, cross-technical
migration of solutions to common CPLs.
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Research
question

Internal
validity

External
validity

Construct
validity

Reliability/
conclusion
validity

RQ1:
Applica-
bility

High High High Moderate

RQ2:
Feasibil-
ity

High High High Moderate

RQ3:
CPLs

Moderate Moderate High Moderate

RQ4:
Future

Moderate Moderate Moderate High

Table 1.8: Summary of the threats to validity of the thesis results for each of
the thesis research questions. CPLs - Challenges, problems and limitations.

In addition, this thesis showed that it is possible to expand the applicability
of VGT by combining it with manual practices and human oracles, a practice
that is assumed to be generalizable to other automated test techniques and
thereby warrants future research. Such research is of industrial interest, and
importance, since it could theoretically allow companies to reuse existing tools
and techniques for new purposes, thereby expanding their usefulness and im-
prove the company’s developed software.

Finally, this track includes research of how to extend or improve other
test techniques with VGT capabilities, as outlined in Paper F where a hybrid
tool for GUI-based testing was created. This research was performed with
the 2nd generation GUI-based tool GUITAR but similar development could
be done for other tools, e.g. the commonly used tool Selenium [55], to allow
these tools to also assert the SUT’s behavior through the SUT’s pictorial GUI.
Thus providing the tools with a wider range of applicability in practice.

1.5.6 Threats and limitations of this research

This section presents an analysis of the threats to validity of the results and
conclusions presented in this thesis. Threats to validity were analyzed based
on the internal, external and construct validity as well as reliability/conclusion
validity of the work [71]. A summary of the evaluated validity for each research
question has been presented in Table 1.8 where validity is classified either as
low, moderate or high.

1.5.6.1 Internal validity

Internal validity refers to the cohesion and coherence of the results that sup-
port a research question. This was achieved in the thesis with an incremen-
tal research process where each study was based on the results, or gaps of
knowledge, from previous studies. Additionally, as can be seen in Table 1.4,
the papers included in this work provide multiple support for each research
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question and also results that complement each other. For instance, the quan-
titative results regarding the feasibility of VGT (Papers B and D could be
triangulated by statements from practitioners that had used the technique for
a longer period of time (Papers D and E). Similar connections were found for
results that support the applicability, for instance regarding the technique’s
defect finding ability, both for regression testing (Papers B, C, D and E ) and
for infrequent/non-deterministic defects, (Paper F ). Therefore the internal va-
lidity of the conclusions for research questions 1 and 2 are considered high.

However, the internal validity of identified CPLs is only considerate mod-
erate because different, unique, CPLs were identified in different studies. This
observation implies that there could be additional CPLs that can emerge in
other companies and domains.

Lastly, the internal validity regarding advances of VGT are also perceived
to be moderate because these results were only provided from two studies, i.e.
Paper F and G, which had specific focuses that are perceived narrow compared
to the many possible advances to VGT as outlined in Section 1.5.5.2.

1.5.6.2 External validity

External validity refers to the generalizability of the results or conclusions for
other contexts and domains. The external validity of the conclusions regard-
ing the applicability and feasibility of VGT are considered high because the
results for these conclusions were acquired in different companies and with
different VGT tools. Additionally, the research results come from both com-
panies developing safety-critical software as well as agile companies developing
non-safety-critical applications.

CPLs were acquired in the same contexts as the technique’s applicability
and feasibility but many of the reported CPLs were context dependent and it
is unknown how comprehensive the set of identified CPLs are. Therefore the
external validity for this research question is only considered moderate. How-
ever, the reported practitioner guidelines were triangulated with both studies
on VGT in different contexts and domains as well as related research. As such
the external validity of these guidelines is considered high, but more work is
required to expand and evaluate this set of guidelines in the future.

Finally, for VGT advances, the external validity of the results are only
considered moderate because the thesis only includes two studies, Papers F
and G, which provide insights into explicit advances of the technique and it is
therefore unknown how valuable advances in these areas would be for different
industrial contexts and domains.

1.5.6.3 Construct validity

Construct validity refers to the research context’s ability to provide valid re-
sults to answer the study’s research questions. Most of the studies presented
in this thesis were conducted in industrial practice and they are therefore per-
ceived to have provided results of high construct validity to research questions
1, 2 and 3. However, research question 4, had less industrial support, only
Paper G, whilst the other main contributor to the question, Paper F, was per-
formed as an experiment in an academic setting with software applications,
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and tools, with limited representativeness for software in industrial practice.
Therefore, the construct validity for question 4 is only considered moderate.

1.5.6.4 Reliability/conclusion validity

Reliability/conclusion validity refers to the ability to replicate the study with
the same results. The majority of the studies presented in this thesis were in-
dustrial case studies which implies that none of these studies can be replicated
exactly. To mitigate this threat, the research methodology of each study has
been presented in detail, a practice that is perceived to allow the validity of
the studies to be judged without replication, triangulate the studies’ results
between the studies and replicate the studies in similar contexts. Further,
an effort has been made in this thesis to outline the overall research process
for the thesis work. However, due to the lack of replicability, of the major-
ity of the studies, the overall reliability/conclusion validity of this research
is considered moderate with the exception of the study presented in Paper
F that presents an academic experiment that would be replicable by another
researcher provided the study’s research materials.

1.6 Thesis summary

The objective of this thesis was to find evidence for, or against, the indus-
trial applicability and feasibility of Visual GUI Testing (VGT). This objective
was motivated by the industrial need for a flexible technique to test software
systems at high levels of system abstraction to alleviate the need for manual
testing techniques that are often costly, tedious and error-prone.

The thesis work followed an incremental research methodology that began
with exploratory studies to evaluate the applicability of VGT in practice. The
research proceeded with studies to explain the challenges, problems and limi-
tations (CPLs) and maintenance costs associated with the technique and was
concluded with a study to verify the previously collected results and acquire
evidence for the long-term use of VGT in industrial practice. Lastly, potential
advances of VGT were evaluated that also outlined new areas of research and
development for, or based on, VGT.

The results of these studies show that VGT is applicable and feasible in
industrial practice, where applicability was supported by results on:

� Faster test execution speed and improved test frequency over manual
testing,

� Equal or greater defect finding ability than manual test cases,

� Ability to identify infrequent and non-deterministic defects that are too
costly to find manually,

� Ability to verify the conformance of a SUT’s behavior and appearance
through the SUT’s pictorial GUI, and

� Flexibility of use for any system with a GUI regardless of implementation
language, operating system or platform.
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In turn, the feasibility of the technique was supported by results on:

� Positive return on investment (ROI) of VGT adoption if frequent main-
tenance is performed,

� Maintenance costs that per iteration of maintenance per script are sig-
nificantly lower than the development cost per script,

� Script execution times that allow VGT to be used for daily continu-
ous integration, development and delivery, which also contributes to the
applicability of VGT, and

� Results from industry that show its feasible use over many months or
even years.

However, acquisition of these results also uncovered many challenges, prob-
lems and limitations associated with the technique, which include, but were
not limited to:

� Robustness problems associated with present-day VGT tools and the
image recognition algorithms they use,

� Substantial costs associated with maintenance of images,

� Required, costly to achieve, synchronization between scripts and SUT
execution, and

� Environmental factors that affect the adoption, use or maintenance of
VGT scripts, but also

� 14 practitioner oriented guidelines that serve to ease the adoption and
use of VGT in industrial practice.

However, none of the identified CPLs was perceived, in our studies, to prohibit
the use of VGT in industrial practice.

Because of the identified support for VGT, advances to the technique itself
were also evaluated. First, by combining VGT with automated GUI com-
ponent ripping, model-based testing and test case generation a more fully
automated VGT approach was outlined. However, only initial results were
acquired but enough to warrant future research which could help mitigate the
costs of development and need for image maintenance reported from indus-
trial practice. Second, an experience report from industry reported the use
of VGT in a semi-automated exploratory process, which provides a broader
research contribution since it shows that automated tools and techniques can
be combined with manual practices to cover additional test objectives.

In summary, this thesis shows that VGT is applicable and feasible in in-
dustrial practice with several benefits over manual testing. The thesis also
provides cost information and CPLs that are pitfalls that industrial practi-
tioners must consider to make an informed decisions about VGT adoption. As
such, this work provides a clear contribution for a wider industrial adoption
of Visual GUI Testing. In addition, the thesis advances the knowledge on
GUI-based testing and outlines several important areas of future research.
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