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Turbulence-resolving simulations for engineering appli-
cations

Bastian Nebenführ

Department of Applied Mechanics
Division of Fluid Dynamics
Chalmers University of Technology

Abstract
Most fluid flows of industrial interest are turbulent and their accurate representation
may be of vital importance for the design process of new products. To date, steady
RANS methods are usually employed for the simulation of turbulent flows of everyday
engineering problems. These methods base the description of turbulence characteristics
on mean-flow gradients and only provide a solution for the mean flow. However, there are
applications that require instantaneous flow information, for which the use of unsteady,
turbulence-resolving simulation techniques is indispensable. In this thesis, the latter
have been applied to predict two flow problems of industrial importance. Additionally to
providing the flow solution, the simulation method’s capability of producing input data
for subsequent multi-disciplinary analysis was evaluated.

In the first case, hybrid RANS/LES methods were used for simulating the complex
flow around a three-element airfoil with deployed high-lift devices. Instantaneous flow
properties were extracted from the simulation via a sampling surface and served as input
for a subsequent aeroacoustic analysis of the airfoil using acoustic analogies. It was found
that the chosen hybrid RANS/LES simulation technique was well-suited for computing
the flow. Moreover, decoupling the flow simulation and the noise propagation enables
aeroacoustic analysis and farfield-noise prediction for complex geometries at relevant
Reynolds numbers. The slat was confirmed to be a major contributor to high-lift noise.
Careful placement of the sampling surface, so as to enclose all turbulent noise sources,
seems to be of paramount importance, in particular for using the Kirchhoff analogy.

The second case dealt with LES simulations of the atmospheric boundary layer above
and inside forest regions. Also from these simulations, instantaneous turbulence data
were extracted, serving as inflow data in subsequent fatigue-load calculations for a wind
turbine. It was expected that the presence of a forest would lead to stronger atmospheric
turbulence and increased wind shear, compared to flow over low-roughness flat terrain.
By simulating the atmospheric boundary layer with and without a forest, this expectation
could be verified and it was possible to quantify the effect of the forest on the wind-turbine
fatigue loads. It could be shown that typical loads are increased by a factor of almost
three in terms of root-mean-square values and equivalent fatigue loads.

Keywords: Turbulence-resolving simulation, LES, hybrid RANS/LES, Airframe noise,
Aeroacoustics, Wind power, Wind-turbine fatigue loads, Forest canopy
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Part I
Extended Summary

This thesis focuses on the application of turbulence-resolving simulation methods for
the investigation of flow problems of industrial importance. It consists of an extended
summary and six appended papers. Below, a brief introduction is given concerning turbu-
lent flows, boundary layers and common simulation techniques for turbulent fluid flow.
In Chapter 2, the governing equations are presented and the framework of turbulence-
resolving simulations is detailed. Additionally, the specific techniques used in this thesis
are described. Chapter 3 concerns the two different industrial applications that were
treated during this work. Firstly, as a typical example of the aeronautic industry, the
turbulent flow around a multi-element airfoil with deployed high-lift devices in landing con-
figuration was investigated using hybrid RANS/LES methods (HRLM). In addition, the
airfoil’s aeroacoustic far-field noise signature was analyzed based on resolved turbulence
extracted from the flow simulation. Secondly, as a typical example of meteorology and
the wind-energy industry, the turbulence in the atmospheric boundary layer (ABL) and,
in particular, in the ABL above forests, was investigated using Large-Eddy Simulation
(LES) with a wall function. Additionally, resolved turbulence was extracted from the
flow simulations, which was subsequently used as input for fatigue-load calculations on a
generic wind turbine. In Chapter 4, the appended papers are summarized, followed by
general concluding remarks in Chapter 5. In Part II of this thesis, the appended papers
can be found.

1 Introduction
In the following, a short introduction in turbulent flows, boundary layers and common
techniques for the simulation of turbulent flows will be given.

1.1 Turbulent flows
Fluid flows of engineering importance are almost exclusively turbulent. Even in our
everyday life, there are many examples in which we encounter turbulence and turbulent
flows. Illustrative examples include: the flow of water in a river; smoke rising from a fire,
chimney or a cigarette; the airflow around a traveling vehicle (in Sweden often visualized
by either rain or snowflakes); leaves being picked up and convected by the wind; and
adding milk to a cup of coffee. There is no clear definition of turbulence itself, but people
have observed some of its characteristics and often use them for its description. Obvious
features include the swirling motions at different length and time scales and the irregular
and seemingly random nature of turbulence that can be observed in the aforementioned
examples. Turbulence is a phenomenon that is always unsteady and three dimensional.
It may seem unpredictable, but turbulence can be described mathematically. Moreover,
turbulence is known to increase diffusivity in a flow. In other words, turbulence increases
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the flow’s ability to mix, for example, momentum or heat (compared to laminar flows).
This is an interesting effect that can be exploited for engineering purposes (i.e. cooling
with forced convection or dispersion of pollutants in water or the atmosphere).

Probably the most important dimensionless quantity in turbulent flows is the Reynolds
number,

Re =
ρUL

µ
, (1.1)

where ρ and µ are the density and viscosity of the fluid and U and L are a velocity
and a length scale characteristic for the flow, respectively. The Reynolds number can
be interpreted as the ratio of inertial forces to viscous forces, meaning that, the higher
the Reynolds number is, the more important inertial forces are, and vice versa. Often
the distinction between turbulent and laminar flows is made based on the Reynolds
number. Generally speaking, turbulent flows are characterized by high Reynolds numbers
and are therefore dominated mainly by inertial forces. However, the critical Reynolds
number, below which the flow can be viewed as laminar and above which the flow
should be considered turbulent, depends on the choice of both U and L, and is thus
dependent on the flow problem at hand. For example, the critical Reynolds number for
a fully-developed pipe flow based on the pipe diameter and the bulk velocity is usually
given as Rec = 2300 [8].

One important characteristic of turbulent flows is that they are dissipative, meaning
that they lose part of their energy (kinetic energy that is) to internal energy (i.e. increased
temperature). This happens through the so-called cascade process, visualized in Fig.1.1.
The large, energy-bearing eddies in region I extract kinetic energy from the mean flow
and pass it on to subsequently smaller eddies. Energy transfer from larger to smaller
eddies continues through the entire inertial subrange (region II) until the smallest eddies,
the Kolmogorov scales, are reached in region III. Turbulent eddies in the third region are
typically isotropic and dissipation occurs here, due to viscosity effects. Note that, since
friction forces exist at all scales, a small portion of the kinetic energy is dissipated directly
from the large eddies [9], but the major part of the kinetic energy is indeed undergoing
the cascade process and is dissipated by the smallest eddies. As a consequence of the
cascade process, turbulence needs a constant supply of additional kinetic energy (typically
from the mean flow) to be sustained.

1.2 Boundary layers
Every time a fluid starts flowing over a solid surface, a boundary layer is formed. The
boundary layer is the region of the flow that is influenced by surface forces, while the part
of the flow uninfluenced by the surface forces is usually referred to as the freestream. At
the interface between the solid wall and the fluid, adhesive forces make fluid molecules stick
to the surface with no relative velocity between the surface and the molecule; a condition
usually termed no slip condition. Through viscosity effects, the fluid molecules stuck to
the surface, influence molecules passing by in their vicinity, essentially slowing down their
pace and reducing the velocity to values below the freestream value. Further outwards
from the surface, viscosity effects get replaced by turbulent shear forces, still leading to a
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E(κ)

κ

I II

III

Figure 1.1: A typical energy spectrum in turbulent flows, whereE is the energy per wave
number and κ denotes the wave number. Large, energy-bearing eddies (I), inertial subrange
(II), dissipative range (III).

retardation of the flow. This process continues until the outer edge of the boundary layer
is reached (at distance δ from the solid boundary, marking the boundary-layer thickness),
at which the effect of the solid boundary is no longer noticeable and the velocity remains
unaltered from its freestream value. The phenomena described above lead to a velocity
profile like the one shown in Fig. 1.2 including a non-zero vertical velocity gradient, which
mechanically produces turbulence due to shear. One could say that turbulence is mainly
generated in the boundary layers, but is not restricted to them as exemplified by wakes
behind bluff bodies or other separated regions with large spatial differences in the velocity
field. Since boundary layers are such an omnipresent phenomenon in engineering type of
flows, a short discussion of their structure seems necessary at this point.

In general, boundary layers emerge from the leading edge of an object immersed into
(uniform) fluid flow, such as a flat plate in a wind tunnel or an airfoil moving at the
aircraft’s speed, and are developing in both thickness and character (i.e. from laminar
to turbulent) with distance downstream of the leading edge. However, here we will
consider a fully-developed turbulent boundary layer, which would appear at some distance
downstream of the object’s leading edge. Figure 1.2 also includes the structure of a typical
boundary layer over a smooth wall. There are different sublayers within the boundary
layer, ranging from the viscous sublayer near the surface over the logarithmic layer to the
outer turbulent layer at the upper end of the boundary layer. The buffer layer can be
seen as a transition region between the viscous sublayer and the logarithmic layer. In the
viscous sublayer, viscous shear dominates and the velocity profile can be approximated as
linear. In the logarithmic layer, turbulent shear stresses are dominating (see Davidson [9])
and the log-law can be used to describe the velocity profile.

u+ =
ū

u∗
=

1

κ
ln
(zu∗

ν

)
+B, (1.2)

where κ = 0.41 is the von Kármán constant, u∗ is the friction velocity, z is the vertical
coordinate, ν = µ/ρ is the kinematic viscosity and B is a constant, often taken as 5 for flat
plate boundary layers [8]. u+ denotes the normalized velocity in wall-unit scaling. Often,
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Eq. (1.2) is assumed to hold even throughout the outer turbulent layer if an additional
wake function is used (see Davidson [9]).

z+

viscous sublayer5 buffer layer30

logarithmic layer

300–
1000

outer turbulent layer

freestream

δ

Figure 1.2: Velocity profile in a fully-developed turbulent boundary layer above a smooth
surface (not to scale). The vertical coordinate is given in wall-unit scaling as z+ = zu∗

ν
and δ denotes the boundary-layer thickness.

1.2.1 The atmospheric boundary layer
One boundary layer is of particular importance for us humans, since we spend most of our
lives immersed inside it; the atmospheric boundary layer. The ABL constitutes the lowest
part of the troposphere and forms against the rough surface of the Earth. Even though
the vertical structure of the ABL is principally similar to the one of the smooth-wall
boundary layer shown in Fig. 1.2, some terminology is different and therefore the structure
of the ABL is illustrated in Fig. 1.3. The thickness of the ABL varies considerably
between H ≈ 100 m during stable conditions at night and H ≈ 2000 − 3000 m under
unstable conditions caused by solar radiation during daytime [10]. A typical estimate of
the thickness of the atmospheric boundary layer in neutral conditions is H ≈ 1000 m.
The lowest 10% of the ABL are usually called the surface layer [10–12] with constant1

momentum and heat flux. In the surface layer, the influence of the Earth’s rotation on
the flow is negligible and the flow is dominated by the friction forces caused by the rough
ground. Analogically to the logarithmic layer in the smooth-wall boundary layer, the
wind speed profile can be described in the surface layer with the help of a logarithmic
law,

ū

u∗
=

1

κ
ln
(
z − d

z0

)
, (1.3)

where z0 is the aerodynamic roughness length of the ground and d is the zero-plane
displacement. Closest to the wall resides the roughness sublayer, in which the flow is
1 Usually it is assumed that the momentum and heat flux vary less than 10% from their surface value

throughout the surface layer.

4



directly influenced by the geometry of the roughness elements and the wind speed profile
deviates from the logarithmic form [13]. The zero-plane displacement is used in Eq. 1.3
for very rough surfaces in order to shift the ground upwards allowing to compensate for
the presence of the roughness sublayer and guaranteeing that the logarithmic wind speed
behavior is retained throughout the surface layer (and part of the roughness sublayer).
The actual range of the roughness sublayer is not clearly defined, but 2–5 times the
height of the roughness elements often serves as an estimate of the roughness-sublayer
height [14, 15]. However, Florens et al. [16] report smaller values of about 1.5–1.8 times the
roughness-element height. Above the surface layer, the flow is balanced by the large-scale
pressure gradient, the Coriolis force and friction due to turbulence. Even though it is
rarely observed in nature, the wind profile theoretically assumes a spiral pattern. The
layer is named after Ekman, who mathematically derived the influence of the Coriolis
force on the ABL, leading to the spiral pattern or the Ekman spiral [17].

Finally, above the ABL, we find the free atmosphere, which usually does not contain
turbulence or only intermittent turbulence bursts.

z

free atmosphere

roughness sublayer
surface layer

Ekman layer

H
≈

10
00

m

Figure 1.3: The vertical structure of the atmospheric boundary layer (not to scale). H
denotes the thickness of the atmospheric boundary layer.

1.3 Simulation of turbulent flows
Owing to the immense importance of turbulent flows in every-day engineering problems,
much research effort has been put into their investigation. Analysis of turbulent flows is
in most cases not possible in an analytical way. Therefore, experiments in wind tunnels
or the field are often employed for studying turbulent flows and turbulence phenomena.
However, measurements need to be carefully planned and performed and even then they
can suffer from difficulties that may impair the quality of the results; e.g. insertion of
measurement equipment can disturb the flow, operational Reynolds numbers may not
be attainable for scale models in wind tunnels, the wind-tunnel walls can influence the
flow field and parts of the flow may be inaccessible for measurements. As computers
are becoming progressively more powerful, the field of computational fluid dynamics
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(CFD), in which turbulent flows are studied on virtual models with the help of numerical
simulations, enjoys increased attention. In CFD simulations, it is easily possible to avoid
the aforementioned problems that may complicate measurements. The biggest asset
of CFD compared to measurements is, though, that virtual models can be generated
faster and cheaper than physical prototypes, allowing design and parameter studies to be
performed in a more cost- and time-efficient manner. Nevertheless, CFD cannot be used
as a stand-alone design tool without experimental validation.

Turbulent flows can be simulated using a variety of different methods as detailed
in Table 1.1, each of which offering unique advantages and disadvantages. Which type
of turbulent flow simulation to employ depends largely on the flow problem at hand,
the available computational resources and often the time pressure to hold an upcoming
deadline. Generally speaking, the available methods are usually offering a trade-off
between computational efficiency and numerical accuracy.

To date, steady Reynolds-Averaged Navier Stokes (RANS) simulation are still most
widely used in industrial CFD applications. As indicated in Table 1.1, RANS offers the
benefit of low computational cost, allowing to perform many simulations in a short time,
and thus to study many different designs and to carry out parameter studies or numerical
shape optimization [18]. One of the main reasons for RANS being computationally efficient
is that simulations can be carried out in two-dimensional domains, despite the fact that
real turbulence is always three dimensional as mentioned earlier. In contrast, all of the
more advanced simulation techniques require three-dimensional domains, making these
simulations considerably more costly (see Table 1.1). RANS also offers the advantage
that numerous well-adjusted and validated turbulence models exist for a large variety of
different flow problems. At the same time, no RANS model has emerged that is able to
provide reliable results in any type of flow situation. Piomelli and Balaras [19] reason
that this is due to problems in modeling the large, geometry-dependent eddies, making it
impossible to develop universal models. Moreover, RANS provides merely a solution for
the mean flow field and turbulence is treated in a stochastic sense only, i.e. the entire
energy spectrum is modeled in terms of mean flow quantities, as indicated in Fig. 1.4.
While this is acceptable in many cases, such as, for example, drag and lift prediction for
vehicles or the prediction of annual mean wind speeds at a certain location for wind power
production, a wide range of applications cannot be served by RANS results. Applications
of such kind may be, for example, active flow control [20], the field of aeroacoustics [21]
and fluid-structure interaction, in which analysis usually is based on flow fields with
resolved turbulence content (such as velocity components and/or pressure), fluctuating
both in space and time; a requirement that cannot be fulfilled by steady RANS simulations.
Unsteady RANS (U-RANS) is able to provide time-dependent solutions including some
resolved turbulence content, and could as such be deemed suitable. However, the resolved
turbulence content is limited to very large eddies and thus to very low frequencies (see
Fig. 1.4), which in most cases would not ensure sufficient accuracy. Consequently, one of
the more advanced simulation techniques presented in Table 1.1 should be preferred.

As shown in Fig. 1.4, Direct Numerical Simulation (DNS) resolves all turbulent length
and time scales, which in theory yields the most accurate result. Unfortunately, DNS is
not feasible for high-Reynolds number flows, due to excessive computational demands.
Piomelli and Balaras [19] estimate the number of grid points necessary for DNS to
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Table 1.1: Overview of simulation methods for turbulent flows.
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resolving

3D
required

readiness
for industry

no?

yes

yes

yes

no

yes

yes

yes

yes

limited

limited

no
? only U-RANS

scale with Re9/4, where Re is based on an integral scale of the flow. Accounting for a
reduced time step, Davidson [9] advocates that the cost of DNS should even scale with
Re11/4. Since almost all flows of industrial importance are high-Re flows, DNS cannot
be considered and its usage is usually limited to fundamental test cases at low Reynolds
number, such as pipe flows [22, 23] or turbulent channel flows [24, 25]. A review on the
topic of DNS is provided by Moin and Mahesh [26].

DNS
LES
HRLM??

U-RANS
RANSE(κ)

κ

Figure 1.4: Different simulation techniques for turbulent flow and the ranges of resolved
( ) and modeled ( ) turbulence.
?? Hybrid RANS/LES methods are to be found between U-RANS and LES. Their resolved turbulence
content is ambiguous, since it is comparable to both U-RANS and LES in the respective regions of the
computational domain.

As mentioned above, RANS methods model all turbulent scales. This task is of
particular difficulty for the largest scales in the spectrum, since these usually are geometry
dependent. The largest scales carry most of the energy and their accurate representation
is vital for a trustworthy result. In LES, the large turbulent scales are resolved, while
only the smallest scales, i.e. the ones smaller than the grid spacing, are modeled with a
so-called subgrid scale (SGS) model. The grid in LES simulations should therefore be
fine enough to allow for cut-off wave numbers in the inertial subrange (i.e. region II in
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Fig. 1.1). Often simple SGS models are found to be sufficient as the small-scale turbulence
is assumed to be of isotropic nature and thus easy to model.

The size of the large eddies is restricted by the presence of solid boundaries (i.e.
an eddy cannot become larger than the distance to the nearest solid wall). Hence,
when approaching a wall and inside the boundary layer, even the large eddies become
comparatively small, and in order to accurately represent the turbulence in the inner
part of a boundary layer, the grid needs to be prohibitively fine in all three coordinate
directions. Note that the wall-normal direction has the same grid requirement in both
RANS and LES, i.e. z+ ≈ 1 in the first grid cell, with z+ = zu∗/ν. However, the
wall-parallel plane needs to be excessively fine in well-resolved LES in order to capture
the streamwise stretched boundary layer structures [27]. Commonly, a grid resolution of
∆x+ ≈ 100 and ∆y+ ≈ 20 in the streamwise and lateral direction, respectively, is deemed
necessary for LES with a well-resolved near-wall region [19]. Due to these requirements,
Spalart [28] suggests to consider LES with a well-resolved near-wall region as quasi-DNS.
Except for jets and flames, most industrial flows involve solid walls, which rules out
well-resolved LES as a candidate for complex problems. Even though computational
power is increasing dramatically nowadays, well-resolved LES is predicted to be out of
reach for high-Re wall-bound flows for the next decades [28, 29]. In fact, Spalart et al. [29]
estimate LES of a full aircraft wing to be infeasible until the year 2045.

As a consequence of that, strategies have been developed to make turbulence-resolving
simulations available for complex flow problems at high Reynolds numbers. Methods
evolved that avoid the main bottleneck, namely resolving the near-wall region. Two
fundamentally different approaches are considered in this work: LES with a wall function
and hybrid RANS/LES methods. Both approaches are described in more detail in
Section 2.3.
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2 Turbulence-resolving simulation techniques
In this chapter, the equations governing turbulent flow are introduced. Moreover,
turbulence-resolving simulation techniques feasible for engineering applications are ex-
plained. Finally, a brief description of the models employed in this work is given.

2.1 Governing equations
It is widely accepted that the Navier-Stokes equations accurately describe the behavior of
fluid flows, although no mathematical prove exists for their universal validity yet. For an
incompressible fluid with constant density and viscosity, the instantaneous Navier-Stokes
equations can be written as

∂ui

∂xi
= 0, (2.1a)

∂ui

∂t
+ uj

∂ui

∂xj
= −1

ρ

∂p

∂xi
+

∂

∂xj

(
ν
∂ui

∂xj

)
, (2.1b)

where p denotes the hydrodynamic pressure and ui denotes the velocity component in
the ith coordinate direction (i = 1, 2, 3). Note that a right-handed coordinate system
is assumed with x3 = z pointing vertically upwards.2 Equation (2.1a) is the continuity
equation and describes the conservation of mass, while Eqs. (2.1b) are the momentum
equations describing the conservation of momentum. Note that the incompressible form
of the Navier-Stokes equations is given here, while in Papers A and B, the compressible
form was solved.

It is possible to solve the Navier-Stokes equations numerically using DNS and resolving
the entire energy spectrum in Fig. 1.1. DNS requires to resolve even the smallest eddies
and is therefore, as mentioned previously, limited to low Reynolds number flows and is in
general not feasible for applications of industrial importance.

Different simplifications exist to enable solving Eqs. (2.1) in an affordable manner, one
of which is the Reynolds decomposition that splits up an instantaneous quantity,φ, into
a time-averaged mean value, φ̄, and a superimposed fluctuation, φ′, as in

φ = φ̄+ φ′. (2.2)

Inserting Eq. (2.2) into the Navier-Stokes equations, results, after some manipulation
(see [9] for details), in the incompressible RANS equations, viz.

∂ūi

∂xi
= 0, (2.3a)

∂(ūiūj)

∂xj
= −1

ρ

∂p̄

∂xi
+

∂

∂xj

(
ν
∂ūi

∂xj
+

1

ρ
τij

)
. (2.3b)

2 This definition is used throughout the thesis and in Papers D–F. In Papers A–C, the vertical coordinate
direction is denoted by x2 = y.
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Solving these equations yields a solution for the time-averaged mean flow field instead of
the instantaneous flow field described by the Navier-Stokes equations. It can be seen that
an additional term appears on the right-hand side of Eq.(2.3b), compared to Eq. (2.1b).
This term is called the Reynolds stress tensor,

τij = −ρ
(
u′
iu

′
j

)
. (2.4)

The Reynolds stresses constitute six additional unknowns, making the system of equations
given by Eqs. (2.3a) and (2.3b) impossible to solve; a dilemma referred to as the closure
problem. In order to close the system of equations, the Reynolds stresses need to be
modeled. For that purpose, Boussinesq’s hypothesis [30] is often invoked, assuming that
turbulent diffusion can be modeled with the help of a turbulent or eddy viscosity in
analogy to molecular diffusion, which is governed by the molecular viscosity. Turbulence
models based on the Boussinesq hypothesis are also referred to as eddy-viscosity models.

2.2 The LES framework
The central assumption in LES is that it is possible to divide turbulent motions of a flow
into large- and small-scale motions. It is further assumed that the large-scale motions are
the ones that carry most of the turbulent kinetic energy and anisotropy, while the small
scales are more universal in nature and are mainly responsible for energy dissipation. In
LES, the large scales are explicitly resolved and the small scales are modeled. Capturing
only the large scales and modeling the small scales should in principle allow for a more
accurate simulation (as compared to RANS). As such, LES is in particular suitable for
the simulation of flows including spatially large turbulent motions, such as the separated
flows around and behind bluff bodies.

The distinction between large and small scales is usually achieved in terms of a filtering
operation. Different filtering operations exist; the most common ones being the box filter,
the Gaussian filter and the spectral cut-off filter [31]. Spectral cut-off filters are most
naturally used in spectral LES methods, while in finite-volume based LES, box filters are
almost always used. In finite-volume methods, the filtering is implicitly done through the
spatial discretization scheme. However, in meteorology, where pseudospectral methods are
often employed, also explicit filtering is common. Explicit filtering has to happen at filter
sizes larger than the grid size. Often, the smallest scales are referred to as the subgrid
scales (SGS), even though subfilter scales (SFS) may be a more appropriate description,
as advocated by Pope [31], since the filtering does not necessary happen at grid scale.
However, implicit grid filters are exclusively employed in this work and therefore the
acronym SGS will be used.

In order to perform LES, the filter width should be such that at least all anisotropic,
energy-bearing scales are resolved. Consequently, the cut-off wave number of the filter
should be placed within the inertial subrange of the turbulence spectrum (region II of
Fig. 1.1). When the cut-off resides in the inertial subrange, fairly simple SGS models are
sufficient for the description of the unresolved scales, since these are more isotropic and
homogeneous in nature.
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Similar to the Reynolds decomposition, the instantaneous flow field can be expressed
as

φ = φ̄+ φ′′, (2.5)

where the instantaneous variable φ is decomposed into a resolvable part, φ̄, and an
unresolved SGS fluctuation, φ′′. Note, that we switch notation and that the overbar now
denotes a filtered or resolved quantity, while angular brackets are used from now on to
denote time averaging. Introducing this definition into Eqs. (2.1a) and (2.1b) yields the
filtered, incompressible Navier-Stokes equations,

∂ūi

∂xi
= 0, (2.6a)

∂ūi

∂t
+

∂(ūiūj)

∂xj
= −1

ρ

∂p̄

∂xi
+

∂

∂xj

(
ν
∂ūi

∂xj
+

1

ρ
τij

)
, (2.6b)

which appear to be identical to Eqs. (2.3a) and (2.3b), except for the time derivative on
the left-hand side of Eq. (2.6b) and the different meaning of the overbars (time averaging
vs. filtering). The additional stress term on the right-hand side is now referred to as the
SGS stress tensor and reads

τij = −ρ (uiuj − ūiūj) . (2.7)

If eddy-viscosity based models are used, the stress tensors in Eqs. (2.4) and (2.7) can be
modeled as

τij −
1

3
τkkδij = −νt

(
∂ūi

∂xj
+

∂ūj

∂xi

)
= −2νtS̄ij , (2.8)

where νt is the eddy or turbulent viscosity and S̄ij = 1
2

(
∂ūi

∂xj
+

∂ūj

∂xi

)
is the strain rate

tensor. Note that the stress tensors in RANS and LES are modeled in the same way in
the framework of an eddy-viscosity model. Therefore, from a numerical point-of-view, the
difference between RANS and LES can be traced back to different definitions of the eddy
viscosity. In principle, one could say that (U-)RANS and LES differ in the magnitude
of the eddy viscosity, with LES exhibiting much lower values of νt than (U-)RANS.
This realization will be of practical importance later in Sections 2.4.2 and 2.4.3 for the
description of hybrid RANS/LES methods.

Chapman [32] as well as Piomelli and Balaras [19] estimate the grid point requirement
for a well-resolved LES of a flat-plate boundary layer to scale with Re9/5, while Choi
and Moin [33] propose Re13/7 to be more accurate. In any case, this indicates that
well-resolved LES is only attainable for moderately high Reynolds numbers. As mentioned
before, most flow problems of engineering relevance involve high or very high Reynolds
numbers, making LES with a well-resolved near-wall region infeasible. Hence, in order to
enable LES for high-Re flows, special treatment of the main bottleneck, i.e. the region
near solid walls, is required. Two possible approaches are described in Section 2.3.

In order to numerically solve Eqs. (2.6), the equations need to be discretized. Most
often finite-volume methods with second-order accurate spatial and temporal discretization
are employed in general purpose CFD. For details regarding the discretization process,
see e.g. Ferziger and Peric [34]. Here, finite-volume methods are exclusively used, but it
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should be mentioned that different approaches to CFD exist, including, for example, finite
differences, finite elements, as well as spectral and pseudospectral methods. In particular,
the latter offer the advantage of high numerical accuracy and efficiency for a given grid.
Fornberg [35] derives the pseudospectral method as the limiting case of a finite-difference
discretization with infinite accuracy.3 Unfortunately, pseudospectral methods require
an equidistant grid spacing and are limited to flow problems that can be treated with
periodic boundary conditions. These restrictions make pseudospectral methods infeasible
for general purpose CFD and explain the popularity of the more versatile finite-volume
based methods. Pseudospectral methods are often employed for approximating gradients
in the horizontal directions in LES of the ABL (e.g. [36–39]). Due to the non-periodic
boundaries at the ground and at the upper end of the domain and possible vertical grid
stretching, vertical gradients are, however, still discretized using second-order accurate
central differencing schemes.

An alternative to pseudospectral methods can be the use of higher-order discretization
schemes in the finite-volume method, also offering higher numerical accuracy and efficiency
on a given grid. Higher-order numerics have proven useful in hybrid RANS/LES simula-
tions by Kok and van der Ven [40] for the flow over a rounded bump in a square duct and
a delta wing. Higher-order schemes have also been used in DNS and LES by Morinishi
et al. [41] and by Davidson and Andersson [42], and showed to yield improved results
compared with standard second-order discretization schemes. In both pseudospectral and
higher-order finite-volume methods, the gain in numeric efficiency is due to the fact that
superior results can be obtained on a given grid. In other words, equally good results can
be obtained on a coarser grid with pseudospectral methods or higher-order discretization
schemes compared to a standard second-order accurate finite volume discretization.

2.3 Treatment of the near-wall region
In this section, two fundamentally different approaches for avoiding to resolve the near-wall
region in LES of high-Re wall-bounded flows are presented.

2.3.1 LES with a wall function
One way to avoid resolving the near-wall region in LES is to specify the wall-shear stress,
τw = ρu2

∗, based on the log-law, similarly to the use of wall functions in RANS modeling.
In that case, the friction velocity needs to be determined, which can be done iteratively
from Eq. (1.2) for smooth-wall boundary layers or explicitly from Eq. (1.3) for the case of
rough-wall boundary layers. For the simulation of the ABL, for example, the wall-shear
stress is based on the local horizontal wind speed, Upar =

√
ū2 + v̄2, at the first vertical

grid point, ∆z/2, and the total wall-shear stress can be split into its horizontal components
as

τi3,w = −ρ

[
Uparκ

ln[(∆z/2)/z0]

]2
ūi(x, y,∆z/2)

Upar
, (i = 1, 2). (2.9)

3 Note that, on equidistant, Cartesian grids, the finite-difference and finite-volume methods are identical.
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Such a formulation can be applied only in relatively simple cases, for which the wall-shear
stress can be determined from the mean flow. A requirement for the above formulation
to hold is that the first grid cell needs to be larger than the zero-plane displacement.
In the roughness sublayer and below the height d, the velocity profile deviates from the
logarithmic form and therefore Eq. (2.9) would be inappropriate. Figure 2.1 illustrates
the difference in grid resolution near the wall in well-resolved LES and LES with a wall
function. In the latter case, Eq. (2.9) is used to prescribe the wall-shear stress.

∆z

∆z

2

well-resolved LES LES with a wall function

Figure 2.1: Wall-region in well-resolved LES and LES with a wall function. Resolved
eddies and unresolved eddies are shown in red and gray, respectively. The centers of the
first off-wall cell are also indicated for the LES with a wall function.

2.3.2 Hybrid RANS/LES methods
Another way of avoiding to resolve the near-wall region in LES is to employ hybrid
RANS/LES methods. Actually, the expression hybrid RANS/LES method is somewhat
misleading, since these methods couple LES and U-RANS rather than LES and steady
RANS. However, in agreement with common terminology, the expression RANS will be
used here.

Fairly coarse grids may be sufficient for resolving the large, energy-bearing eddies and
hence for capturing the relevant physics of flows dominated by large-scale turbulence,
such as bluff-body flows and wake flows in general. At the same time, RANS models have
been successfully used for the simulation of attached boundary layers for decades and
are consequently well-adjusted and validated for these types of flows. One central idea
of hybrid RANS/LES approaches is therefore to use RANS in the attached boundary
layers and to employ LES away from solid boundaries and in separated flow regions.
In this way, it is possible to combine the best features of both RANS and LES and to
enable turbulence-resolving simulations for engineering-type of flows involving complex
geometries and high Reynolds numbers. Due to the usage of RANS in the boundary layer,
the grid in the wall-parallel plane can be relaxed from the stringent requirements for
well-resolved LES. Note that the treatment of the near-wall region in hybrid RANS/LES
simulations is fundamentally different from the simple model presented in Section 2.3.1.
While the wall function is applied only in the first grid cell at the wall, hybrid RANS/LES
methods aim to treat the entire boundary layer in RANS mode.

Following the above idea, Spalart et al. [29] introduced the first hybrid RANS/LES
method in 1997, termed Detached-Eddy Simulation (DES). DES uses a so-called global
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LES

LESRANS

U∞

Figure 2.2: Schematic drawing of a hybrid RANS/LES method for an airfoil in deep stall.
The attached boundary layer on the pressure side of the airfoil is treated in RANS mode,
as indicated by the shaded area. The remainder of the flow, in particular the separated
flow on the suction side of the airfoil, is treated in LES mode.

approach in which the model itself decides whether the LES or RANS mode should be
activated in a certain region of the grid. This decision is made based on a comparison of
the local grid spacing and the wall distance. In order to ensure the desired behavior (i.e.
RANS in boundary layers and LES otherwise), DES grids have to be carefully designed.
That is, the grid spacing in the wall-parallel plane has to exceed the local boundary layer
thickness, δ. Originally, DES was invented for the use in massively separated flows, such
as an airfoil in deep stall4. In such a case, the attached boundary layers are thin and the
separated region is dominated by large-scale turbulence. A schematic drawing of such a
case is provided in Fig. 2.2.

It has been anticipated by Spalart et al. [29] that in case of thick boundary layers
or uncareful grid generation, the wall-parallel grid spacing can become smaller than the
boundary-layer thickness and a phenomenon called Modeled Stress Depletion (MSD) can
occur. If the LES mode is activated inside the boundary layer, the length scale is reduced,
which in turns leads to a decrease in eddy viscosity. Consequently, the modeled stresses
are reduced, even though the grid is not fine enough to support resolved stresses. Due to
the subsequent reduction of skin friction caused by MSD, premature separation can occur
in severe cases, as shown by Menter and Kuntz [43, 44]. This phenomenon of premature
separation is termed Grid Induced Separation (GIS). Initial solutions to MSD and GIS
have been proposed by Menter and Kuntz [43], who suggest using a shielding function for
the boundary layer, and by Deck [45], who proposes to make the DES approach zonal, i.e.
disable the DES limiter in critical regions. In 2006, a nowadays commonly used remedy,
termed Delayed DES (DDES), was presented by Spalart et al. [46]. Based on the idea
of Menter and Kuntz [43], the RANS mode is preserved in the boundary layer with a
shielding function.

As an effort to reduce the influence of the RANS model in global hybrid RANS/LES
methods, wall-modeled LES (WMLES) has been proposed. In comparison to DES or
4 Stall is the sudden loss of lift force as a consequence of flow separation. Flow separation increases the

pressure on the upper side of the wing and therefore the lift force is drastically reduced.
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DDES, the switch from RANS to LES is performed much closer to the wall in WMLES,
i.e. inside the boundary layer. This can only be done, if the grid allows for resolved
boundary-layer turbulence, so that the problem of MSD will be avoided. Consequently, a
greater portion of the turbulence is resolved in WMLES and the influence of the RANS
model is restricted to a narrow region near the wall. One strategy for WMLES, termed
Improved DDES (IDDES), has been proposed in 2008 by Shur et al. [47]. The basic
idea of IDDES is for the model to act as WMLES, if the inflow conditions and the grid
support such behavior. The inflow conditions must contain turbulent content and the grid
is required to be fine enough to resolve boundary-layer eddies. In case those prerequisites
are not fulfilled, IDDES will perform as conventional DDES.

Hybrid RANS/LES simulations can also be carried out in a zonal fashion. That is,
designated zones that are treated in RANS or LES mode are specified a-priori. These
zones can principally be defined in two ways. Firstly, the near-wall region can be specified
as a RANS region, which leads to a situation similar to the one shown in Fig. 2.3a. The
interface between RANS and LES is then prescribed at a constant grid line parallel to the
wall as exercised by Davidson and Dahlström [48] and Davidson and Peng [49]. Secondly,
based on the idea that most of the flow in a large domain can be treated as (quasi-)
steady RANS, it is also possible to only specify LES in a small region of interest. In that
case, the LES zone is surrounded by RANS regions and these kind of approaches are
also referred to as Embedded LES (see Fig. 2.3b). By careful design of RANS and LES
regions, zonal methods can provide safety from MSD and GIS.

RANS

RANS

LES

(a)

RANS

RANS

LESU∞

(b)

Figure 2.3: Schematic drawing of two zonal hybrid RANS/LES methods. In a), the
interface is specified along a grid line or with constant distance to the surface. In b),
RANS is used everywhere, except in a specified focus region.

One big problem in all hybrid RANS/LES methods is the existence of a certain ”gray
area” at the interface between RANS and LES, as described by Spalart [50]. In this
gray area, the computation cannot really be considered RANS, as the eddy viscosity and,
subsequently, also the modeled stresses are gradually decreased. At the same time, no
(or very little) resolved stresses are present, as they either have to come from the RANS
region or have to gradually build up. The gray area can hence lead to substantial delays
in the formation of instabilities and three-dimensional turbulence content. Moreover,
high values of eddy viscosity may be convected from upstream RANS into downstream
LES regions, which amplifies the delay in the formation of LES content. Cases with a
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geometrically defined separation location usually suffer less from the gray area issue than
cases with shallow separation. Faster development of turbulence structures and hence
a mitigation of the gray area problem has been achieved in several ways, among others,
changing the LES length scale [51, 52], high-pass filtering the velocity field and basing the
SGS model on the fluctuating velocity field [53], accounting for energy backscatter [54,
55] and randomizing the eddy-viscosity field [56].

In zonal approaches, an obvious solution to the gray-area issue is to introduce LES
content at the RANS/LES interface, since the interface location is known. This procedure
is known as forcing and is similar to providing unsteady inlet conditions for LES or DNS.
The injected turbulent content can, for example, stem from either synthetic turbulence,
as described by Davidson and Billson [57], or from a precursor DNS as in [48]. In
some cases [58, 59] also ”recycled” fluctuations from a downstream location have been
successfully injected. Note that such a treatment is not applicable to global methods, as
the interface location is not known a-priori and might even be time-dependent.

2.4 Models used in this thesis
Here, the k-equation SGS model used in LES with a wall function and two different hybrid
RANS/LES approaches employed in this thesis are briefly described.

2.4.1 Deardorff’s k-equation SGS model
In LES of the ABL, the one-equation model proposed by Deardorff [60] has gained much
attention [38, 61] and modified versions have been employed for the simulation of forest
canopies [62–64]. This model was used for the simulations on which Papers C–F are
based.

The model involves the SGS turbulent kinetic energy (TKE) and hence its transport
equation needs to be solved, reading,

∂k

∂t
+

∂(ūjk)

∂xj
=

∂

∂xj

[(
ν +

νt
σk

)
∂k

∂xj

]
+ Pk + Pb − ε, (2.10)

where k is the subgrid scale turbulent kinetic energy, Pk, Pb and ε, are its production due
to shear and buoyancy and its dissipation rate, respectively and σk = 0.5. The production
of SGS TKE due to shear reads,

Pk = νt

(
∂ūi

∂xj
+

∂ūj

∂xi

)
∂ūi

∂xj
, (2.11)

and the production of SGS TKE due to buoyancy reads,

Pb =
g

θ0
τ3θ. (2.12)

The eddy viscosity, necessary for parameterization of the SGS stress in Eq. (2.8), is
computed as the product of a length scale, l, and a velocity scale,

√
k, viz.

νt = 0.1
√
kl (2.13)
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To allow a reduction of the length scale in stable stratification, l is defined by

l = min

(
0.76

√
k

(
g

θ0

∂θ̄

∂z

)−1/2

, ∆

)
, (2.14)

whenever ∂θ̄/∂z > 0. In Eq. (2.14), θ̄ denotes potential temperature and ∆ = (∆x∆y∆z)
1/3

is the cubic root of the grid cell volume and the classical filter width in LES. The SGS
heat flux, τiθ is defined similarly to the SGS stress tensor as,

τiθ = −νh
∂θ̄

∂xi
, (2.15)

where νh is the eddy diffusivity for heat defined by

νh = (1 + 2l/∆)νt. (2.16)

Finally, the dissipation rate, ε, is modeled as [60],

ε = (0.19 + 0.51l/∆)
k3/2

l
. (2.17)

In the production term in Eq. (2.11), the velocity gradients need to be computed. Usage of
the wall function described in Eq. (2.9) makes it necessary to adapt the vertical gradients
in the first grid point off the wall. From Eq. (1.3), the correct vertical gradient can be
derived, assuming that d = 0, as,

∂ūi

∂z
=

u∗

κz

ūi(x, y,∆z/2)

Upar
, (i = 1, 2). (2.18)

2.4.2 DES based on the SA model (SADES)
In Paper A, the original version of DES [29] based on the Spalart-Allmaras (SA) one-
equation RANS model [65] was employed. Note that even though the original version is
described here, DES can be implemented for any underlying RANS model.

A single transport equation for a viscosity-like quantity, ν̃, is solved in the SA RANS
model with a destruction term proportional to

εν̃ ∝
(

ν̃

dw

)2

, (2.19)

where dw denotes the distance to the nearest wall. Recall that the main difference between
RANS and LES, from a numerical point-of-view, can be found in the magnitude of eddy
viscosity and that RANS models will yield significantly larger levels than SGS models.
Therefore, any RANS model can be transformed into a SGS model by adapting the eddy
viscosity. In the present model, increasing the destruction term leads to a decrease in
eddy viscosity, essentially turning the model into a SGS model. In order to achieve the
desired behavior, dw is replaced with a modified length scale, d̃, based on the local grid
spacing, ∆, as in

d̃ = min(dw, CDES∆), (2.20)
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where CDES = 0.65 is the DES constant [29]. Now, the altered model will act as a
RANS model, when dw < ∆ and as a SGS model, when dw > ∆. The switch between
RANS and LES is thus dependent on the local grid resolution. In DES, ∆ is taken as the
maximum edge length of the control volume, i.e. ∆ = ∆max = max(∆x,∆y,∆z). The
RANS requirement on the grid spacing in the boundary layer leads to anisotropic grids
near the wall, where ∆x ≈ ∆y � ∆z. Subsequently, dw is likely to be smaller than ∆
here and hence RANS behavior is obtained as desired. Outside the boundary layer, the
grid spacing is likely to be more isotropic and ∆ � dw, which modifies the length scale
and decreases the levels of eddy viscosity (by increasing εν̃). As a consequence, SGS
model behavior is obtained. Bear in mind that the basic idea of DES is to treat the entire
boundary layer in RANS mode. Hence the requirement for correct behavior is that the
grid spacing in the wall-parallel plane exceeds the local boundary layer thickness, δ. As
mentioned earlier, ambiguous grids with a wall-parallel spacing ∆max smaller than δ lead
to the problems of MSD and GIS.

2.4.3 An algebraic hybrid RANS/LES model (HYB0)
In Papers A and B, a hybrid RANS/LES method developed by Peng [66, 67] was used. It
is an algebraic hybrid RANS/LES model combining a mixing-length RANS model in the
near-wall region with the Smagorinsky SGS model [68] in the off-wall LES region. As
no additional transport equation has to be solved in this model, we also refer to it as a
zero-equation hybrid RANS/LES model or the HYB0 model.

Simple algebraic RANS models have proved to be robust and efficient in modeling
attached boundary layers, as, for example, by Baldwin and Lomax [69]. Due to the
simplicity of the model, shorter computation times are achieved by the HYB0 model as
compared to DES based on one- or two-equation RANS models.

In the near-wall RANS mode, the eddy viscosity is formulated according to the
mixing-length concept as

ν̃t = l̃ν
2
S̄, (2.21)

where l̃ν is the turbulent length scale being proportional to the wall distance, dw, and is
defined by

l̃ν = fνκdw. (2.22)
In the above equation, fν represents an empirical damping function, based on the viscosity
ratio in the RANS region Rt = ν̃t/ν. The damping function reads

fν = tanh

(
R

1/3
t

2.5

)
. (2.23)

Away from the wall, in the LES region, the Smagorinsky SGS model is employed with the
SGS eddy viscosity as follows

νSGS = (Cs∆Hyb0)
2S̄, (2.24)

with Cs = 0.12 and

∆Hyb0 =

√
(∆2

max +∆2)

2
. (2.25)
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A crucial step in developing efficient hybrid RANS/LES models is the design of the
interface between the two modes. Here, the RANS length scale, l̃ν , is modified over the
RANS/LES interface by multiplying with an empirical matching function, i.e. lν = l̃νfs.
This results in the following eddy viscosity in the RANS region

νt = l2ν S̄. (2.26)

The matching function, fs, reads

fs =
1

2

[
exp

(
−R0.75

s

4.75

)
+ exp

(
−R0.3

s

2.5

)]
, (2.27)

with Rs = ν̃t/νSGS being the ratio of the eddy viscosities in the RANS and LES regions.
Finally, the hybrid eddy viscosity, νh, is chosen according to

νh =

{
νt, if l̃ν < ∆Hyb0,

νSGS , if l̃ν ≥ ∆Hyb0.
(2.28)
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3 Applications
As mentioned earlier, steady RANS simulations are still widely used in industry for
predicting turbulent flows. However, there are many engineering problems involving tran-
sient flow phenomena, in which RANS naturally cannot be employed. Typical examples
are often found in the fields of noise prediction, active flow control and fluid-structure
interaction and are therefore relevant for almost all industrial applications. In these cases,
turbulence-resolving methods have to be invoked. These are by default unsteady methods
and are thus able to provide time-dependent flow information. Using turbulence-resolving
simulation techniques allows for in-depth studies of transient flow phenomena and opens
up the possibility for multidisciplinary analysis. Prediction of the flow itself may not
always be the prime objective and the time-dependent flow information may be used as
input for subsequent analysis. Two examples of such multidisciplinary applications are
the field of computational aeroacoustics and fluid-structure interaction simulations. In
the former, the simulation of the flow field provides the noise source (turbulent velocity
and pressure fluctuations), while in the latter, the flow field and the resolved turbulence
serve as input for analysis of the structural loads.

Two multidisciplinary applications of engineering importance were studied in this
thesis and will be presented in Sections 3.1 and 3.2. Firstly, the aerodynamic noise
radiation from a multi-element airfoil was investigated with the help of hybrid RANS/LES
simulations and, secondly, the wind-induced fatigue loads of wind turbines in forest regions
were studied based on LES with a wall function.

3.1 Aerodynamic and aeroacoustic analysis of a multi-
element airfoil

Many people are familiar with the sudden increase in noise inside an airplane, towards
the end of a flight, when the approach phase is initiated. This increased noise level can be
pin-pointed to the deployment of high-lift devices on the airplane’s wings, often including
a leading-edge slat and a trailing-edge flap. The latter are used both to increase the
wing’s lift force at the reduced airspeed during the approach phase and to prevent stall
by reducing the effective angle of attack (AoA). Since the engines are in idle during the
approach phase, and due to the proximity to the ground, noise from the high-lift system
must not be neglected and offers possibilities for optimization. In the last decades, air
traffic has constantly been increasing and is projected to further grow in the near future.
At the same time, population densities in central Europe are relatively high and airports
are often located in close proximity to residential areas. In order to protect the residents
from the aircraft noise, regulations have been set-up by the International Civil Aviation
Organization (ICAO). As of today, the radiated noise levels of all aircraft need to fulfill
the requirements stated in Annex 16 of the Convention of International Civil Aviation
[70], in order to be certified by the ICAO. Since the regulations are becoming more and
more stringent, the aircraft noise prediction and reduction have earned increased interest
of the aircraft industry and airlines. For that reason, better understanding of the noise
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generation through the high-lift system may enable optimized designs and more silent
aircraft.

Moreover, the flow around multi-element airfoils with deployed high-lift devices is
inherently turbulent and complex, as a number of flow phenomena are present simultane-
ously and also interact with each other. The flow phenomena include shallow boundary
layers, multiple wakes, flow impingement, re-circulation zones, stagnation points and flow
separation, making the simulation of multi-element airfoils a challenging test case from a
turbulence-modeling point-of-view.

Hybrid RANS/LES techniques were employed for the simulation of the flow field
around the three-element airfoil shown in Fig. 3.1. The airfoil is the F15 model, developed
by DLR (German Aerospace Center). From a cut through the high-lift wing of a generic
short- to medium-range aircraft with twin engines, a two-dimensional model of the
three-element airfoil is obtained [71]. As compared to the clean wing, the slat and flap are
deflected downwards by 28.8◦ and 38.3◦, respectively, which is representative of a landing
configuration. From a manufacturing point-of-view, all of the three airfoil elements exhibit
blunt trailing edges. This is accounted for in the computations at all trailing edges, except
for the slat cusp, which is artificially sharpened.

Based on the results of the flow simulation, an aeroacoustic analysis was also performed.
The objectives of the study were manifold: to gain more insight into the complex flow
field and to assess the feasibility of hybrid RANS/LES techniques for high-Re simulations
as well as to investigate the possibility of decoupling the flow and aeroacoustic simulations
and to evaluate the farfield noise signature of the entire airfoil.

slat

main wing

flap

Figure 3.1: Geometrical definition of the DLR F15 three-element airfoil with leading-edge
slat and trailing-edge flap.

The situation of airframe noise being radiated from the aircraft towards observers at
the ground is sketched in Fig. 3.2. Ideally, the noise levels at the observer locations would
be predicted solely by the hybrid RANS/LES simulation without involving additional
tools for predicting the noise radiation. Due to the separation of scales involved, this is
unfortunately not possible. Noise or sound is transported through pressure waves and
in order to propagate the noise from the airfoil to the observers, a computational grid
fine enough to resolve the pressure waves is necessary. A conservative estimate is that 20
cells are required to resolve one wavelength [72]. Considering the high-frequency noise
typically reaching frequencies up to 5000–8000 Hz, the smallest wavelength to be resolved
is approximately 5 cm, which translates into a constant grid spacing of about 3.5 mm.
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Since the observers are situated several hundreds of meters away from the airfoil, enormous
computational efforts would be required. Additionally, higher-order discretization schemes
with low numerical diffusion and dispersion may be needed to not dissipate the pressure
waves or contaminate them with numerical noise.

Source
Uplane

Observers

Figure 3.2: Sketch of airframe noise radiation.

As a remedy, the simulations of the flow and the noise propagation are decoupled,
meaning that the hybrid RANS/LES simulation and the aeroacoustic simulation are
performed in two separate steps. Therefore, the computational grid can be restricted to
the nearfield of the airfoil, and a sufficient grid resolution for capturing the important
flow effects can be guaranteed. In order to compute the noise propagation from the airfoil
to the farfield observers, so-called acoustic analogies are employed.

In the following, a short review of previous hybrid RANS/LES simulations for high-lift
airfoils and the aeroacoustic assessment is given. Thereafter follows a description of the
work flow for decoupled aerodynamic and aeroacoustic analysis for multi-element airfoils
as well as a presentation of typical results.

3.1.1 Previous work
In 2002, Rumsey and Ying [73] published a comprehensive review of the CFD capabilities
in predicting high-lift flow fields. By that time, almost all research activities were focused
on steady RANS simulations. Rumsey and Ying identified the inclusion of unsteady
effects in high-lift flows as an important next step towards more reliable CFD predictions.
Khorrami et al. [74] were one of the first to perform transient simulations on a high-lift
wing. They made a two-dimensional U-RANS simulation of a three-element airfoil and
focused on the flow, as well as on the nearfield acoustics of the slat-cove region. Singer et
al. [75] then performed an acoustic analysis of the farfield noise using the Ffowcs-Williams
and Hawkings (FWH) method based on the simulation results of Khorrami et al. In a
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follow-up study, Khorrami et al. [76] report that the U-RANS method is too diffusive
to allow the shear-layer instabilities to survive and to grow, which prompted them to
incorporate forcing in the boundary layer upstream of the slat cusp. In the same study,
also the farfield noise was studied using the FWH analogy.

Following the rapid increase in computational power and the development of hybrid
RANS/LES methods, many groups have performed turbulence-resolving simulations on
quasi-two-dimensional multi-element airfoils with deployed high-lift devices. Terracol et
al. [77, 78] used a zonal hybrid RANS/LES approach, where first a two-dimensional RANS
simulation is carried out for the entire geometry. In a second step, turbulence-resolving
simulations are then run in a limited focus region. Here, the turbulence-resolving simu-
lation was restricted to the slat-cove region. Deck [79] also used a zonal hybrid RANS/
LES method, but computed the entire three-dimensional unsteady flow field around the
three-element airfoil. Choudhari and Khorrami [80] and Lockard and Choudhari [81]
employed U-RANS, but switched off the turbulence model in the slat cove. Thus, they are
essentially using a zonal method of RANS and implicit LES5. Also in [82–86], zonal hybrid
approaches are used. However, global methods were used by Knacke and Thiele [87] and
Reuß et al. [88]. Pure LES was tested by Ma and Zhang [89] and König et al. [90].

In terms of aeroacoustic analysis based on the turbulence-resolving simulations, slat
noise has gained the most attention in the published literature. In [77, 78, 80, 82–85, 87,
91], nearfield noise was studied, directly from the pressure signals obtained by the flow
simulation. Lockard and Choudhari [81] and Ma and Zhang [89] used the FWH method
to predict the farfield-noise signature. For predicting flap noise, the vortex appearing at
the side of the flap should be studied, which is not possible with two-dimensional airfoil
models. More complex high-lift airfoils, thus, need to be considered in the simulation of
flap side noise. Yao et al. [92, 93] analyzed the farfield noise of several three-dimensional
swept wings with deployed high-lift devices, based on hybrid RANS/LES flow fields.

The DLR F15 model investigated here, was also studied with turbulence-resolving
simulations in terms of the flow field and nearfield noise by Terracol and Deck [85] and
Deck [82]. Reuß et al. [88] additionally examined the flow field around the airfoil with a
range of different global hybrid RANS/LES methods.

3.1.2 Simulations and work flow
Initially, two-dimensional precursor RANS simulations were performed to predict the
pressure distribution around the airfoil and to find the corrected AoA [94]. The simulations
are carried out at free flight conditions, which is a different situation than in the wind
tunnel measurements, where the presence of the wind tunnel walls lead to blockage effects.
The measurements were performed at an AoA of 7.05◦ and the blockage leads to additional
flow acceleration on the suction side, indicating that the AoA should be higher in the
simulations in order to account for the increased lift force. Interestingly, the corrected
AoA was found to be 6◦ based on RANS simulations with the k-ω SST model [95] and
the Peng-Davidson-Holmberg low-Reynolds-number model [96].

5 Implicit LES does not use a SGS model, but relies on numerical dissipation to remove the energy at
high wave numbers
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In the wind tunnel measurements, the location for boundary-layer transition from
laminar to turbulent on each of the airfoil’s elements was also determined. The regions
of laminar boundary layers are indicated in blue in Fig. 3.3. It was found that correct
specification of the transition locations was crucial for obtaining good results in terms of
pressure distribution [94]. Boundary-layer transition is simulated by simply suppressing
the turbulent viscosity (or its production) near the wall in the laminar regions.

Figure 3.3: Specified boundary-layer transition locations. : laminar, : turbulent.

For the turbulence-resolving simulations, the two-dimensional airfoil was extruded in
spanwise direction. Classical SADES [29] and an algebraic hybrid RANS/LES method [66,
67] were employed. The simulations started from converged RANS flow fields and were
undergoing an initial phase in which resolved turbulence was developing. Once the
simulations reached their quasi-steady state with fully-developed resolved turbulence
content, time-averaging of the flow field was initiated. Drag and lift coefficients were
monitored over time in order to decide when the fully-developed state was reached. Time
histories of fluctuating flow variables were extracted during runtime for post-processing
purposes at locations of interest.

In order to enable the aeroacoustic analysis, fluctuating flow-field variables were stored
for a certain amount of simulation time. To save disk space, not the entire flow field was
saved at each time step, but the relevant variables were stored on an integral surface in
the nearfield of the airfoil. This integral surface is a permeable, closed surface, which is
not seen by the flow and simply serves as a sampling surface. The placement of the surface
is somewhat ambiguous and includes a certain trade-off. Theoretically, the surface needs
to be far enough from the airfoil to ensure that all acoustic noise sources are enclosed
within it. Obviously the probability of this being true increases when the surface is
located further and further away from the wing. At the same time, the grid requirement
is such that the grid needs to be fine enough to allow for propagation of sounds waves
from the airfoil to the surface. For surfaces placed far away from the airfoil, this may
become prohibitively costly. As the location of the surface needs to be decided at the
grid development stage, a-priori knowledge of the expected flow field is necessary. Here,
precursor simulations with the HYB0 model were used to determine the surface location.
For that purpose, the vorticity magnitude was plotted, which should give an indication
of the outreach of the resolved turbulence and the surface was placed as to include the
largest part of that resolved turbulence. The location of the integral surface and the grid
around the airfoil’s elements are shown in Fig. 3.4. Since the slat is known to be a prime
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contributor to high-lift noise, main focus was put on the grid in the slat region, where the
resolution should be fine enough to capture the instability in the shear layer detaching
from the slat cusp and the upper slat trailing edge.

Figure 3.4: Integral surface for noise-radiation calculations and the computational grid.
The integral surface is indicated by the red, solid line surrounding the airfoil.

Three different acoustic analogies were used for the farfield-noise prediction, namely
Curle’s analogy [97], Kirchhoff’s analogy [98] and Ffowcs-Williams and Hawkings’ anal-
ogy [99, 100]. All three analogies are described in detail in Appendix A. For the Curle
analogy, pressure fluctuations at the solid surface of the airfoil’s elements serve as input,
while the Kirchhoff and FWH analogies rely on pressure and velocity fluctuations at the
integral surface as input.

Figure 3.5 illustrates the different steps involved in the work flow of carrying out an
aeroacoustic analysis based on hybrid RANS/LES simulations.

HRLM
simulation

Turbulence
database

Observer
noiseExtract data Acoustic analogy

Figure 3.5: Work flow for carrying out an aeroacoustic analysis with acoustic analogies
based on input data from hybrid RANS/LES simulations.

3.1.3 Numerical description
All computations were performed with the finite-volume solver Edge, developed by FOI
(Swedish Defense Research Agency) [101, 102]. Edge solves the compressible Navier-Stokes
equations on unstructured grids with arbitrary elements. The solver uses an edge-based
formulation with a node-centered finite-volume technique. That implies that a dual grid
is generated around the nodes of the original grid, forming the control volumes. The
control volume surfaces intersect the edges of the original grid in their midpoint and
the fluxes are evaluated for the control volume surfaces for each edge connected to a
node. Time integration is carried out using an implicit dual time-stepping routine with
explicit sub iterations. At each sub iteration, the governing equations are solved using
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an explicit three-stage Runge-Kutta method. For the case considered, about 100 sub
iterations were usually carried out at each time step, ensuring that the residuals decreased
by at least two orders of magnitude. The implicit time-integration scheme used is the
second-order accurate Euler backward scheme. To speed up solution convergence, an
algebraic multigrid technique with implicit residual smoothing was employed. The spatial
discretization is based on a second-order accurate central scheme with added artificial
dissipation. The message passing interface (MPI) is used for parallelization of the code.

3.1.4 Typical results

As mentioned above, the flow around the high-lift airfoil is characterized by a number of
interesting flow phenomena, some of which can be visualized in the flow field. Figure3.6
shows a snapshot of the resolved turbulence structure in the slat cove and on the flap.
In the slat cove, the shear layer and the re-circulation region are clearly visible and it
can also be seen how the shear layer impinges on the lower slat wall. Long streamwise
turbulence structures are seen on the leading edge of the flap, which rapidly become
three-dimensional turbulence once they get incorporated in the separated region further
downstream.

(a) slat (b) flap

Figure 3.6: Resolved flow structures visualized by the Q-invariant. a) slat cove (QC2

U2
∞

=

5000, where C is the stowed chord length and U∞ is the freestream velocity), b) flow
separation on the flap (QC2

U2
∞

= 1000). Coloring by vorticity magnitude.

The mean flow field, including shear layers, multiple flow stagnation and re-circulation
regions, as well as flow acceleration through the gaps between the airfoil’s elements can
be observed in Fig. 3.7. Moreover, the merging of wakes and boundary layers is visible on
the leading edge of the main wing.

Figure 3.8 gives an impression of the results from the aeroacoustic simulations. In
Fig. 3.8a, the sound-pressure-level (SPL) spectrum in the downward direction (towards
possible observers) obtained with the three different acoustic analogies is presented,
indicating similar results for the Kirchhoff and FWH analogies above a Strouhal number
of approximately 1.5. Below that, clearly larger values are obtained with the Kirchhoff
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(a) slat (b) flap

Figure 3.7: Mean-flow pattern around the multi-element airfoil visualized by streamlines
and Ma-number contours.

method than with the other two methods. In fact, the higher values at low Strouhal
numbers lead to largely increased overall SPLs (OASPL) in all directions as shown in
Fig. 3.8b. The FWH and Curle analogies yield a similar shape of the directivity map,
except in the downstream direction, where the FWH includes the effects of the wake and
therefore yields larger noise levels. Through inclusion of volume source terms in the FWH
method, the noise levels are somewhat larger than the ones obtained with Curle’s method
in all directions.

3.2 Wind-turbine fatigue loads in forest regions
Owing to a multitude of advantages, placing wind turbines in forest regions is becoming
an increasingly interesting possibility. As a result of the ”not-in-my-backyard-attitude” of
many people, it is often easier to obtain a permit for developing wind-power plants in
remote regions, such as forests. Additionally, the ever increasing hub heights of new wind
turbines allow for efficient operation, even in the low wind speeds typically encountered
above forests. Erection, maintenance and grid connection of wind turbines are simplified
in forest regions compared to offshore wind parks, due to already existing infrastructure
like, for example, forestry roads. Unfortunately, the wind resource above forests is not only
characterized by low wind speeds, but also by strong atmospheric turbulence and large
vertical wind shear. The strong turbulence gives rise to heavy fluctuating aerodynamic
loads and the wind shear will increase the cyclic loading on the wind turbine blades. Since
wind turbines nowadays are not designed for usage in forest regions, one can expect that
the increased fatigue loads lead to shorter maintenance interval and reduce the overall
fatigue life of the wind turbine, making the wind turbines more expensive to operate. The
general situation of a wind turbine in a forest is sketched in Fig. 3.9. As indicated, the
wind turbine will be confronted with a wide range of different turbulent motions and a
wind-speed profile with large vertical wind shear.

In order to be able to predict the effect of the forest on the fatigue life of wind

28



1 5 10 50
St

S
P

L
 (

d
B

)

(a)

0

30

60

90

120

150

180

210

240

270

300

330

5 dB

(b)

Figure 3.8: Comparison of the three different acoustic analogies. a) SPL of farfield
noise in the downward direction, b) Directivity of OASPL. : Curle’s analogy,

: Kirchhoff’s analogy, : FWH’s analogy

turbines, an accurate representation of the atmospheric turbulence being ingested by the
wind turbine is necessary. Based on the atmospheric turbulence information, structural
wind-turbine models can be used to predict the resulting fatigue loads. In industrial
applications, turbulence fields are commonly synthesized from spectral models, accounting
for the rather simplified turbulence characteristics required by the IEC guidelines [ 105].
Neutral atmospheric stability is usually assumed in spectral models, even though the ABL
is rarely ever neutrally stratified and wind turbines will therefore almost always operate
in non-neutral conditions. Consequently, it is sensible to include non-neutral stratification
in the design process. Recently, spectral models accounting for stratification effects were
proposed by Chougule et al. [106] and Segalini and Arnqvist [107]. Additionally, spectral
models assume that the wind shear and the turbulence intensity are constant over the
swept rotor area. As turbulence under neutral atmospheric conditions is generated mostly
near the ground due to shear, the turbulence intensity generally decays with increasing
height above the ground. Hence, it is questionable that the assumption of a constant
turbulence intensity is valid, in particular for modern wind turbines with large rotors.
Moreover, spectral models neglect the influence of the Coriolis force, which leads to wind
turning with height. Large wind turbines with great hub heights may reach up into
the Ekman layer of the ABL (see Section 1.2) and may therefore experience large wind
veer6 over the swept rotor area. Furthermore, spectral models are often not fit to handle
extreme roughness, such as forests. However, Chougule et al. [106] recently provided
parameters to adapt the Mann model [108, 109] to forest regions, based on curve-fitting
to field measurements. A comprehensive review of the simplifications and shortcomings
of synthetically generated turbulence is given by Park et al. [110].
6 The change in wind direction with height above the ground, i.e. horizontal wind shear.
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Figure 3.9: The flow situation for a wind turbine in a forest. The mean wind-speed profile
and a range of turbulent motions are shown. It is also indicated that the larger motions
are more anisotropic, while the smaller ones are of a more isotropic nature (see also [103,
104]).

One can easily imagine that a more accurate representation of the atmospheric tur-
bulence enables more reliable predictions of the resulting wind-turbine fatigue loads.
Naturally, LES can include all the above mentioned effects and subsequently, the atmo-
spheric turbulence contained in LES flow fields should be more physically sound than the
ones generated synthetically. Consequently, also the wind-turbine fatigue loads should be
more accurately represented.

Proper resolution of all the boundary-layer scales on the wind-turbine blades in LES
requires excessively fine grid spacing, making it infeasible to include a wind turbine
explicitly in the simulation. Additional complications arise due to the usage of sliding
meshes, since the wind turbine rotor should be moving to represent reality as close as
possible. As a remedy, two approaches seem feasible; the wind turbine can be represented
in the LES solely through the resulting torque and thrust of the rotor, as it is done in
the actuator disk and line models [111–114] or the flow simulation and the fatigue-load
simulation can be decoupled and performed in two subsequent steps.

Here, we chose to decouple the simulation of the flow field and the fatigue-load
calculation. The Reynolds number for ABL flows is in the order of 107–108, implying
that we need to employ LES with a wall function for the flow simulations. From the LES,
turbulence fields are extracted at each time step and are stored for later utilization as
inflow turbulence for the fatigue-load simulations. The different steps involved in the
work flow are detailed in Fig. 3.10.

LES
simulation

Turbulence
database

Fatigue
loadsExtract data FAST simulation

Figure 3.10: Work flow for fatigue-load simulations of wind turbines based on inflow
turbulence generated by LES.
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In the following, a short review of previous LES above and inside forests and of the
application of LES for inflow turbulence generation is given. Then, the adaption of the
LES framework to the simulation of the ABL over a forest canopy along with the technique
for extracting turbulence fields from the simulation is detailed. A short description of the
fatigue-load simulations on a generic wind turbine, using the structural solver FAST, is
also given and typical results are presented.

3.2.1 Previous work
LES has initially been developed for weather prediction purposes and has thus been
intensively used for the simulation of the ABL under various thermal stratification
regimes [38, 60, 115–117]. However, in these studies, the flow over forests was not
considered explicitly.

The first ones to explicitly account for a forest in their LES were Shaw and Schu-
mann [118] in 1992. They considered a horizontally homogeneous forest, parameterized
through source terms in the momentum equations and accounting for the drag force
exerted by the trees on the flow. Results were presented for two different canopy densities
with good grid resolution (∆x = ∆y = ∆z = 2 m) on a very restricted computational
domain under neutral and unstable stratification. In 2003, Shaw and Patton [64] refined
the forest model to also include the effect of skin friction of the canopy elements. Later,
the influence of the density and vertical topology of horizontally homogeneous forests on
the turbulence statistics were studied by Dupont and Brunet [119] and Huang et al. [120].
Simplified horizontally heterogeneous forests were investigated by Patton [121] and Yue
et al. [122, 123], while also the flow over forest edges [124–129] prompted considerable
research activity. Besides the mean flow and turbulence statistics, also the simulation and
recognition of large coherent turbulence structures above forests is a focal point in the
literature [63, 126, 130, 131]. Recently, more realistic forest features, such as randomized
leaf-area densities [132] or leaf-area densities from aerial LIDAR scans [133, 134], have
been implemented. Most studies have simulated forest flows under neutral or unstable
stratification [62, 118, 132, 135], while stable stratification was not considered at all. Only
Hu et al. [136] simulated the stable nocturnal boundary layer above a forest, but they
treated the temperature field as a passive scalar.

Despite the potential of LES in providing realistic atmospheric turbulence fields, LES is
to date not frequently used for the generation of inflow fields for wind-turbine fatigue-load
simulations. So far, Churchfield et al. [137] have simulated wind-turbine fatigue loads
directly in LES by coupling their ABL simulation to the structural wind-turbine model
FAST. A two-step approach, similar to the one employed here, was chosen by Sim et
al. [138] for the neutral ABL and by Park et al. [110] for the stable ABL. In all available
fatigue-load studies, the ABL is simulated over flat terrain with low aerodynamic roughness.
The effect of forests on the fatigue loads of wind turbines has not been assessed yet.

3.2.2 LES within and above a forest
As well-resolved LES is out of question for ABL flows due to the high Reynolds number, a
wall model is commonly employed to prescribe the effects of the rough wall. Equation (2.9)
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is therefore used to describe the wall-shear stress at the first vertical grid point off the
wall. The aerodynamic surface roughness, z0, can then be adjusted to fit the desired
surface texture. A list of surface-roughness values for different terrain, ranging from
low-roughness surfaces, such as sand and ice, to extreme roughness, such as towns and
forests, can be found in [139, 140]. Consequently, it is possible to simulate the flow over
a forest, simply by increasing the surface roughness to the appropriate value. However,
this approach does not account for the porosity of the forest, making it possible for the
flow to enter inside the forest and even to develop secondary flows within the forest that
may interact with the flow above the forest. Representing the forest similarly to a porous
medium seems thus like a more adequate approach. A simple model, representing the
forest through the drag force exerted by the trees on the flow, has been proposed and
is widely used nowadays. The drag force is added to the filtered momentum equations
(Eq. (2.6b)) as a volume source term, reading

Fi = −CDafUūi, (3.1)

where CD is the forest drag coefficient, af is the leaf-area density of the forest and
U =

√
ūiūi is the local wind speed. A wide range of values has been used for CD,

derived from field measurements [141]. In simulations, CD is usually taken in the range
of 0.15–0.2 [3, 5, 119], even though higher values of 0.26 and 0.4725 were used by Dupont
et al. [127] and Finnigan et al. [130], respectively. The leaf-area density is defined
as the one-sided leaf surface area per unit volume in the forest [142] and is generally
unknown. It can be estimated either from empirical models, such as the one of Lalic and
Mihailovic [143], from virtual canopy generators [132, 144], from tree sampling [145] or
from terrestrial or aerial LIDAR scanning [133, 134].

As a consequence of the Earth’s rotation, the wind direction changes with height above
ground, leading to the so-called Ekman spiral. This is caused by the Coriolis effect and
should be included in the simulations through an additional source term in Eq. (2.6b).

Fc,i = 2Ω sin(φ)(ūj − uj,g)εij3, (3.2)

with Ω being the Earth’s rotation rate, uj,g being the geostrophic wind component, εij3
being the alternating unit tensor and φ being the latitude.

In order to account for thermal stratification of the ABL, the transport equation for
potential temperature has to be solved.

∂θ̄

∂t
+

∂(θ̄ūj)

∂xj
=

∂

∂xj

(
ν

Pr

∂θ̄

∂xj
− τiθ

)
+ Sh, (3.3)

where Pr is the Prandtl number, τiθ is the SGS heat flux and Sh is the canopy heat
source. Unstable conditions can be modeled through the assumption that, during the
day, the forest is heated by solar radiation and that the warm forest in turn is heating
the atmosphere through conduction. For the sake of simplicity, heat radiation is not
usually included. The strength of the heat source is proportional to the amount of solar
radiation absorbed by the vegetation. Consequently, the heat source is strongest in the
upper region of the forest and diminishes with increasing depth into the canopy. Shaw
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and Schumann [118] propose the following form of the canopy heat-source term,

Sh =
∂Q(z)

∂z
=

∂

∂z
(Qh exp(−γAc)) , (3.4)

where γ = 0.6 is the extinction coefficient of light [118], Q(z) and Qh are the heat-flux
profile and the canopy-top heat-flux value, respectively, and Ac =

∫ h

z
afdz is the downward

cumulative leaf-area index, with h being the canopy height. Unstably stratified flow is
then obtained by setting a positive value for Qh. In the appended Paper E [5], it is shown
that the heat source can be modeled analogously for stable conditions, i.e. by setting
a negative value for Qh, which yield a negative heat source. It should be noted, that
modeling stable stratification in the same way as unstable stratification is not physically
sound, since during night time, when stable conditions are most prevalent, heat transfer is
largely governed by longwave radiation [146]. Measurements, however, show that the heat
flux inside the canopy exhibits the largest magnitude at the canopy top in both stable
and unstable stratification [11, 147, 148].

Thermal stratification of the ABL leads to buoyancy forces in the vertical component
of the momentum equations. In unstable stratification, air at the bottom is warmer than
the air aloft and an airparcel at the ground is therefore lighter than the airparcel above.
Consequently, the lighter airparcel will rise and the heavier airparcel will move down. It
can be intuitively understood that this process enhances vertical mixing. The opposite
is true for stable stratification. Airparcels near the ground are colder and therefore
heavier than the atmosphere aloft. Even if we displace an airparcel from the ground to
higher levels, it will be heavier than the surrounding air and thus sink back to its original
position. One can easily see that this process inhibits vertical mixing and dampens vertical
turbulent motions. Buoyancy forces are accounted for in the vertical component of the
filtered momentum equations (Eq. (2.6b)) through the term

Fb =
g

θ0
θ′′δi3, (3.5)

with g being the acceleration due to gravity, θ0 being the reference potential temperature
and δi3 being the Kronecker delta. The double primes denote here a deviation from the
horizontal mean value.

In case the SGS model includes a transport equation for SGS turbulent kinetic energy,
such as the model of Deardorff [60] described in Section 2.4.1, the destruction of SGS
TKE by the forest should also been taken into account in Eq.(2.10), as

εf = −8

3
CDafUk, (3.6)

where the factor 8
3 is adapted from Shaw and Patton [64].

In the most simplified case, the terrain and the forest can be assumed to be homogeneous
in the horizontal direction. That is, the ground is completely flat, there are no differences
in surface roughness with horizontal position and the forest varies only in density with
height. Periodic boundary conditions can then be used in the streamwise and lateral
directions. Figure 3.11 illustrates the computational domain used here for LES of the
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ABL over a forest canopy. The dimension of the domain in the vertical direction is usually
taken to be of the order of H ≈ 1000 m for neutral and unstable stratification, while H
can be chosen smaller for the more shallow stable ABL [115]. The streamwise and lateral
extent of the domain should be equal to, or larger than, the vertical dimension. Here,
usually Lx = 2H and Ly = H were used. Bechmann [149] suggested to use lateral and
streamwise domain extents of at least 3.5H and 6H, respectively, for the simulation of
the neutral ABL. Smaller domain extents result in wind-speed acceleration at greater
heights due to the fact that large-scale turbulence is restricted by the lateral domain size.

H

h

Lx

Ly

Figure 3.11: The computational domain assuming horizontally homogeneous terrain and
forest.

Field measurement data from a test site in southeastern Sweden (Latitude 57◦ N) were
available for validation. As mentioned by Bergström et al. [150] and Arnqvist et al. [151],
the forest at the test site consisted of predominantly Scots pine trees (pinus silvestris)
and had an average tree height of about 20 m. Following these specifications, the forest
height, h, was chosen to be equal to 20 m in all of the studies. The empirical model of
Lalic and Mihailovic [143] was employed to generate the leaf-area density profile shown in
Fig. 3.12. The leaf-area index, A =

∫ h

0
afdz, of the given profile is approximately 4.3 and

the profile is identical to the one used in [5]. Two examples of the canopy heat source in
unstable and stable stratification are also given in Fig. 3.12. As mentioned before, the
heat source is strongest in the canopy top, which is physically motivated in the unstable
case, but not physically sound in the stable case.
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Figure 3.12: Leaf-area density, af (left panel) and the strength of the canopy heat
flux, Sh (right panel) for a Scots pine tree. In the right panel: : unstable profile,

: stable profile.

In the simulations, the desired flow angle and the desired mean wind speed at a
reference height above ground7 are specified. From this information and comparison with
the instantaneous flow field, the driving pressure gradient in the horizontal directions
is adjusted at every time step. Assuming that the hub height of a wind turbine was
chosen as the reference height, it can be assured that the extracted turbulence fields are
perpendicular to the mean flow at the reference height, since the flow direction is known
at that height. Subsequently, this enables performing fatigue-load simulations free from
yaw angles, though the influence of wind veer is still present in the data.

Figure 3.13 shows an example of the instantaneous flow field at hub height of the
NREL 5MW reference wind turbine [152]. The black lines indicate the locations of the
planes used for extraction of turbulence data. Note that in total 15 sampling planes are
used simultaneously in order to generate different data sets. This is possible due to the
use of periodic boundary conditions and enables generation of a large amount of inflow
data in reasonable CPU time. The sampling planes are quadratic in nature and their size
is chosen to cover the entire swept rotor area of the wind turbine. The center of the plane
is aligned with the center of the rotor and an equidistant grid is patched on the sampling
plane.

3.2.3 Numerical description
All the simulations were carried out using a single-processor, incompressible, finite-volume
based LES code [153]. The solver employs an implicit fractional step method. While a
simple TDMA solver is used for the momentum, potential temperature and SGS kinetic
energy, an efficient multigrid Poisson solver is used to solve for the pressure. A collocated
grid-arrangement is used and in order to avoid pressure-velocity decoupling, the Rhie-Chow
interpolation is implicitly included. The momentum equations are discretized in space
using the second-order accurate central scheme, while the k-equation in the SGS model is
discretized using a hybrid scheme blending between central differencing and upwinding.
7 It is sensible to take the hub height of the wind turbine as the reference height, but it is not a

requirement.
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Figure 3.13: The instantaneous flow field at the hub height and the locations of turbulence
extraction planes ( )

The potential temperature equation is treated with the van Leer scheme [154], which is a
bounded second-order upwind scheme. The second-order accurate Crank-Nicolson scheme
is used for time-discretization.

3.2.4 Fatigue-load simulations
For the last step of the work flow detailed in Fig. 3.10, a variety of different aeroelastic
wind turbine simulators are available, including FAST [155], HAWC2 [156] and ViDyn [157,
158]. Here, mainly FAST was used, as it is open source and since there is a large user
community, providing both support and validation. In Paper D, however, ViDyn was
used along with an own reduced-order model.

FAST can be employed for analyzing two- or three-bladed horizontal-axis wind turbines,
which can be equipped with either a downstream or an upstream rotor. Both onshore
and fixed or floating offshore wind turbines can be considered. FAST uses a combined
modal/multibody representation of the wind turbine in the time domain. Rigid and
flexible bodies are interrelated with a number of degrees of freedom. Both the tower, the
blades and the driveshaft are assumed to be flexible, while the support platform at the
ground and all other components are assumed to be rigid. The tower and blades are
described with the help of linear mode shapes that need to be calculated a-priori. The
driveshaft is modeled as a linear torsional spring and damper. The aerodynamic forces
on the rotor are evaluated through a blade-element momentum method and are based
on the input flow fields from the LES. At each time step, the turbulent inflow plane is
updated from the stored LES data. Collective pitch and variable-speed torque control
algorithms are available for the simulation of the wind turbine dynamic response to the
inflow turbulence.

Structural details of commercial wind turbines are not usually openly available and
even less publishable. Hence, it can be problematic to obtain valid input parameters
for the aeroelastic simulator. Commonly, information about the wind turbine blades
and their composite material have to be gained in terms of reverse engineering, which
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is costly and does not provide information about, for example, the wind turbine control
algorithms. An alternative is to use structural information for the NREL 5MW reference
wind turbine [152], which is completely openly available. The advantage being that all
structural information is known and that many studies have been carried out by the
community for this wind turbine already, making it easier to compare ones own results.
Unfortunately, the turbine is only a concept wind turbine and no real-life prototype exists,
and hence no measurement data are available for validation purposes.

Here, the NREL 5MW reference turbine in its onshore configuration was chosen for
the fatigue load simulations. It is a three-bladed, horizontal-axis wind turbine with an
upstream rotor orientation, delivering a rated power of 5MW. The hub height is 90 m
and the blades have a length of 63 m. The structural information for the turbine is
summarized in Table 3.1 and the complete structural and aerodynamical description is
available in [152].

Table 3.1: Details of the NREL 5MW reference wind turbine.

Rated power 5 MW
Rotor orientation Upstream
Number of blades 3
Cut-in wind speed 3.0 m/s
Rated wind speed 11.4 m/s
Cut-out wind speed 25.0 m/s
Cut-in rotor speed 6.9 rpm
Rated rotor speed 12.1 rpm
Rotor diameter 126 m
Hub height 90 m
Control Collective pitch control

Variable-speed torque control

3.2.5 Typical results
The instantaneous flow in the ABL is characterized by strong three-dimensional turbulence.
In Fig. 3.14, the instantaneous horizontal wind speed is shown on vertical and horizontal
cut-planes of the domain, for the ABL over a moderately dense forest (A ≈ 2.9) at neutral
stratification. Spatial turbulent fluctuations and large coherent turbulent motions can
clearly be identified in the wind field. The horizontal cut plane is located at a vertical
height of 10 m and therefore resides within the forest. One can observe that the wind
speed inside the forest is generally low, but that some turbulent fluctuations are still
present.

Averaging the instantaneous flow field from Fig. 3.14 in space and time yields the
wind-speed profile presented in Fig. 3.15. It can be seen that good agreement with the
field measurement data is achieved by the simulations. A closer look at the most relevant
region of the ABL from a wind turbine’s perspective is given in Fig. 3.15b. The typical
features of a canopy flow, namely the strong wind-speed reduction inside of the canopy and
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U`

Figure 3.14: A three-dimensional snapshot of the instantaneous flow field inside and above
a forest, visualized by contours of the horizontal wind speed, U`.

the inflection point at the canopy top [159, 160], are represented by the simulation results.
Often, a secondary wind-speed maximum is observed deep inside the forest [161–163], but
this phenomenon is not very well visible in Fig. 3.15b. However, the secondary maximum
could be reported in Paper E and was found to be most pronounced in stable conditions.

A vast amount of information can be extracted from FAST. The tower-base bending
moment (TBBM) was extracted for a hub-height wind speed of 12 m/s for the flows
over two differently dense forests and a grass-covered landscape. Figure 3.16 depicts the
power spectral density (PSD) and the mean equivalent fatigue load (EFL)8 obtained from
averaging over 15 realizations of the fatigue-load simulations. It can be seen that the
presence of a forest significantly increases the TBBM, both in terms of spectral content
and in mean EFLs. The influence of the actual density of the forest appears to be small,
but a higher forest density yields higher loads. As suggested by the results, the EFL of
the TBBM can be expected to increase by a factor of 2.3− 2.4 for wind turbines installed
in a forest region, compared to wind turbines installed over grass-covered flat terrain.

8 The EFL is defined as

EFL =

Nc∑
i=1

Sm
i

N0

1/m

,

where Nc is the number of effective load cycles, Si are the load amplitudes, m = 3 is the Wöhler
exponent for steel and N0 is the equivalent number of cycles representing 10 minutes (here N0 = 600
corresponding to 1 Hz). The load cycles are counted using a rainflow-counting algorithm.
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Figure 3.15: Mean wind-speed profile for a neutrally stratified ABL inside and above a
dense forest (A ≈ 4.3). a) entire domain height, b) zoom in the rotor area. : LES, �:
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Figure 3.16: Tower-base bending moment for different forest densities at UHub = 12 m/s,
based on 15 realizations of the fatigue-load simulations. a) PSD, b) mean EFL
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4 Summary of papers
In this chapter, a brief summary of the work done and the results published in the
appended papers is given. Moreover, I also critically comment on the papers and highlight
what, in hindsight, should have been done differently.

4.1 Paper A
”Hybrid RANS-LES Simulation of Turbulent High-Lift Flow in Relation to Noise Genera-
tion”

4.1.1 Summary
Turbulence-resolving simulations were made for the flow around a three-element airfoil in
landing configuration (Ma = 0.15), invoking hybrid RANS/LES methods. In order to
test numerical and grid influences on the flow field, simulations were carried out using
two different hybrid RANS/LES methods, at two different time steps and on grids with
different spanwise domain extent. Also the nearfield noise was considered in terms of
single-point spectra of the pressure fluctuations.

Both hybrid methods were able to predict reasonable mean surface-pressure distribu-
tions, compared to the experimental data. Using the smaller time step and the larger
spanwise domain extent lead to improved mean pressure distributions, particularly around
the slat and for the separation region at the flap. However, the shear layer forming
downstream of the slat cusp showed largely delayed instability. Two-point correlations
indicated that, even with the larger spanwise domain extent, pressure fluctuations were
strongly correlated in spanwise direction, suggesting that even larger spanwise domains
should be considered. In terms of nearfield noise, it was found that the shear-layer
instability of the slat cove produces a dominant tonal peak in the sound-pressure-level
spectra. Moreover, indications were found for a potential noise source at the shear-layer
impingement point on the lower slat wall.

4.1.2 Comments
The results of this study lead to the conclusion that the grid should be refined for future
studies, in particular in the slat cove in order to better capture the shear-layer instability.
In retrospect, however, it was found that the artificial dissipation in the compressible
flow solver Edge for this low Ma-number flow was probably (at least in part) responsible
for the delayed onset of shear-layer instability. Owing to the low Ma number and the
small temperature gradients in this case, it would have been possible to compute the
flow with an incompressible solver. Using an incompressible solver with low numerical
dissipation would quite likely have resulted in much improved results on the same grid.
In the same way, it may be beneficial to use higher-order discretization schemes to ensure
that instabilities and pressure waves are not dissipated too quickly or get polluted by
numerical noise.
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4.2 Paper B

”Hybrid RANS/LES Simulations for Aerodynamic and Aeroacoustic Analysis of a Multi-
Element Airfoil”

4.2.1 Summary

Inspired by the previous paper, the grid around the three-element airfoil was refined.
Moreover, an internal, permeable sampling surface was included in the refined grid,
allowing to extract instantaneous flow-field information for post-processing purposes. The
location of the sampling surface was decided a-priori, as to include all noise sources. Here,
this was attempted based on the vorticity field obtained in the simulations from Paper A.
The simulation was carried out using the HYB0 model described in Section 2.4.3. The
sampled data were used as input for propagating the generated noise towards observer
locations in the farfield, invoking three different acoustic analogies; Curle’s analogy,
Kirchhoff’s analogy and the Ffowcs-Williams and Hawkings’ analogy.

Good results in terms of mean surface-pressure distributions were obtained in the
simulation and also the shear layer detaching from the slat cusp showed improved formation
of instabilities, even though fully three-dimensional turbulence content was still delayed.

The aeroacoustic analysis showed good agreement of the three acoustic analogies in
terms of tonal farfield noise. Using the Kirchhoff and FWH methods, a broad-banded
high-frequency peak, associated with the vortex shedding from the slat trailing edge could
be captured. The slat could be established as the main contributor to airframe noise in
this case. Moreover, it was found that the slat and flap act as dipole noise sources and
emit noise in the directions orthogonal to their own orientation.

Considerably larger noise levels were found using the Kirchhoff method, compared to
the other two methods, mainly originating from Strouhal numbers below1.5. A possible
reason for this discrepancy may be that the integral surface was not placed sufficiently
far from the airfoil for the Kirchhoff analogy.

4.2.2 Comments

As the acoustic analogies of Kirchhoff and Ffowcs-Williams and Hawkings assume that all
noise sources are enclosed by the integral surface (sampling surface), it is a crucial step to
ensure that this is true. Even though, thought was given to the location of the sampling
surface, and a decision was made, based on a-priori flow fields, the paper lacks verification
of this basic assumption. It would have been straightforward to include several sampling
surfaces with different distances to the airfoil in the grid, which would have allowed for
evaluation of the influence of the sampling-surface location. The discrepancy between the
FWH and Kirchhoff method in predicted SPLs was considerable and it is speculated that
the surface was not sufficiently far from the airfoil for using the Kirchhoff method. Also
this speculation could have easily been proven or disproven by including several sampling
surfaces.
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4.3 Paper C
”Influence of a forest canopy on the neutral atmospheric boundary layer - A LES study”

4.3.1 Summary
In this paper, the influence of the presence of a forest on the neutral ABL was investigated
and the possible impact for the wind-power industry was highlighted. For that purpose,
results from a LES including a horizontally homogeneous forest and from a LES over flat
terrain with low aerodynamic roughness were compared.

Good agreement with field measurements above a coniferous forest in southeastern
Sweden was shown for the simulation including the forest canopy. It was found that
the presence of the forest increased both the wind-shear exponent and the turbulence
intensity at 90 m above ground (corresponding to the hub height of typical wind turbines)
far beyond the wind-turbine design criteria proposed by the IEC. By means of quadrant
analysis, the importance of sweeps (events carrying high-momentum air downwards) and
ejections (events carrying low-momentum air upwards) could be pointed out. It was shown
that the upper region of the forest is mainly penetrated by sweeps, which also become the
main means of momentum transport near the ground in the without-canopy case. Plots
of skewness and kurtosis indicated that strong, intermittent events occur above the forest,
and that they are most likely to be sweeps. As these intermittent, extreme gusts may
induce potentially harmful loads on a wind turbine, their occurance should be taken into
account in the design process.

4.3.2 Comments
This paper served as the predecessor and gave the idea for paper E. A domain height of
400 m was used here, not allowing for the simulation of the entire neutral ABL, which
typically is of the order of 1000 m. The influence of neglecting the largest turbulent eddies
(of the same size as the ABL) would have been interesting to investigate at this point.

4.4 Paper D
”Development of a reduced-order model for wind turbine response to atmospheric turbulence
in forest regions”

4.4.1 Summary
This paper describes the development of a simple reduced-order model (ROM), including
a flexible tower and a rigid, but rotating, rotor, for load calculations on wind turbines
based on LES inflow turbulence. The rotor is represented as a resulting force and moment,
computed with a blade-element momentum method, and applied to the top of the flexible
tower. The NREL 5MW reference wind turbine is chosen for modeling. The ROM is then
used with turbulence fields from LES of the ABL over a forest and over flat terrain with
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low roughness. For validation purposes, the structural wind-turbine simulator ViDyn [157,
158] is also used and the results are then compared.

The mean and root-mean-square (RMS) values of the tower-base bending moment
were similarly predicted by both ViDyn and the ROM. Due to the rigid blades in the
ROM, allowing for an immediate response of the wind turbine to the wind field, the ROM
yields considerably larger numbers of effective load cycles. Moreover, the EFL values
obtained from the ROM were more than twice as large as for ViDyn.

4.4.2 Comments
A mistake in the computation of the EFL values was found after publishing this paper.
Correctly computed, the EFLs are very similar for both the ROM and ViDyn. One
weak point is that the study is based solely on a single representation of the flow field
and the resulting loads. A more probabilistic approach with averaged results of more
realizations should be carried out. Owing to its simplicity, the ROM only takes into
account streamwise velocity fluctuations and therefore no yaw misalignment can be tested.
Moreover, there is no variable speed or collective pitch control algorithm included in
the blade-element momentum method of the ROM, which limits the model to wind
speeds below rated. Furthermore, the ROM is implemented in MatLab and is based on a
time-stepping algorithm, which strongly inhibits the computational performance of the
model, in comparison to available models like ViDyn or FAST.

4.5 Paper E
”Large-eddy simulation study of thermally stratified canopy flow”

4.5.1 Summary
In this paper, a wide range of thermal stability classes of the ABL over a homogeneous
forest were simulated using LES. There are six stability classes from unstable to very
stable conditions, that were identified from field measurements in a coniferous forest
in southeastern Sweden. For the first time, LES results for stably stratified flow over
a forest canopy were also presented. The simulated results were validated against the
field measurements for all six stability classes. Good agreement was achieved for the
neutral and near-neutral simulations, while the unstable and very stable case proved to be
most challenging. In fact, for the very stable case, the strong damping effect of negative
bouyancy forces was found to lead to numerical oscillations and subsequent failure in the
LES. Even though not physically sound, the used canopy heat-source model was found to
yield adequate heat-flux and temperature distributions.

The influence of thermal stratification on the flow within and above forest canopies
was then investigated in greater detail. As expected, the wind shear increased and the
turbulence intensity decreased in more stable stratification. A secondary wind-speed
maximum was found deep inside the canopy, and its magnitude was increasing with
increasingly stable stratification. Similarly, it was shown that there exist streamwise
turbulent fluctuations deep inside the forest, which do, however, not contribute to vertical
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momentum transport. This type of turbulence was also found in field measurements and
was termed inactive turbulence. Inactive turbulence was found to be most pronounced
in unstable stratification. While in unstable stratification, the flow is in fact unstably
stratified throughout the entire ABL, the existence of a weakly unstable layer of air in the
lower regions of the forest could be proven in stable stratification. Moreover, resolved-scale
TKE is distributed to locations deep within the forest with the help of pressure transport;
more so in increasingly stable stratification.

4.5.2 Comments
All simulations in this paper were carried out on a computational domain with a height
of 400 m (the same as in paper C). It has been shown that this is large enough in order
to capture the entire ABL in the stable and very stable case, but for the neutral and
unstable cases, larger domain heights should be considered (at least of the order of 1000
m). In general, the resolved TKE was found to be underpredicted in the simulations,
which may be caused by the fact that the entire ABL is not included in the simulation,
and therefore the largest eddies (of the same size as the ABL thickness) could not be
resolved. Furthermore, the simulations were carried out for dry atmosphere, but it is
likely that the influence of water vapor on the flow above a transpiring swedish forest is
not negligible.

4.6 Paper F
”Prediction of wind turbine fatigue loads in forest regions based on turbulent LES inflow
fields”

4.6.1 Summary
This paper deals with wind-turbine fatigue-load simulations based on inflow turbulence
from LES simulations. In order to evaluate the influence of a forest on the wind turbine
fatigue loads, three different cases were computed with varying forest densities at neutral
stratification. A dense forest, a sparse forest and a simulation over a flat surface with
low aerodynamic roughness were carried out and inflow turbulence for the structural
wind-turbine model was extracted. The fatigue load simulations were carried out using
FAST for the NREL 5MW reference wind turbine. We chose to compare the fore-aft
tower-base bending moment, the flapwise blade-root bending moment and the low-speed
shaft bending moment.

A comparison between synthetically generated turbulence for the Ryningsnäs measure-
ment site and LES inflow turbulence for the same site showed good agreement in terms of
spectral content of the fatigue loads. In terms of mean, RMS and EFL values, the loads
predicted based on LES tended to be higher. However, whether the LES turbulence or
the synthetic turbulence yield more realistic loads cannot be conclusively decided.

In the paper, we show that a forest region is clearly much more hazardous for a wind
turbine in terms of fatigue loads. This seems to be mainly due to the increased turbulence
intensity and the increased wind shear. For example, the presence of a forest was found
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to increase the RMS and EFL values of the loads by a factor of 2.6− 2.7. However, the
actual forest density appeared to have a negligible effect on the loads.

4.6.2 Comments
The LES simulations have been carried out at neutral stratification, but as Park et al. [110]
advocate, the effects of thermal stratification, i.e. increased horizontal and vertical wind
shear and reduced turbulence intensity, should be considered in a future study. Ideally,
simulations should be validated with load measurements on wind turbines.
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5 Concluding remarks
In this work, the importance and the potential of turbulence-resolving simulation tech-
niques have been highlighted. Two different applications of industrial relevance were
considered and were treated with an appropriate simulation technique. The two cases
were tackled in a multi-disciplinary way, where not only the flow solution was of interest,
but results from the simulations were also used for further subsequent analysis.

Firstly, the flow around a multi-element airfoil with deployed high-lift devices was
studied using hybrid RANS/LES simulation techniques. Industrial interest lies in the
prediction of the emitted noise of such an airfoil, in particular in the landing phase of a flight.
This has been attempted based on turbulence data sampled from the time-dependent
flow solution, using three different acoustic analogies. It was found that the chosen
hybrid RANS/LES methods are well-suited for prediction of the flow, yielding good
agreement with the experimental data. Moreover, the acoustic analysis based on the
sampled instantaneous turbulence data yields reasonable results. Careful refinement of
the grid in the main focus regions, where noise generation is expected to take place and
ensuring that the sampling surface encloses all turbulent noise sources, seems to be of
paramount importance for successful noise predictions. Moreover, the flow solver should
have low numerical dissipation and, if possible, higher-order discretization schemes should
be employed in order not to dissipate flow instabilities or pollute pressure waves with
numerical noise. Even though it is possible to perform noise prediction studies of complex
geometries based on hybrid RANS/LES simulations, the methodology seems not ready
for industrial use yet. The computational demand is still very high (weeks to months on
a computing cluster) and may thus be exceeding the resources available in industry.

Secondly, the atmospheric boundary layer above and inside a forest was studied with
the help of LES with a wall function. The results from this study are of great interest
for the wind-power industry, which suffers from increased maintenance requirements and
shortened fatigue lifetimes of wind turbines installed in forest regions. The main reason
for that, are the increased wind-turbine fatigue loads caused by the stronger turbulence
and the larger wind shear above forests. LES simulations were carried out for both
horizontally homogeneous forests and flat terrain with low aerodynamic roughness. The
results of the LES including the forest showed good agreement with field measurements
and comparing the forest and non-forest situations confirmed that indeed the turbulence
and vertical wind shear are increased above forests. Instantaneous turbulence information
sampled from the simulations was used for calculating the fatigue loads on a generic wind
turbine. It could be shown that the presence of a forest in neutral stratification increases
the EFLs of the investigated loads by a factor of almost three, while the actual density
of the forest was found to be of less importance. Decoupling the flow simulation from
the fatigue-load prediction provides the benefit of being able to simulate the forest flow
under idealized conditions, such as using periodic boundary conditions in the horizontal
directions. This allows for simultaneous extraction of several turbulent inflow fields and
contributes to a considerable speed-up in the generation of a turbulence database, which
is important for every-day industrial use.

Simulations were also performed for non-neutrally stratified flow and particular focus
was put on stable conditions and their influence on the flow within and close above the

47



forest, which had not been studied in the published literature before. It could be shown
that simply using the canopy heat-source model with negative values of Qh yields the
desired behavior representing stable atmospheric conditions. Moreover, it could be proven
that, in stable stratification, a layer of unstably stratified air exists deep within the canopy.
A secondary wind-speed maximum was observed near the ground inside the canopy, which
was growing stronger in stably stratified conditions.
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A Aeroacoustic analogies

In the following, the three acoustic analogies used for predicting the farfield noise of the
multi-element airfoil are described.

A.1 Kirchhoff surface integral method

As early as 1883, Kirchhoff’s theory was published, originally intended for the description
of electromagnetic waves [172]. Later on, Kirchhoff’s formula has been exploited for
acoustic problems on stationary and moving integral surfaces [98]. In the Kirchhoff surface
integral method, a permeable control surface is assumed to enclose all acoustic noise
sources. While all non-linear effects of the acoustic sources are found within the surface,
outside of the surface, the flow satisfies the linear condition so that the homogeneous
wave equation is fulfilled,

1

c20

∂2p′

∂t2
−∇2p′ ≡ �2p′(~x, t) = 0, (A.1)

where �2 is referred to as the wave operator. Now, the pressure in Eq. (A.1) is replaced
by a discontinuous function, such that it exists outside of the surface, whereas it is set to
zero inside the surface. With the help of generalized derivatives [98, 99], the generalized
wave equation for the discontinuous pressure can be written as the Kirchhoff equation for
a stationary surface [177],

�̄2p′(~x, t) = −∂p′

∂n
δ(f)− ∂

∂xi
[p′niδ(f)], (A.2)

where generalized derivatives are denoted by an overbar, as in �̄2, δ(f) is the Dirac delta
function, f denotes the surface and ni denotes the components of the unit normal vector
pointing outwards from the surface. A solution to Eq. (A.2) can be found via the free
space Green function as

p′K(~x, t) =
1

4π

∫
f=0

(
cos θ
R2

[p′(~y, t)]τ − 1

R

[
∂p′(~y, t)

∂n

]
τ

+
cos θ
c0R

[
∂p′(~y, t)

∂τ

]
τ

)
dS,

(A.3)

where R denotes the distance to the observer, i.e. R = |~r| = |~x − ~y|, cos θ = (ri/R)ni,
c0 is the speed of sound and [ ]τ indicates that the term is evaluated at retarded time,
τ = t−R/c0. Yao et al. [93] propose to treat the three terms of Eq. (A.4) as individual
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surface integrals,

p′1,K(~x, t) =
1

4π

∫
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cos θ
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[p′(~y, t)]τ

)
dS, (A.4a)

p′2,K(~x, t) = − 1

4π

∫
f=0
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1

R

[
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]
τ

)
dS, (A.4b)

p′3,K(~x, t) =
1

4π

∫
f=0

(
cos θ
c0R

[
∂p′(~y, t)

∂τ

]
τ

)
dS. (A.4c)

The three terms represent the noise due to pressure fluctuations, the gradient and the
time derivative of the pressure fluctuations, respectively. It is, of course, still true that
the total noise is the summation of the terms in Eq. (A.4), viz,

p′total,K = p′1,K + p′2,K + p′3,K . (A.5)

Particular care has to be taken when positioning the control surface in the domain. Since
all acoustical sources have to be contained within the surface, so that the remainder of
the flow field satisfies the homogeneous wave equation, the surface has to be located
sufficiently far from the solid walls causing the disturbances. At the same time, CFD is
used for predicting the flow field inside the surface. Due to the accuracy requirements of
the CFD approach, it might not be affordable in terms of computational power, to place
the Kirchhoff surface sufficiently far from the geometry. It should further be noted that
different surfaces placed well outside the non-linear region of the flow should, theoretically,
provide identical results [177].

A.2 Ffowcs-Williams and Hawkings’ analogy
The acoustic analogy developed by Ffowcs-Williams and Hawkings [100] was derived for
solid surfaces moving at an arbitrary speed, vn. Traditionally, the surface was assumed
to be impermeable and to coincide with the solid wall of the geometry. Brentner and
Farassat [99] derived a formulation of the FWH analogy for a permeable surface enclosing
the acoustic sources, which made the approach similar to a Kirchhoff formulation. It is
shown later that this is a fundamental advantage over the original formulation, because
the volume integral, accounting for the quadrupole sources in the flow, can be neglected.
Here, the special case of a stationary permeable surface is used, which can easily be
extracted from Brentner’s formulation [99] by setting vn = 0.

Brentner and Farassat [99] rewrote the compressible Navier-Stokes equations with the
help of generalized functions into a generalized wave equation with non-zero source terms,
which is also referred to as the FWH equation,

�̄2p′(~x, t) =− ∂

∂xi
[(p′δij + ρuiuj)njδ(f)]

+
∂

∂t
[ρujnjδ(f)]

+
∂̄2

∂xixj
[TijH(f)].

(A.6)
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In the above equation, Tij = [(p′ − ρ′c20)δij − τij + ρuiuj ] is the Lighthill tensor [175,
176], δij is the Kronecker delta and H(f) is the Heaviside function. Acoustical sources
enclosed by the surface contribute to the sound only through the surface terms (first
and second term on the right-hand side of Eq. (A.6)). The third term in Eq. (A.6) is a
volume term, which accounts for sources outside the surface. It was described earlier,
that when using the Kirchhoff method, we assume the surface to enclose the entire core
flow region and hence all acoustical sources. Owing to this assumption, it can be seen
that the volume term is insignificant for the FWH formulation on an permeable surface.
As mentioned earlier, this is an advantage over the original formulation of the FWH
equation for a solid surface, because the costly calculation of the volume integral becomes
redundant. Moreover, it should be noted here that a principal advantage of the FWH
method over the Kirchhoff method is that the integral surface not necessarily needs to
enclose all turbulence. A location closer to the solid walls can be used, which makes the
entire CFD computation less costly. However, this increases the error made by neglecting
the volume integral term. A solution to Eq. (A.6) can be found, once again, based on
Green’s function for free space,

p′F (~x, t) =− 1

4π
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∂xi

∫
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R
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)
dS.

(A.7)

The above solution to the FWH equation, is the one originally derived for solid surfaces,
when neglecting the volume integral. In this formulation, the first and second integral
can directly be understood in physical terms as the loading and the thickness noise,
respectively [99, 165]. When using a permeable surface, as in the present case, the terms
lose their physical meaning and hence it is legitimate to write them as individual integrals
as exercised by Yao et al. [93]. In Eq. (A.8), it is then possible to interpret the three terms
as the perturbations of pressure, momentum and mass through the surface, respectively.
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p′3,F (~x, t) =
1

4π

∫
f=0
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1

R
nj

[
∂

∂τ
(ρuj)

]
τ

)
dS, (A.8c)

where λij = (ri/R)nj .

A.3 Curle’s analogy
Curle’s analogy can be regarded as a generalization of Lighthill’s analogy [175, 176] in the
presence of stationary solid walls. It is possible to derive the Curle equation analogically to
Eq. (A.6). Introducing generalized variables into the compressible Navier-Stokes equations
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and rewriting them in terms of a wave equation with non-zero source terms, leads to

�̄2p′(~x, t) =− ∂

∂xi
[p′niδ(f)]

+
∂̄2

∂xixj
[TijH(f)].

(A.9)

Obviously, Eq. (A.9) is identical with the FWH equation, if a stationary solid surface
is regarded in Eq. (A.6). A stationary, solid surface in the FWH method means that
ui = uj = 0, which makes that Eq. (A.6) directly returns to Eq. (A.9). The solution to
the Curle equation is given by the free space Green function as

p′C(~x, t) =− 1

4π
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∂xi
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+
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dV.

(A.10)

In Eq. (A.10), the surface integral stands for the pressure fluctuations on the solid wall
due to the turbulent boundary layer. The second term represents the impact on the solid
surface of the sound waves stemming from the quadrupoles in the flow field. Since only the
pressure perturbations are of interest in this study, the volume integral in Eq. (A.10) is
disregarded and the total noise for Curle’s method can be obtained in the form presented
by Yao et al. [92, 93],

p′C(~x, t) =
1

4π

∫
f=0
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1
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cos θ
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1
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∂
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+

1

R

}
p′
]
τ

)
dS. (A.11)

Now, it becomes clear that Eq. (A.11) is the same as Eq. (A.8a) in the present formulation
of the FWH approach.
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