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Abstract

The design of modern, transonic, axial flow compressors for applications within aero engines is a very complex process that is divided into many stages. It starts with fairly primitive methods to lay out the overall design, and ends with sophisticated 3D simulations using Computational Fluid Dynamics (CFD). In between these stages, throughflow methods are applied to design the annular geometry and spanwise variations of blade shapes. These methods are dependent on correlations, which often have problems in predicting the performance of modern blade designs. This makes the step between the throughflow method and the CFD method large, since the design predicted by the throughflow method often turn out insufficient when reality is approached in 3D CFD.

In this work, a possible remedy to this problem is investigated by coupling the streamline curvature (SLC) throughflow code SC90C with a Quasi-Three-Dimensional (Q3D) blade-to-blade method. The blade-to-blade method is used to correct the correlations used in SC90C in order to get better predictions for the performance of arbitrary blade designs. The coupling is done in the Python 3 programming language to obtain a fully automated S1-S2 calculation system.

In the SLC method, the inviscid momentum equations, together with the continuity and energy equations, are rewritten in a form suitable for the geometry of the compressor annulus. These are solved in conjunction with correlations on a mesh laid out between the hub and shroud, using a finite difference scheme. The blade-to-blade flow is modeled using the Favre averaged Navier-Stokes equations and the standard $k-\varepsilon$ turbulence model. These are solved using a finite volume discretization method on a mesh having the shape of a streamtube passing over the blade. A special source term is also used to model the pressure gradient normal to the flow. This removes the necessity of resolving it, resulting in a smaller mesh size and less time consuming simulations.

The S1-S2 system is used to predict the performance of a three-stage transonic compressor and the results are compared to 3D CFD. The results are promising, but also identifies several restrictions in the approach currently employed. These will have to be investigated further if the method should be applied in the future.
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**NOMENCLATURE**

*Roman symbols*

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Speed of sound</td>
</tr>
<tr>
<td>(b)</td>
<td>Blockage</td>
</tr>
<tr>
<td>(c_p)</td>
<td>Specific heat at constant pressure</td>
</tr>
<tr>
<td>(c_v)</td>
<td>Specific heat at constant volume</td>
</tr>
<tr>
<td>(C_f)</td>
<td>Pressure loss correction factor</td>
</tr>
<tr>
<td>(C_{\varepsilon_1})</td>
<td>Constant in (k-\varepsilon) turbulence model</td>
</tr>
<tr>
<td>(C_{\varepsilon_2})</td>
<td>Constant in (k-\varepsilon) turbulence model</td>
</tr>
<tr>
<td>(C_\mu)</td>
<td>Constant in (k-\varepsilon) turbulence model</td>
</tr>
<tr>
<td>(e)</td>
<td>Internal energy per unit mass</td>
</tr>
<tr>
<td>(E)</td>
<td>Internal energy</td>
</tr>
<tr>
<td>(f_p)</td>
<td>Average flux of momentum</td>
</tr>
<tr>
<td>(f_e)</td>
<td>Average flux of energy</td>
</tr>
<tr>
<td>(f_k)</td>
<td>Average flux of turbulent kinetic energy</td>
</tr>
<tr>
<td>(f_\varepsilon)</td>
<td>Average flux of dissipation of turbulent kinetic energy</td>
</tr>
<tr>
<td>(F_i)</td>
<td>Force in streamtube source term</td>
</tr>
<tr>
<td>(\mathbf{F}_j)</td>
<td>Flux vector for flow equations in conservative form</td>
</tr>
<tr>
<td>(g)</td>
<td>Gravitational acceleration</td>
</tr>
<tr>
<td>(h)</td>
<td>Enthalpy per unit mass</td>
</tr>
<tr>
<td>(H)</td>
<td>Enthalpy</td>
</tr>
<tr>
<td>(\mathcal{H})</td>
<td>Source vector for flow equations in conservative form</td>
</tr>
<tr>
<td>(\mathbf{H})</td>
<td>Volume average source vector for flow equations in conservative form</td>
</tr>
<tr>
<td>(i)</td>
<td>Incidence</td>
</tr>
<tr>
<td>(I)</td>
<td>Rothalpy</td>
</tr>
<tr>
<td>(k)</td>
<td>Heat conductivity, Turbulent kinetic energy</td>
</tr>
<tr>
<td>(l)</td>
<td>Chord length</td>
</tr>
<tr>
<td>(L)</td>
<td>Angular momentum</td>
</tr>
<tr>
<td>(m)</td>
<td>Mass</td>
</tr>
<tr>
<td>(M)</td>
<td>Mach number</td>
</tr>
<tr>
<td>(n_j)</td>
<td>Cartesian component of wall normal vector</td>
</tr>
<tr>
<td>(p, P)</td>
<td>Pressure</td>
</tr>
<tr>
<td>(P_k)</td>
<td>Production of turbulent kinetic energy</td>
</tr>
<tr>
<td>(Pr)</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>(Pr_t)</td>
<td>Turbulent Prandtl number</td>
</tr>
<tr>
<td>(q)</td>
<td>Coordinate along (QO)</td>
</tr>
<tr>
<td>(q_i)</td>
<td>Heat flux vector</td>
</tr>
<tr>
<td>(Q)</td>
<td>Heat</td>
</tr>
<tr>
<td>(\mathcal{Q})</td>
<td>State vector for flow equations in conservative form</td>
</tr>
<tr>
<td>(Q)</td>
<td>Volume average state vector for flow equations in conservative form</td>
</tr>
<tr>
<td>(r)</td>
<td>Radial coordinate</td>
</tr>
<tr>
<td>(R)</td>
<td>Specific gas constant</td>
</tr>
<tr>
<td>(s)</td>
<td>Entropy per unit mass, Space</td>
</tr>
<tr>
<td>(S)</td>
<td>Entropy</td>
</tr>
<tr>
<td>(S_j)</td>
<td>Cartesian component of wall normal area vector</td>
</tr>
<tr>
<td>(S_{ij})</td>
<td>Strain rate tensor</td>
</tr>
<tr>
<td>(t)</td>
<td>Time</td>
</tr>
<tr>
<td>(T)</td>
<td>Temperature</td>
</tr>
<tr>
<td>(u_i)</td>
<td>Cartesian velocity component</td>
</tr>
<tr>
<td>(u_x)</td>
<td>Axial velocity</td>
</tr>
<tr>
<td>(u_r)</td>
<td>Radial velocity</td>
</tr>
<tr>
<td>(u_\theta)</td>
<td>Tangential velocity</td>
</tr>
<tr>
<td>(u_m)</td>
<td>Meridional velocity</td>
</tr>
<tr>
<td>(U)</td>
<td>Local blade speed</td>
</tr>
<tr>
<td>(v)</td>
<td>Volume per unit mass</td>
</tr>
<tr>
<td>(V)</td>
<td>Volume</td>
</tr>
<tr>
<td>(w_x)</td>
<td>Axial velocity, relative frame of reference</td>
</tr>
<tr>
<td>(w_r)</td>
<td>Radial velocity, relative frame of reference</td>
</tr>
<tr>
<td>(w_\theta)</td>
<td>Tangential velocity, relative frame of reference</td>
</tr>
<tr>
<td>(W)</td>
<td>Work</td>
</tr>
<tr>
<td>(x)</td>
<td>Axial coordinate</td>
</tr>
<tr>
<td>(Y_p)</td>
<td>Pressure loss coefficient</td>
</tr>
</tbody>
</table>
### Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>Swirl angle, Under-relaxation factor</td>
<td>( \mu_t )</td>
<td>Turbulent viscosity</td>
</tr>
<tr>
<td>( \alpha' )</td>
<td>Blade angle</td>
<td>( \xi )</td>
<td>Stagger angle</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Swirl angle, relative frame of reference</td>
<td>( \rho )</td>
<td>Density</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Ratio of specific heats</td>
<td>( \sigma )</td>
<td>Solidity</td>
</tr>
<tr>
<td>( \delta )</td>
<td>Deviation</td>
<td>( \sigma_k )</td>
<td>Constant in ( k-\varepsilon ) turbulence model</td>
</tr>
<tr>
<td>( \delta_{ij} )</td>
<td>Kronecker delta</td>
<td>( \sigma_{\varepsilon} )</td>
<td>Constant in ( k-\varepsilon ) turbulence model</td>
</tr>
<tr>
<td>( \Delta \delta )</td>
<td>Deviation correction</td>
<td>( \sigma_{ij} )</td>
<td>Viscous stress tensor</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>Dissipation of turbulent kinetic energy, Deflection</td>
<td>( \tau )</td>
<td>Torque</td>
</tr>
<tr>
<td>( \eta_c )</td>
<td>Isentropic efficiency</td>
<td>( \tau_{ij} )</td>
<td>Complete (viscous + turbulent) stress tensor</td>
</tr>
<tr>
<td>( \eta_p )</td>
<td>Polytropic efficiency</td>
<td>( \phi )</td>
<td>Sweep angle</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Angle</td>
<td>( \varphi )</td>
<td>Inclination angle</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Dynamics viscosity</td>
<td>( \Phi )</td>
<td>Flow coefficient</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Isentropic efficiency</td>
<td>( \Omega )</td>
<td>Rotational speed, Control volume</td>
</tr>
</tbody>
</table>

### Subscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Stagnation/Total property</td>
</tr>
<tr>
<td>1</td>
<td>Inlet condition</td>
</tr>
<tr>
<td>2</td>
<td>Outlet condition</td>
</tr>
<tr>
<td>irr</td>
<td>Irreversible process</td>
</tr>
<tr>
<td>m</td>
<td>Meridional component</td>
</tr>
<tr>
<td>r</td>
<td>Radial component</td>
</tr>
<tr>
<td>R</td>
<td>Rotor</td>
</tr>
<tr>
<td>rel</td>
<td>Relative frame of reference</td>
</tr>
<tr>
<td>rev</td>
<td>Reversible process</td>
</tr>
<tr>
<td>s</td>
<td>State after isentropic process</td>
</tr>
<tr>
<td>S</td>
<td>Stator</td>
</tr>
<tr>
<td>t</td>
<td>Turbulent quantity</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Tangential component</td>
</tr>
<tr>
<td>x</td>
<td>Axial component</td>
</tr>
</tbody>
</table>

### Superscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\phi} )</td>
<td>Flux equivalent property</td>
</tr>
<tr>
<td>( \bar{\phi} )</td>
<td>Time average</td>
</tr>
<tr>
<td>( \tilde{\phi} )</td>
<td>Favre average</td>
</tr>
<tr>
<td>( \dot{\phi} )</td>
<td>Rate of change</td>
</tr>
<tr>
<td>( \phi' )</td>
<td>Turbulent fluctuation for time averaged quantity</td>
</tr>
<tr>
<td>( \phi'' )</td>
<td>Turbulent fluctuation for Favre averaged quantity</td>
</tr>
<tr>
<td>( \phi^* )</td>
<td>Effective throttle area</td>
</tr>
</tbody>
</table>

### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>DCA</td>
<td>Double Circular Arc</td>
</tr>
<tr>
<td>FVM</td>
<td>Finite Volume Method</td>
</tr>
<tr>
<td>IGV</td>
<td>Inlet Guide Vane</td>
</tr>
<tr>
<td>Q3D</td>
<td>Quasi-Three-Dimensional</td>
</tr>
<tr>
<td>SLC</td>
<td>Streamline Curvature</td>
</tr>
</tbody>
</table>
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1 Introduction

1.1 Context

Turbofan and jet engines that power both civil and military aircraft are common machines in which axial flow compressors are found. With increased air travel, the demand for efficient engines, including the compressors, is also increasing in order to minimize emissions and environmental impact. The design of new compressors is to a large extent performed using computer simulations. The design process is therefore dependent on fast and accurate computer programs that can exploit a large design space in the shortest time possible.

1.2 Background

Several numerical approaches have been developed since the application of numerical methods to turbomachinery emerged in the 1940s, Denton and Dawes 1999. The backbone of the design process is the throughflow calculation, Casey and Robinson 2010. Several different throughflow methods have been developed over the years, and among these the streamline curvature (SLC) method has become the most common one, Denton and Dawes 1999. The SLC method has several important merits, it is fast, easy to use and can handle both subsonic and supersonic flows within the compressor. Also, provided that accurate correlations or good empirical input is provided for loss and work generated by the blades, the SLC method can give very accurate results, Denton and Dawes 1999. To obtain these input data, quasi-three-dimensional blade-to-blade calculations can be performed using Computational Fluid Dynamics (CFD). These methods can handle arbitrary blade shapes and enable the detailed flow pattern past the blade to be studied, Calvert and Ginder 1999.

For even more detailed analysis, fully three-dimensional CFD calculations of entire compressors are today possible to perform. These are however very computationally demanding, and are therefore not suited to replace the SLC method as the main tool in the design process.

For design purposes, continued development of the SLC method and how it can be coupled with a blade-to-blade method for blade performance analysis is therefore still important. This approach is less computationally demanding than three-dimensional CFD and have been shown to give good results, Calvert and Stapleton 1994.

1.3 Purpose

The purpose of this thesis is to investigate how a commercial SLC software, SC90C 2011, can be coupled with an in-house blade-to-blade software based on the work by Eriksson 1995 and Ellbrant and Eriksson 2014. The aim is to build a fully automated system, known as a S1-S2 calculation system, capable of predicting the performance of a transonic axial flow compressor.

1.4 Limitations

The project was limited to half a year of work for one masters thesis student. The project included an extensive literature review on the subjects of axial flow compressors, the SLC method and the blade-to-blade method. The project was limited to developing the system and comparing it to thee-dimensional CFD results for an existing three-stage transonic compressor. It did not include any extensive validation or application of the system within development of new compressors.
2 Theory

2.1 Axial Flow Compressor

A compressor is a machine whose primary purpose is to transfer energy to a continuously moving fluid, thereby increasing the energy and pressure of it. The work is transferred from a shaft to the fluid, through aerodynamic forces generated by rotating blades attached to the shaft. In an axial flow compressor, the fluid moves roughly parallel to the axis of rotation and the velocity is continuously decreased. An important feature of an axial compressor is that the flow always moves against a pressure gradient. This favors boundary layer growth and separation from the blades, which complicates the design, Dixon and Hall 2013.

The general outline of a three-stage low pressure compressor is schematically depicted in Figure 2.1.

![Figure 2.1: Outline of three-stage low pressure compressor.](image)

The flow enters to the left, passes a set of compressor stages and then leaves to the right. A compressor stage is defined as a rotating blade row followed by a stationary blade row. The rotating blades are abbreviated rotors and are fixed to the inner casing, often denoted the hub. The stationary blades are abbreviated stators and are fixed to the outer casing, often denoted the shroud. Before the first stage, an inlet guide vane (IGV) is also depicted. The main role of this component is to accelerate and direct the flow so that it enters the first rotor with a suitable speed and angle.

2.1.1 Coordinate System and Velocity Triangles

Coordinate system

It is common to describe the flow in a cylindrical coordinate system, as depicted in Figure 2.2. Referring to this figure, a stream surface is defined such that the mean flow at all points is parallel to the surface, Dixon and Hall 2013. The figure depicts a stream surface that does not change radius in the circumferential direction. This is however generally not the case, as they tend to twist, Denton and Dawes 1999. Furthermore, the average of flow properties in the circumferential direction are usually considered. This will be assumed for the properties presented in the rest of this section.

Velocity triangles

Referring once again to Figure 2.2, the flow has velocity components along the $x$, $r$ and $\theta$ axis. These are referred to as the axial, radial and swirl (or tangential) velocity respectively. The velocity along the stream surface is further denoted the meridional velocity

$$u_m = \sqrt{u_x^2 + u_r^2}. \quad (2.1)$$
The magnitude of the velocity is given by

\[ u = \sqrt{u_x^2 + u_\theta^2}. \]  

(2.2)

The swirl angle, \( \alpha \), is defined as a measure of how much the fluid rotates in the machine according to

\[ \alpha = \arctan \left( \frac{u_\theta}{u_m} \right). \]  

(2.3)

When analyzing the flow past a rotor, the flow is usually considered in a relative frame of reference moving with the blade. The blade speed in the circumferential direction at a certain location along the stream surface is denoted by \( U \). The velocity relative to the blade, \( w \), is obtained as the vector subtraction of \( U \) from \( u \). This gives the following components of \( w \)

\[ w_x = u_x, \]  

(2.4)

\[ w_r = u_r, \]  

(2.5)

\[ w_\theta = u_\theta - U. \]  

(2.6)

The relative swirl angle, \( \beta \), is defined as

\[ \beta = \arctan \left( \frac{w_\theta}{u_m} \right). \]  

(2.7)

The velocity of the fluid along a stream surface passing through a compressor stage can also be represented in terms of velocity triangles, as depicted in Figure 2.3.

Different conventions for defining positive swirl velocities, and consequently flow angles, exist. The convention adopted throughout this work, unless otherwise stated, is to take the velocities and flow angles in Figure 2.3 as positive. This means that the absolute and relative swirl velocities are defined as positive if they are in the same and opposite direction as the rotation of the blade respectively.

2.1.2 Blade Row Geometry

In addition to the flow between the blade rows, the flow relative the blades as well as the blade geometry itself are important parameters in compressor design and analysis. These are usually evaluated along a stream surface passing over the compressor blade row, as depicted in Figure 2.4.

The camber line together with the thickness distribution are sufficient to describe the shape of the blade. However, in order to describe the complete compressor blade row, a few more are needed, among the most common are listed in Table 2.1, Dixon and Hall 2013.

The flow past the blades is also described through a set of parameters, which are listed in Table 2.2, Dixon and Hall 2013.
Figure 2.3: Velocity triangles for a compressor stage.

Figure 2.4: Blade row geometry with blade notation\(^1\).

\(^1\)Airfoil profile obtained from UIUC Airfoil Coordinates Database: [http://www.ae.uiuc.edu/m-selig/ads/coord_database.html](http://www.ae.uiuc.edu/m-selig/ads/coord_database.html). Data is released under the GNU General Public Licence. See [http://www.ae.uiuc.edu/m-selig/pd/gpl.html](http://www.ae.uiuc.edu/m-selig/pd/gpl.html) for more details.
Table 2.1: Blade row parameters.

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chord</td>
<td>(l)</td>
<td>Length of the blade between the leading and trailing edge</td>
</tr>
<tr>
<td>Space</td>
<td>(s)</td>
<td>Distance between the blades, varies with number of blades in the blade row as well as radius</td>
</tr>
<tr>
<td>Stagger angle</td>
<td>(\xi)</td>
<td>Angle between the chord line (dashed in figure) and the axial direction</td>
</tr>
<tr>
<td>Inlet blade angle</td>
<td>(\alpha'_1)</td>
<td>Angle between the camber line and the meridional direction at the leading edge</td>
</tr>
<tr>
<td>Outlet blade angle</td>
<td>(\alpha'_2)</td>
<td>Angle between the camber line and the meridional direction at the trailing edge</td>
</tr>
<tr>
<td>Camber angle</td>
<td>(\theta = \alpha'_1 - \alpha'_2)</td>
<td>Change in blade angle between leading and trailing edge (not in figure)</td>
</tr>
<tr>
<td>Maximum thickness</td>
<td>(t_{\text{max}})</td>
<td>Maximal thickness of the blade (not in figure)</td>
</tr>
<tr>
<td>Solidity</td>
<td>(\sigma = l/s)</td>
<td>Ratio between spacing and chord</td>
</tr>
</tbody>
</table>

Table 2.2: Flow parameters.

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet swirl angle</td>
<td>(\alpha_1, \beta_1)</td>
<td>Absolute and relative swirl angle</td>
</tr>
<tr>
<td>Outlet swirl angle</td>
<td>(\alpha_2, \beta_2)</td>
<td>Absolute and relative swirl angle</td>
</tr>
<tr>
<td>Incidence</td>
<td>(i = \alpha_1 - \alpha'_1)</td>
<td>Difference between the inlet swirl and blade angles</td>
</tr>
<tr>
<td>Deviation</td>
<td>(\delta = \alpha_2 - \alpha'_2)</td>
<td>Difference between the exit swirl and blade angles</td>
</tr>
<tr>
<td>Deflection</td>
<td>(\varepsilon = \alpha_1 - \alpha_2)</td>
<td>Change in swirl angle between leading and trailing edge (not in figure)</td>
</tr>
</tbody>
</table>

These parameters are often related, both alone and in combination, to the performance of the the compressor blade row.

2.1.3 Streamtube Concept

As depicted in Figure 2.5, a streamtube is defined as the region enclosed by two stream surfaces, Denton and Xu 1999.

![Streamtube](https://example.com/streamtube.png)

Figure 2.5: *Streamtube enclosed by two stream surfaces.*

Due to this definition, the mean mass flow within a streamtube is constant throughout the compressor. In general, a streamtube can change both thickness and radius as well as twist as it passes through the compressor, Denton and Xu 1999. It is important to realize that the streamtube is a concept, which only is valid for the steady flow field. Also, even though mass is not transferred between streamtubes, entropy as well as angular momentum and energy generally are due to turbulent mixing, Gallimore 1986, Casey and Robinson 2010.

The streamtube concept is broadly applied in the design and analysis of turbomachinery. In these applications,
which include performing CFD on streamtubes as well using throughflow methods, additional assumptions are often introduced. One assumption when applying CFD to streamtubes is to assume that they do not twist, Denton and Xu 1999. Another assumption, common in throughflow methods, is that there is negligible turbulent mixing between them, Casey and Robinson 2010.

2.1.4 Losses in a Compressor

The process of increasing the pressure of a fluid in a compressor is never ideal. This means that some of the work put in never transfers into increased pressure of the fluid, but instead into entropy. The mechanisms that cause these losses are often categorized into two and three dimensional, dependent on their nature, Dixon and Hall 2013. The possible 2D and 3D losses are outlined in Table 2.3.

<table>
<thead>
<tr>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) Blade boundary layer</td>
<td>(i) End wall loss</td>
</tr>
<tr>
<td>(ii) Mixing of trailing edge wake</td>
<td>(ii) Tip leakage loss</td>
</tr>
<tr>
<td>(iii) Flow separation from blade</td>
<td></td>
</tr>
<tr>
<td>(iv) Shock waves</td>
<td></td>
</tr>
</tbody>
</table>

In this section, these losses and their underlying mechanisms will be discussed briefly. The connection between generated entropy and lost pressure will be presented later. It should be noted that even though some losses are categorized as 2D, their underlying mechanisms often include some three dimensional effects, Miller and Denton 2012. For example, a shock wave between two blades, as a result of the decreased flow area between the blades, is also strongly influenced by the amount of contraction of the channel due to changing radius of the hub and shroud. 2D losses should hence rather be viewed as quasi-three-dimensional effects taking place along stream surfaces, or in streamtubes.

Blade boundary layers

Since a compressor is designed to increase the pressure of the fluid, the flow will almost always move towards higher pressure. This adverse pressure gradient flow favors the build up of boundary layers on the blades, Dixon and Hall 2013. Within the boundary layers, entropy is generated through viscous friction due to shearing of the fluid. In general, the losses are greatest in the suction surface boundary layers because of the higher velocities present in them, Miller and Denton 2012.

Mixing of trailing edge wake

When the boundary layer leaves the blade, it will form a wake behind it, Dixon and Hall 2013. This wake will eventually mix out with the mean flow, a process in which viscous friction causes entropy generation. In this process, the kinetic energy in the turbulent eddies will also dissipate and generate heat. Since heat transfer through temperature gradients generate entropy, this will also be a contributing factor to the total entropy production in the wake, Miller and Denton 2012.

Flow separation from blade

Flow separation, in which the flow detaches from the suction surface of the blade, is an undesirable effect that should not be present in a compressor at design operating conditions, Dixon and Hall 2013. When the flow separates, the amount of work the compressor blade can perform is reduced, mainly because the flow is not turned as much. Also, work is lost due to entropy creation through viscous effects, as previously discussed.

Shock waves

In modern transonic compressors, the relative velocity at entrance to the rotors is close the the speed of sound. If the inlet flow is subsonic, the compression and subsequent expansion of the fluid that occurs when the flow passes through the blade row can cause a shock wave. In cases where the inlet flow already is supersonic, the shock may instead be detached in front of the leading edge. In either case, a shock waves is a source of entropy and hence lost work. The shock wave also generates a compression, which will favor thickening of the boundary
layers behind the shock and thus contribute to more losses indirectly, Dixon and Hall 2013. Despite this, it can be shown that under certain conditions, a shock wave is a very efficient compression process, which is one reason to why transonic compressors still are being employed. Another reason is that transonic compressors can be made very compact, allowing for the design of smaller and more lightweight engines.

End wall loss
Boundary layers will build up at the hub and shroud throughout the compressor, Dixon and Hall 2013. These boundary layers does not form an isolated loss source, but instead interact with the boundary layers formed at the blades to form a complex and highly three dimensional flow field. Entropy is then generated through viscous friction in the boundary layers, as well as when the vortices formed are mixed out, Dixon and Hall 2013.

Tip leakage loss
There is often a tip clearance gap between rotor and shroud as well as between stator and hub in a compressor. These gaps causes loss of work in two ways. First, since the rotor does not cover the entire span between the hub and shroud, it can not do work on all the fluid passing through. Secondly, loss will arise due to entropy generation. This entropy is generated through both viscous shear in the tip gap as well as through mixing out of vortices formed when this flow interacts with the main stream flow, Dixon and Hall 2013.

2.2 Thermodynamic Properties of Air
In this section, some of the thermodynamic properties and relations used to describe the fluid considered in this work will be presented.

2.2.1 Equation of state
The fluid is assumed to be an ideal gas, meaning that intermolecular forces are neglected. This means that the gas can be assumed to obey the ideal gas law Sonntag, Borgnakke, and Van Wylen 1998

\[ P = \rho RT, \]  
(2.8)

where \( R \) is the specific gas constant, \( P \) the static pressure and \( T \) the static temperature of the fluid. This is a good model for air in the temperature range 160 – 2100K, Dixon and Hall 2013.

2.2.2 Internal Energy and Enthalpy
The internal energy of a fluid constitutes of all molecular energies, such as molecular potential, kinetic, rotational and chemical energy, Sonntag, Borgnakke, and Van Wylen 1998. The internal energy and the internal energy per unit mass are here denoted \( E \) and \( e \) respectively. The enthalpy and enthalpy per unit mass are then defined as, Sonntag, Borgnakke, and Van Wylen 1998

\[ H = E + PV, \]  
(2.9)

\[ h = e + P v. \]  
(2.10)

The volume and volume per unit mass of the fluid are here denoted \( V \) and \( v \) respectively. The specific heats of the gas at constant pressure and volume are defined as, Sonntag, Borgnakke, and Van Wylen 1998

\[ c_p = \left( \frac{\partial h}{\partial T} \right)_p, \]  
(2.11)

\[ c_v = \left( \frac{\partial e}{\partial T} \right)_v. \]  
(2.12)

The gas is assumed to be calorically perfect, meaning that the specific heats are assumed to be constant. In this case, the internal energy and enthalpy per unit mass can be written as, Andersson 2004
\[ e = c_v T, \quad h = c_p T. \]  
\[ (2.13) \]
\[ h = c_p T. \]  
\[ (2.14) \]

For a calorically perfect gas that obeys the ideal gas law, the following relations are also valid, Andersson 2004

\[ R = c_p - c_v, \]  
\[ (2.15) \]
\[ c_p = \frac{\gamma R}{\gamma - 1}, \]  
\[ (2.16) \]
\[ c_v = \frac{R}{\gamma - 1}, \]  
\[ (2.17) \]

where \( \gamma = c_p/c_v \) is the ratio of specific heats. The values of the various constants are listed in Table 2.4.

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>( R )</th>
<th>( c_p )</th>
<th>( c_v )</th>
</tr>
</thead>
<tbody>
<tr>
<td>([\text{J/(kg K)}])</td>
<td>([\text{J/(kg K)}])</td>
<td>([\text{J/(kg K)}])</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>287</td>
<td>1004.5</td>
<td>717.5</td>
</tr>
</tbody>
</table>

### 2.3 First Law of Thermodynamics

In this section, the first law of thermodynamics will be presented and used to derive the steady state energy balance for an open system. The concepts presented are important in understanding the flow through an axial flow compressor.

#### 2.3.1 The first law

The first law of thermodynamics states that for a closed system that is taken through a complete cycle, the net sum of heat and work supplied to the system is zero, Sonntag, Borgnakke, and Van Wylen 1998

\[ \int d(Q + W) = 0. \]  
\[ (2.18) \]

Here, \( Q \) and \( W \) represent heat and work transfer respectively. If the system undergoes a change along some arbitrary path between state 1 and 2, there is a unique change in the energy, \( E_0 \), of the system

\[ E_{0,2} - E_{0,1} = \int_1^2 d(Q + W). \]  
\[ (2.19) \]

The first law can also be written in terms of the rate of change of energy, in which case it reads, Sonntag, Borgnakke, and Van Wylen 1998

\[ \frac{dE_0}{dt} = \dot{Q} + \dot{W}. \]  
\[ (2.20) \]

Here, the dot represent rate of change with time.

#### 2.3.2 Energy

In the first law, the energy considered is the macroscopic energy dependent on the mass of the system. The corresponding energy per unit mass is denoted \( e_0 \). In either case, the macroscopic energy can be divided into internal energy, kinetic energy and potential energy. The kinetic and potential energy of the system represents energy due to macroscopic movement and displacement of the system, Sonntag, Borgnakke, and Van Wylen 1998. Using this division, the energy may be written as
\[
E_0 = E + \frac{mu^2}{2} + mgz, \quad (2.21)
\]
\[
e_0 = e + \frac{u^2}{2} + gz. \quad (2.22)
\]

where \(u\) is the magnitude of the velocity, \(g\) the gravitational acceleration, \(z\) the displacement normal to the earth surface and \(m\) the mass of the system.

### 2.3.3 Transfer of energy

The first law of thermodynamics is formulated for a closed system, in which mass is not exchanged with the surroundings. For such a system, heat and work exchange are the only two ways through which the energy in the system can be changed. The goal is to develop a balance of energy for an open system, in which mass can also enter and leave the system, as depicted in Figure 2.6. To do this, also the energy exchange due to flow over the system boundaries must be included. Below, all the different mechanisms are outlined.

![Figure 2.6: Energy balance for open system.](image)

**Work**

Considering the system depicted in Figure 2.6, two types of work can be performed on it. The first is shaft work, which is due to the rotation of an impeller device inside the system. The rate of work done by this device is denoted \(\dot{W}_s\).

The second type is flow work, which is work performed at the system boundaries by the fluid entering or leaving it. According to classical mechanics, work equals force multiplied by distance. For a one dimensional fluid flow, entering the system at velocity \(u_1\), the rate of work done on the system at the inlet is therefore given by, Sonntag, Borgnakke, and Van Wylen 1998

\[
\dot{W}_{\text{flow, in}} = F_1 u_1. \quad (2.23)
\]

If the flow enters through the inlet area \(A_{\text{in}}\) with a static pressure \(P_1\), the force is given by \(P_1 A_{\text{in}}\) and thus the above expression may be rewritten as

\[
\dot{W}_{\text{flow, in}} = P_1 A_{\text{in}} u_1 = P_1 v_1 \dot{m}_1, \quad (2.24)
\]

where \(\dot{m}_1\) and \(v_1 = 1/\rho_1\) are the mass flow rate and volume per unit mass of the fluid entering the system respectively. The fluid leaving the system instead performs work on the surroundings, so the work done on the system at the outlet changes sign. Therefore, the net rate of flow work done on the system can be written as

\[
\dot{W}_{\text{flow}} = \dot{m}_1 [Pv]_1 - \dot{m}_2 [Pv]_2. \quad (2.25)
\]
Heat transfer

Heat transfer to or from a system can only change the internal energy of it. There are many types of heat transfer, such as convection, conduction and radiation. The individual mechanisms will not be considered here, but instead net rate of heat transfer due to all sources will be used, which is denoted $\dot{Q}$.

Energy convection

The fluid flow entering and leaving the system does not only perform work on it, it also carries energy across the system boundaries. If the fluid enters the system at the mass flow rate $\dot{m}_1$, with an energy per unit mass $e_0$, then the rate of energy addition to the system becomes

$$\dot{E}_{\text{0, in}} = \dot{m}_1 e_{0,1}. \tag{2.26}$$

Similarly, the fluid leaving the system carries energy out of the system. Therefore, the net rate of energy transfer to the system due to fluid flow becomes

$$\dot{E}_{\text{0, flow}} = \dot{m}_1 e_{0,1} - \dot{m}_2 e_{0,2}. \tag{2.27}$$

2.3.4 Steady state energy balance

The first law essentially states that energy can not be created nor destroyed. Thus it can be argued that the only ways for the energy to change within the system depicted in Figure 2.6 is through the mechanisms discussed above. By including these in (2.20), the extension of the first law for the open system becomes, Sonntag, Borgnakke, and Van Wylen 1998

$$\frac{dE_0}{dt} = \dot{Q} + \dot{W}_s + \dot{W}_{\text{flow}} + \dot{E}_{\text{0, flow}}. \tag{2.28}$$

The flow is assumed to be at steady state, meaning that the rate of change of both mass and energy at every point inside the system is zero. This implies that the mass flow in equals the mass flow out of the system, $\dot{m}_1 = \dot{m}_2 = \dot{m}$, and that the left hand side of (2.28) is zero. Under the steady state assumption, the extension of the first law thereby simplifies to

$$0 = \dot{Q} + \dot{W}_s + \dot{W}_{\text{flow}} + \dot{E}_{\text{0, flow}}. \tag{2.29}$$

Introducing the definition of enthalpy, (2.10), and rearranging (2.29) slightly gives

$$\dot{Q} + \dot{W}_s = \dot{m} \left[ (h_2 - h_1) + \left( \frac{u_2^2}{2} - \frac{u_1^2}{2} \right) + g(z_2 - z_1) \right]. \tag{2.30}$$

This is usually referred to as the steady state energy balance for an open system. When this energy balance is applied to an axial flow compressor, the change in potential energy is negligible compared to other terms. Furthermore a compressor is close to adiabatic, meaning that heat addition to the fluid is small, Dixon and Hall 2013. The sum of the enthalpy and the kinetic energy is further defined as the stagnation enthalpy

$$h_0 = h + \frac{u^2}{2}. \tag{2.31}$$

Using these simplifications and additional definitions, the final form of the steady state energy balance applied to a compressor becomes

$$\dot{W}_s = \dot{m}(h_{0,2} - h_{0,1}). \tag{2.32}$$

2.4 Second Law of Thermodynamics

In this section, the second law of thermodynamics is briefly presented. The consequences of this law are examined in order to define the concepts of entropy, reversible and irreversible processes.
2.4.1 The Second Law

The second law of thermodynamics postulates which types of thermodynamic cycles that can and cannot occur. For example, it forbids the occurrence of a cyclic process that continuously transfers heat from a cold to a hot body, without the addition of work to the cycle. The exact formulations of the second law and the implications that they have on thermodynamic cycles will be omitted here. Instead, the main results of the second law will be presented.

From the formulation of the second law, it is possible to prove the ’Inequality of Clausius’. It states that for a closed system that passes through a complete cycle, involving heat and work exchange with the surroundings, the following inequality holds, Sonntag, Borgnakke, and Van Wylen 1998:

\[ \oint \frac{dQ}{T} \leq 0. \] (2.33)

For a cycle that is performed reversibly, meaning that it is done in such a way that both the system and its surroundings will return to their respective initial state, it is also possible to prove that equality holds:

\[ \oint \left( \frac{dQ}{T} \right)_{\text{rev}} = 0. \] (2.34)

If the system undergoes a process, reversible or irreversible, along some arbitrary path between state 1 and 2, there will be a unique change of a property called entropy, \( S \). The change in entropy can be uniquely defined in terms of a reversible process between the two states according to

\[ S_2 - S_1 = \int_1^2 \left( \frac{dQ}{T} \right)_{\text{rev}}. \] (2.35)

This can also be written in differential form as

\[ dS = \left( \frac{dQ}{T} \right)_{\text{rev}}. \] (2.36)

It should be noted that the entropy change in the system between two states is independent on if the process is reversible or not. The change in entropy is however given by some reversible process between the states, according to (2.35), Sonntag, Borgnakke, and Van Wylen 1998. The entropy is here written as an extensive property dependent on the mass of the system, whereas the entropy per unit mass is denoted \( s \).

2.4.2 Clausius-Gibbs Equations

Two important equations can be derived by combining the first and second law, known as the Clausius-Gibbs equations. Start by considering a system undergoing a reversible process that does not involve any change of potential or kinetic energy as well as any shaft work. For this system, the first law can be written in differential form as

\[ dE = dQ + dW. \] (2.37)

The system can only experience work through expansion or contraction

\[ dW = -PdV. \] (2.38)

Using this equation together with the definition of entropy, (2.36), equation (2.37) becomes

\[ TdS = dE + PdV. \] (2.39)

This is the first of the two equations. To derive the second one, start by differentiating the definition of enthalpy, (2.9), to obtain

\[ dH = dE + PdV + VdP. \] (2.40)

Inserting this expression into (2.39) gives the second equation sought

\[ TdS = dH - VdP. \] (2.41)
The Clausius-Gibbs equations may also be written in terms of properties per unit mass

\[
Tds = de + Pdv, \quad (2.42)
\]
\[
Tds = dh - vdP. \quad (2.43)
\]

It should be noted that the Clausius-Gibbs equations are written in terms of state properties. The change of these properties are independent on the path, reversible or irreversible, between two states. This means that the Clausius-Gibbs equations can be used to relate properties between two states of any process, as long as they are integrated along a reversible path between them, Sonntag, Borgnakke, and Van Wylen 1998.

### 2.4.3 Entropy generation in Irreversible Processes

For a system undergoing a change in state, (2.35) can be used to calculate the change in entropy. For an arbitrary, and possibly irreversible, process between the same two states it furthermore holds that, Sonntag, Borgnakke, and Van Wylen 1998

\[
S_2 - S_1 \geq \int_1^2 \frac{dQ}{T}. \quad (2.44)
\]

This inequality becomes strict if some part of the process is irreversible. The inequality can also be expressed in differential form according to

\[
dS \geq \frac{dQ}{T}. \quad (2.45)
\]

From this inequality it follows that if the same amount of heat \(dQ\) is supplied at the same absolute temperature \(T\) in a reversible and irreversible process respectively, then the entropy change in the irreversible process is greater, Sonntag, Borgnakke, and Van Wylen 1998. It also means that since the entropy change between two states is independent on the path, the entropy generation due to supplied heat is smaller in the irreversible case. Instead, entropy is generated through other mechanisms, which can be expressed as

\[
dS = \frac{dQ}{T} + dS_{irr}. \quad (2.46)
\]

The term \(dS_{irr}\) represents entropy generated due to irreversible effects such as friction, heat transfer through temperature gradients etc, Sonntag, Borgnakke, and Van Wylen 1998. From this equation it also follows that if the process is both adiabatic and reversible, there will be no entropy change. This type of process is denoted an isentropic process.

### 2.4.4 Isentropic Process Relation

For an isentropic process, the assumption of calorically perfect gas (2.11), ideal gas law (2.8) and Clausius-Gibbs equation (2.43) can be used to show that

\[
\frac{P_2}{P_1} = \left(\frac{T_2}{T_1}\right)^{\gamma/(\gamma - 1)}. \quad (2.47)
\]

This equation can be used to relate the temperature and pressure between two states in an isentropic process.

### 2.5 Compressible Flow Relations

In this section, the concept stagnation property is defined and a set of relations for stagnation properties in a compressible flow field are presented.
2.5.1 Stagnation Properties

The properties of a fluid at the isentropic stagnation state are called stagnation, or total, properties. The isentropic stagnation state is further defined as the state the fluid would attain if it would undergo a reversible and adiabatic, i.e. isentropic, deceleration to zero velocity, Sonntag, Borgnakke, and Van Wylen 1998. The name total properties are sometimes used to better distinguish the isentropic stagnation state from the actual stagnation state that arise during a possibly irreversible deceleration to zero velocity. Both names are however used to denote the isentropic stagnation state in this work.

The stagnation properties can also be defined in a relative, or moving, frame of reference. The isentropic stagnation state is defined such that the velocity is zero in the relative frame of reference in this case.

2.5.2 Stagnation Property Relations

Two important equations that relate the stagnation pressure and temperature to the static pressure and temperature can be derived for a compressible flow field. To begin with, the local Mach number of the gas is defined as the ratio between the magnitude of the velocity and the local speed of sound, Andersson 2004

\[ M = \frac{u}{a}. \]  

(2.48)

The speed of sound for a calorically perfect gas that obeys the ideal gas law can further be calculated as, Andersson 2004

\[ a = \sqrt{\gamma RT}. \]  

(2.49)

If a calorically perfect gas is brought isentropically to rest, in the absence of work addition or change in vertical distance \( z \), the first law (2.30) becomes

\[ c_p T_0 = c_p T + \frac{u^2}{2}. \]  

(2.50)

Here, the stagnation temperature, \( T_0 = h_0/c_p \), has been introduced. Dividing both sides by \( c_p T \) and using equations (2.16) and (2.49) yields

\[ \frac{T_0}{T} = 1 + \frac{u^2}{2c_p T} = 1 + \frac{(\gamma - 1)u^2}{2\gamma RT} = 1 + \frac{\gamma - 1}{2} \frac{u^2}{a^2}. \]  

(2.51)

By the definition of Mach number, this equation finally becomes

\[ \frac{T_0}{T} = 1 + \frac{\gamma - 1}{2} M^2. \]  

(2.52)

This relation can be used to relate the stagnation to the static temperature as long as the local Mach number and ratio of specific heats are known.

To relate the total and the static pressure, (2.47) can be combined with (2.52) to obtain

\[ \frac{P_0}{P} = \left(1 + \frac{\gamma - 1}{2} M^2\right)^{\gamma/(\gamma - 1)}. \]  

(2.53)

2.6 Compressor Performance

The connection between entropy generation and lost work in a compressor is presented in this section. These effects are then quantified in terms of pressure loss and efficiency coefficients. Finally, methods of graphically presenting the performance of a compressor is presented.
2.6.1 Lost work

A compressor is close to adiabatic \((dQ \approx 0)\) and hence the entropy generated within it almost exclusively originate from irreversible effects. The connection between entropy generation and lost work can be illustrated through the following example, taken from Dixon and Hall 2013.

Suppose that there exist two compressors that achieve the same pressure ratio when operating with the same inlet conditions. The first one does this reversibly and the second irreversibly. This means that the entropy change of the gas per unit mass over the first compressor is 0, and over the second one it is denoted \(\Delta s\). Let further the stagnation enthalpy at the inlet to both compressors be denoted by \(h_{0,1}\), and at the outlet \(h_{0,2s}\) and \(h_{0,2}\) for the first and second compressor respectively. The work transferred to the fluid in the two compressors is then given by

\[
\Delta W_{\text{rev}} = h_{0,2s} - h_{0,1},
\]

\[
\Delta W_{\text{irr}} = h_{0,2} - h_{0,1}.
\]

Since both compressors achieve the same exit pressure, the Clausius-Gibbs equation \((2.43)\) can be integrated along a constant pressure path \((dP = 0)\) between the two states 2 and 2s. By approximating the temperature as constant, the following is obtained

\[
h_{0,2s} - h_{0,2} \approx -T_{0,2s}\Delta s.
\]

Using this result, the difference in work input to the two compressors can be approximated as

\[
\Delta W_{\text{irr}} - \Delta W_{\text{rev}} = h_{0,2} - h_{0,2s} \\
\approx T_{0,2s}\Delta s.
\]

This shows that the work needed to achieve the same exit pressure for an irreversible process is higher compared to a reversible one, due to the generation of entropy. Hence, some of the work put into the irreversible machine is lost in the sense that it goes into increased entropy instead of pressure.

2.6.2 Efficiency

Two types of efficiencies applicable to compressors will be presented in this part, namely the isentropic and polytropic efficiency.

Isentropic Efficiency

The ratio between the minimum and the actual work needed to reach a certain total pressure is defined as the isentropic efficiency. For a compressor, which is close to adiabatic, the minimum work input is represented by an isentropic process. Denoting the state of the fluid at the inlet and outlet 1 and 2 respectively, the following equation for the isentropic efficiency is obtained, Dixon and Hall 2013

\[
\eta_c = \frac{h_{0,2s} - h_{0,1}}{h_{0,2} - h_{0,1}}.
\]

This equation needs to be rewritten slightly to evaluate the efficiency for a given compressor, since the isentropic stagnation enthalpy at outlet is unknown. First, the enthalpy is rewritten using \((2.14)\), which yields

\[
\eta_c = \frac{T_{0,2s} - T_{0,1}}{T_{0,2} - T_{0,1}}.
\]

The isentropic stagnation temperature can be found by noting that the isentropic process should reach the same stagnation pressure as the real one. Therefore, \((2.47)\) can be inverted to give an equation for the isentropic stagnation temperature as follows

\[
T_{0,2s} = T_{0,1} \left( \frac{P_{0,2}}{P_{0,1}} \right)^{(\gamma - 1)/\gamma}.
\]
By inserting (2.60) into (2.59) and rewriting it slightly, the following expression for the isentropic efficiency can finally be obtained

$$\eta_c = \left( \frac{P_{0,2}}{P_{0,1}} \right)^{(\gamma-1)/\gamma} - 1 \left( \frac{P_{0,2}}{P_{0,1}} - 1 \right).$$

(2.61)

**Polytropic Efficiency**

The isentropic efficiency was defined in terms of comparing the compressor to a single, isentropic, compression of the fluid to the same stagnation pressure. Another efficiency can be defined by regarding the compressor as made up of a set of finite compression processes. The polytropic efficiency is defined as the ratio between the work needed to perform an infinitesimal, isentropic, compression and the corresponding work needed for the real compression, Dixon and Hall 2013

$$\eta_p = \frac{dh_{0,s}}{dh_0}.$$  

(2.62)

For an isentropic process, the Clausius-Gibbs equation (2.43) gives that $dh_{0,s} = v_dP_0$. Furthermore, from (2.14) it also holds that $dh_0 = c_pdT_0$. Hence, the polytropic efficiency can be rewritten as

$$\eta_p = \frac{vdP_0}{c_pdT_0}.$$  

(2.63)

The volume per unit mass and the specific heat may be rewritten using (2.8) and (2.16) respectively to obtain

$$\frac{dT_0}{T_0} = \frac{\gamma - 1}{\eta_p \gamma} \frac{dP_0}{P_0}. $$

(2.64)

By assuming that each infinitesimal compression process has the same efficiency, (2.64) may be integrated between the inlet and outlet states of the compressor. The resulting equation can then be rearranged to obtain the following expression for the polytropic efficiency

$$\eta_p = \gamma - 1 \ln \left( \frac{P_{0,2}}{P_{0,1}} \right) \gamma \ln \left( \frac{T_{0,2}}{T_{0,1}} \right).$$

(2.65)

The difference between isentropic and polytropic efficiency can be illustrated by considering two compressors with equal polytropic efficiencies that attain different pressure ratios. It can be argued that both compressors are equally efficient, since each small compression is done equally efficient and the only difference is how much the fluid is compressed. However, it can also be shown that the isentropic efficiency is lower for the compressor with the higher pressure ratio, Dixon and Hall 2013. The polytropic efficiency is therefore considered a better way of comparing compressors of different pressure ratio than the isentropic efficiency.

### 2.6.3 Pressure Loss

The concept of pressure loss is often used in turbomachinery to quantify lost total pressure over the blade rows due to irreversible effects. The pressure loss is defined as the difference in total pressure after the blade row between a reversible and the real process, both attaining the same stagnation enthalpy. The pressure loss is quantified through the pressure loss coefficient, $Y_p$, which in words is defined as, Dixon and Hall 2013

$$Y_p = \frac{\text{Loss in total pressure}}{\text{Reference dynamic pressure}}.$$  

(2.66)

For rotors, it is common to evaluate the stagnation properties in a relative frame of reference. The reference dynamic pressure is taken at the inlet to the blade row, as the difference between the total and the static pressure.
Pressure loss coefficient for a rotor

The states of the fluid before and after the blade row are denoted with subscripts 1 and 2 respectively. Using the definition above, the pressure loss coefficient for a rotor can be written as

\[ Y_{p,R} = \frac{P_{0,2s,rel} - P_{0,2,rel}}{P_{0,1,rel} - P_1}. \] (2.67)

The subscript ‘rel’ is used to indicate that the stagnation properties are evaluated in a relative frame of reference. To calculate the pressure loss coefficient, the static temperature and pressure as well as the magnitude of the velocity must be known at inlet and outlet. First, the relative Mach number is calculated as

\[ M_{i,rel} = \frac{w_i}{a}. \] (2.68)

Here, \( i \) is used to denote either inlet or outlet. The speed of sound is known through (2.49) since the static temperature is known. By using the relative Mach number at inlet and outlet, the relative stagnation temperature at inlet and outlet can be calculated using (2.52) according to

\[ T_{0,i,rel} = T_i \left(1 + \frac{\gamma - 1}{2} M_{i,rel}^2\right)^{\frac{\gamma}{\gamma - 1}}. \] (2.69)

The relative total pressure at inlet and outlet can further be obtained using (2.53)

\[ P_{0,i,rel} = P_i \left(1 + \frac{\gamma - 1}{2} M_{i,rel}^2\right)^{\frac{\gamma}{\gamma - 1}}. \] (2.70)

The reversible reference state \( 2s \) after the blade row will attain the same stagnation temperature as the actual state 2, since both attain the same stagnation enthalpy. This means that the reversible reference pressure can be calculated using (2.47) according to

\[ P_{0,2s,rel} = P_{0,1,rel} \left(\frac{T_{0,2,rel}}{T_{0,1,rel}}\right)^{\frac{\gamma}{\gamma - 1}}. \] (2.71)

Inserting the results into (2.67) gives the pressure loss coefficient.

Pressure Loss Coefficient for a Stator

The pressure loss coefficient for a stator is defined in an absolute frame of reference as

\[ Y_{p,S} = \frac{P_{0,2s} - P_{0,2}}{P_{0,1} - P_1}. \] (2.72)

The evaluation of the pressure loss coefficient for a stator proceeds in the same manner as for a rotor. The only difference is that all stagnation properties are taken in an absolute frame of reference instead.

2.6.4 Performance Characteristics

The performance of a compressor is usually presented in the form of a characteristic map, Dixon and Hall 2013. A typical characteristic map for a transonic compressor is presented in Figure 2.7, where subscript 1 and 2 are used to denote inlet and outlet conditions to the compressor.

In a characteristic map, the stagnation pressure ratio over the entire machine is plotted as a function of the corrected mass flow, \( \dot{m}\sqrt{T_{0,1}/P_{0,1}} \), for a set of fixed corrected rotational speeds \( \Omega/\sqrt{T_{0,1}} \). Each such plot is called a speedline and represent how the pressure ratio depends on the mass flow and inlet conditions to the compressor.

If the pressure ratio is increased while the rotational speed is kept constant, the compressor will eventually reach the surge line. Beyond this line, the operation of the compressor becomes unstable due to surge or stall, Dixon and Hall 2013. Stall means that the flow over at least some of the blades have stalled, which results in lost capability to build up pressure. Surge on the other hand represent a complete breakdown of the compressor, in which the blades can no longer withstand the back pressure, resulting in that the axial flow speed starts oscillating or even in some cases that the flow runs backwards out of the compressor.
If the pressure ratio on the other hand is decreased, the mass flow will increase and eventually reach an upper limit, which is seen by the more and more vertical shape of the speedline. This represent a case in which some passage of the machine is choked (\(M = 1\)) and hence can not pass any more mass flow, Dixon and Hall 2013.

When a compressor is installed into an engine, it is restricted to operate along an operating line. This line is set by the flow area downstream of the compressor and fixes the pressure ratio and mass flow through the compressor for a given rotational speed, Dixon and Hall 2013.

### 2.7 Euler Work Equation

By combining the law of conservation of angular momentum with the steady state energy balance, an important equation relating changes in stagnation enthalpy and angular velocity along stream surfaces in a compressor can be obtained. This equation is known as the Euler work equation and will be presented below.

#### 2.7.1 Angular Momentum

The angular momentum of a fluid particle relative to some fixed axis in space is given by

\[
\mathbf{L} = mru_\theta, \tag{2.73}
\]

where \(m\) is the mass of the particle, \(r\) is the distance measured perpendicular to the axis and \(u_\theta\) is the angular velocity of the particle around the axis.

#### 2.7.2 Change of Angular Momentum

Consider a system in the form of an axisymmetric streamtube passing over a rotor. The angular momentum within this system can change in either of two ways. First, it can change due to the transfer of fluid carrying angular momentum over the system boundaries. Secondly, it can change due to the torque that the rotor applies to the fluid. These mechanism will be outlined below.

**Transfer through convection**

Due to the definition of a streamtube, fluid flow can only enter and leave it at the beginning and end of it. Let the tangential velocity of the fluid at the inlet be denoted \(u_{\theta,1}\) and suppose that it enters at a radius \(r_1\)
rate of angular momentum entering the system is then given by
\[ \dot{L}_{\text{flow, in}} = \dot{m}_1 r_1 u_{\theta,1}. \] (2.74)

The fluid that leaves the system carries angular momentum out of the system, whereas the corresponding term at the outlet becomes negative. The net rate of change of angular momentum in the system due to fluid flow therefore becomes
\[ \dot{L}_{\text{flow}} = \dot{m}_1 r_1 u_{\theta,1} - \dot{m}_2 r_2 u_{\theta,2}. \] (2.75)

Transfer through torque

The rate at which angular momentum is transferred to the fluid by the rotor blade can be shown to be equal to the torque of the blade, Dixon and Hall 2013
\[ \dot{L}_{\text{rotor}} = \tau_R. \] (2.76)

2.7.3 Steady State Angular Momentum Balance

To balance the angular momentum over a streamtube, it will be assumed that the system is at steady state. Hence the rate of change of both mass and angular momentum at every point inside the system is zero. This means that the angular momentum balance reads
\[ 0 = \dot{L}_{\text{flow}} + \dot{L}_{\text{rotor}}. \] (2.77)

Inserting the formulas for the rate of change due to mass flow and rotor torque and using the fact that the mass flow in and out of the system is equal yields, Dixon and Hall 2013
\[ \tau_R = \dot{m}(r_2 u_{\theta,2} - r_1 u_{\theta,1}). \] (2.78)

2.7.4 Euler Work Equation

The rate of work that the rotor performs on the fluid inside the streamtube is given by, Dixon and Hall 2013
\[ \dot{W}_s = \Omega \tau_R, \] (2.79)

where \( \Omega \) is the angular velocity of the blade. Inserting (2.78) into this expression further gives
\[ \dot{W}_s = \Omega \dot{m}(r_2 u_{\theta,2} - r_1 u_{\theta,1}) = \dot{m}(U_2 u_{\theta,2} - U_1 u_{\theta,1}). \] (2.80)

Here, the blade speed \( U = \Omega r \) was also introduced. By applying the steady state energy balance (2.32) to the streamtube, and substituting the shaft work for (2.80), the following is obtained
\[ \dot{m}(h_{02} - h_{01}) = \dot{m}(U_2 u_{\theta,2} - U_1 u_{\theta,1}). \] (2.81)

Dividing by the mass flow rate, this equation may be rewritten as
\[ \Delta h_0 = \Delta(U u_{\theta}). \] (2.82)

This equation is referred to as the Euler work equation and it can be used to relate the changes in stagnation enthalpy and angular velocity along stream surfaces as long as the flow does not involve heat transfer, Dixon and Hall 2013. Rearranging the Euler work equation, it can be seen that the property
\[ I = h_0 - U u_{\theta}, \] (2.83)

is conserved along streamlines. This property is usually denoted rothalpy, Dixon and Hall 2013. It should be noted that in the absence of a rotating blade \( U = 0 \), the conservation of rothalpy is equivalent to the conservation of stagnation enthalpy, which is consistent with (2.32).
2.8 Streamline Curvature Equations

The governing equations for the SLC method are derived in this section. These equations can be written in a variety of forms, see for example Denton 1978, Pachidis et al. 2007, Hu et al. 2011a and Hu et al. 2011b. The derivation here will result in the same equations as those given by Denton 1978, Korpela 2011 and Pullan 2012. The documentation on the SLC software SC90C also indicates that this formulation is the one implemented, even though the exact details are not given, SC90C 2011.

2.8.1 Assumptions and Coordinate System

To begin with, the flow is assumed to be steady, inviscid and axisymmetric, meaning that flow properties do not vary in the circumferential direction. The axisymmetry can be obtained by regarding all flow properties as circumferentially averaged, Denton 1978.

Since the flow is assumed to be axisymmetric, stream surfaces are assumed not to twist and are therefore usually called streamlines instead. This further means that the flow can be represented in two dimensions in what is known as the meridional plane, depicted in Figure 2.8.

![Figure 2.8: Meridional plane with quasi-orthogonal calculation line.](image)

The momentum equations and the continuity equation are rewritten and solved in the meridional plane along lines that are roughly perpendicular to the streamlines, abbreviated quasi-orthogonals (QO’s), see Figure 2.8. These QO’s must be placed along leading and trailing edges of the rotors and stators, but may also be placed between components as well as inside blade rows, Denton 1978.

2.8.2 Governing Equations

The derivation starts with the Euler equations, describing the balance of momentum for an inviscid fluid. In cylindrical coordinates, non conservative and steady form, they read

\[
\begin{align*}
\frac{u_r}{r} \frac{\partial u_r}{\partial r} + \frac{u_\theta}{r} \frac{\partial u_r}{\partial \theta} + u_x \frac{\partial u_r}{\partial x} - \frac{u_x^2}{r} &= -\frac{1}{\rho} \frac{\partial P}{\partial r} + F_r, \\
\frac{u_r}{r} \frac{\partial u_\theta}{\partial r} + \frac{u_\theta}{r} \frac{\partial u_\theta}{\partial \theta} + u_x \frac{\partial u_\theta}{\partial x} + \frac{u_r u_\theta}{r} &= -\frac{1}{\rho} \frac{\partial P}{\partial r \partial \theta} + F_\theta, \\
\frac{u_r}{r} \frac{\partial u_x}{\partial r} + \frac{u_\theta}{r} \frac{\partial u_x}{\partial \theta} + u_x \frac{\partial u_x}{\partial x} &= -\frac{1}{\rho} \frac{\partial P}{\partial x} + F_x.
\end{align*}
\]
Here, gravitational forces have been neglected and \( F_r, F_\theta \) and \( F_x \) are the blade forces per unit mass of fluid in the radial, tangential and axial direction respectively.

The angles \( \varphi \) and \( \phi \) in Figure 2.8 are denoted the inclination and sweep angle respectively. The inclination angle is taken as positive and the sweep angle as negative in this figure. The meridional velocity of the fluid along a streamline is denoted \( u_m \). Referring to Figure 2.8, the axial and radial velocity can then be expressed as

\[
\begin{align*}
  u_r &= u_m \sin(\varphi), \\
  u_x &= u_m \cos(\varphi).
\end{align*}
\]

Furthermore, the directional derivatives in the meridional direction and along the QO are given by

\[
\begin{align*}
  \frac{\partial}{\partial m} &= \sin(\varphi) \frac{\partial}{\partial r} + \cos(\varphi) \frac{\partial}{\partial x}, \\
  \frac{\partial}{\partial q} &= \cos(\phi) \frac{\partial}{\partial r} - \sin(\phi) \frac{\partial}{\partial x}.
\end{align*}
\]

By inserting (2.87) and (2.88) into (2.84), expanding the derivatives and using the fact that all derivatives with respect to \( \theta \) are zero, the following is obtained.

\[
\begin{align*}
  u_m \sin(\varphi) \left[ \frac{\partial u_m}{\partial r} \sin(\varphi) + u_m \cos(\varphi) \frac{\partial \varphi}{\partial r} \right] \\
  + u_m \cos(\varphi) \left[ \frac{\partial u_m}{\partial x} \sin(\varphi) + u_m \cos(\varphi) \frac{\partial \varphi}{\partial x} \right] - \frac{u_\theta^2}{r} =& -\frac{1}{\rho} \frac{\partial P}{\partial r} + F_r.
\end{align*}
\]

Rearranging this equation yields

\[
\begin{align*}
  u_m \sin(\varphi) \left[ \sin(\varphi) \frac{\partial u_m}{\partial r} + \cos(\varphi) \frac{\partial u_m}{\partial x} \right] \\
  + u_m \cos(\varphi) \left[ \sin(\varphi) \frac{\partial \varphi}{\partial r} + \cos(\varphi) \frac{\partial \varphi}{\partial x} \right] - \frac{u_\theta^2}{r} =& -\frac{1}{\rho} \frac{\partial P}{\partial r} + F_r.
\end{align*}
\]

The terms within the brackets may be rewritten using (2.89) to obtain

\[
\begin{align*}
  u_m \sin(\varphi) \left[ \sin(\varphi) \frac{\partial u_m}{\partial m} + \cos(\varphi) \frac{\partial u_m}{\partial q} \right] \\
  + u_m \cos(\varphi) \left[ \sin(\varphi) \frac{\partial \varphi}{\partial m} + \cos(\varphi) \frac{\partial \varphi}{\partial q} \right] - \frac{u_\theta^2}{r} =& -\frac{1}{\rho} \frac{\partial P}{\partial r} + F_r.
\end{align*}
\]

In a similar manner, (2.86) may be transformed into

\[
\begin{align*}
  u_m \cos(\varphi) \frac{\partial u_m}{\partial m} - u_m^2 \sin(\varphi) \frac{\partial \varphi}{\partial m} = -\frac{1}{\rho} \frac{\partial P}{\partial x} + F_x.
\end{align*}
\]

By multiplying (2.93) by \( \cos(\phi) \) and (2.94) by \( -\sin(\phi) \), the following may be obtained by adding the results together and applying some trigonometry together with the definition of directional derivative (2.90)

\[
\begin{align*}
  u_m \sin(\varphi - \phi) \frac{\partial u_m}{\partial m} + u_m^2 \cos(\varphi - \phi) \frac{\partial \varphi}{\partial m} = -\frac{1}{\rho} \frac{\partial P}{\partial q} + \frac{u_\theta^2}{r} \cos(\phi) + F_q.
\end{align*}
\]

Here it was also used that the component of blade force along the QO may be expressed as \( F_q = \cos(\phi) F_r - \sin(\phi) F_x \). In the Streamline Curvature Method, the gradient of the pressure along a QO is rewritten in terms of gradients of enthalpy and entropy using the Clausius-Gibbs equation (2.43) according to

\[
-\frac{1}{\rho} \frac{\partial P}{\partial q} = T \frac{\partial s}{\partial q} - \frac{\partial h}{\partial q}.
\]

Further, using the definition of stagnation enthalpy, \( h_0 = h + 1/2(u_m^2 + u_\theta^2) \), the Clausius-Gibbs equation becomes

\[
-\frac{1}{\rho} \frac{\partial P}{\partial q} = T \frac{\partial s}{\partial q} - \frac{\partial h_0}{\partial q} + \frac{1}{2} \frac{\partial u_m^2}{\partial q} + \frac{1}{2} \frac{\partial u_\theta^2}{\partial q}.
\]
Inserting this result into (2.95) and rearranging gives

\[
\frac{1}{2} \frac{\partial u_m^2}{\partial q} = \frac{\partial h_0}{\partial q} - T \frac{\partial s}{\partial q} + u_m \sin(\varphi - \phi) \frac{\partial u_m}{\partial m} + u_m^2 \cos(\varphi - \phi) \frac{\partial \varphi}{\partial m} - \frac{u_m^2}{2} \cos(\phi) - \frac{1}{2} \frac{\partial u_m^2}{\partial q} - F_q
\]  

(2.98)

The rate of change of inclination angle in the meridional direction, \( \frac{\partial \varphi}{\partial m} \), represents the amount of curvature of the streamline. It can be rewritten by locally representing the streamline by a circular arc of radius \( r_c \), see Figure 2.8, which gives

\[
\frac{\partial \varphi}{\partial m} = \frac{1}{r_c}
\]  

(2.99)

Here, \( r_c \) is taken as positive if the streamline bends away from the axis of rotation, and negative if it bends towards it (as depicted in Figure 2.8). Referring to Figure 2.8, it can also be seen that \( \frac{\partial \varphi}{\partial m} = \cos(\phi) \). This identity can be used to show that

\[
\frac{1}{2r^2} \frac{\partial (ru_\theta)^2}{\partial q} = \frac{1}{2} \frac{\partial u_\theta^2}{\partial q} + \frac{u_\theta^2}{r} \cos(\phi).
\]

(2.100)

Inserting the results of (2.99) and (2.100) into (2.98) gives the final meridional streamline curvature equation

\[
\frac{1}{2} \frac{\partial u_m^2}{\partial q} = \frac{\partial h_0}{\partial q} - T \frac{\partial s}{\partial q} - \frac{1}{2r^2} \frac{\partial (ru_\theta)^2}{\partial q} - F_q + \sin(\varphi - \phi) u_m \frac{\partial u_m}{\partial m} + \cos(\varphi - \phi) \frac{u_m^2}{r_c}.
\]

(2.101)

This equation describes the gradient of meridional velocity along a QO, but does not account for the magnitude of it. To do this, continuity must be ensured by requiring that the mass flow past each QO is constant. Since the flow is assumed axisymmetric, the mass flow can be evaluated as, Denton 1978

\[
\dot{m} = \int_{QO} 2\pi r \rho u_m \cos(\varphi - \phi)(1 - b) dq.
\]

(2.102)

The integral is taken along a QO between the hub and shroud of the compressor. The parameter \( b \) describes the fraction of the passage that is blocked due to the thickness of the blades and boundary layers, in cases the QO is situated inside a blade row.

### 2.9 Favre Averaged Navier Stokes Equations

Modeling of fluid flow through Computational Fluid Dynamics (CFD) is nowadays an important and common tool in the design and analysis of turbomachinery. If applied correctly, CFD can give detailed information about blade pressure distribution, shock wave patterns, boundary layer development etc., for arbitrary turbomachinery designs, Calvert and Ginder 1999, Denton and Dawes 1999. In this section, the Favre averaged Navier-Stokes equations are derived and the closure models needed to model turbulence are presented.

#### 2.9.1 Governing Equations

The flow is considered to follow the compressible form of the continuity, momentum and energy equations. These are often referred to as the Navier-Stokes equations, which in conservative form read, Wilcox 1998

\[
\frac{\partial p}{\partial t} + \frac{\partial (\rho u_j)}{\partial x_j} = 0,
\]

(2.103)

\[
\frac{\partial (\rho u_i)}{\partial t} + \frac{\partial (\rho u_i u_j)}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{\partial \sigma_{ij}}{\partial x_j}.
\]

(2.104)

\[
\frac{\partial (\rho e_0)}{\partial t} + \frac{\partial (\rho e_0 u_j)}{\partial x_j} = -\frac{\partial (p u_j)}{\partial x_j} - \frac{\partial q_j}{\partial x_j} + \frac{\partial (u_i \sigma_{ij})}{\partial x_j}.
\]

(2.105)
In equations (2.104) and (2.105), \( \sigma_{ij} \) is the viscous stress tensor, which is modeled through Newton’s viscosity law according to

\[
\sigma_{ij} = 2 \mu \left( S_{ij} - \frac{1}{3} S_{kk} \delta_{ij} \right). \tag{2.106}
\]

The term \( S_{ij} \) is the strain-rate tensor, which is defined as

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right). \tag{2.107}
\]

The heat flux vector, \( q_j \), in (2.105) is modeled through Fourier’s law as

\[
q_j = -k \frac{\partial T}{\partial x_j} = -c_p \frac{\mu}{Pr} \frac{\partial T}{\partial x_j}, \tag{2.108}
\]

where \( k \) is the constant of heat conductivity, \( \mu \) the dynamic viscosity and \( Pr \) the laminar Prandtl number

\[
Pr = \frac{c_p \mu}{k}. \tag{2.109}
\]

The specific heat, dynamic viscosity and constant of heat conductivity are assumed to be constants. The energy equation is written in terms of the energy per unit mass, \( e_0 \). The potential energy is neglected, whereby it becomes the sum of internal and kinetic energy

\[
e_0 = e + \frac{u_k u_k}{2}. \tag{2.110}
\]

To close the system of equations, an equation of state for the fluid is also needed. As before, the gas is assumed to obey the ideal gas law

\[
p = \rho RT. \tag{2.111}
\]

Also, since the gas is assumed to be calorically perfect, the relations given in (2.13), (2.14) and (2.15) holds for the internal energy, enthalpy and gas constant respectively.

### 2.9.2 Favre Averaging

The flow within a transonic compressor is both turbulent and takes place at high Reynolds numbers. Under these conditions, it is too expensive to solve the governing equations (2.103) - (2.105) directly by resolving all turbulent scales. Instead, the concept of Favre averaging is introduced. The Favre, or density-weighted, average, of a certain flow field variable \( \Psi \) is defined as, Versteeg and Malalasekera 2007

\[
\tilde{\Psi} = \frac{\rho \Psi}{\bar{\rho}}. \tag{2.112}
\]

Here, the overline denotes time averaging according to

\[
\overline{\Psi}(t) = \frac{1}{2T} \int_{t-T}^{t+T} \Phi(\tau) d\tau. \tag{2.113}
\]

The idea behind the averaging is to decompose flow field variables into an averaged part, describing the mean field, and a fluctuating part, containing the turbulent fluctuations. The mean field part can either be taken as the time average or the Favre average of the flow field variable, giving rise to the following two decompositions

\[
\Phi = \overline{\Phi} + \Phi', \tag{2.114}
\]
\[
\Psi = \overline{\Psi} + \Psi''. \tag{2.115}
\]

This decomposition is based upon the assumption of scale separation. This means that in the time averaging, (2.113), the time \( T \) can be found such that it is larger than the largest time scale of the turbulent fluctuations, yet smaller than a representative time scale of the mean field. Under this assumption, it also holds true that
any time averaged quantity, and thereby Favre averaged quantity, can be moved outside the integral if it is being part of a time average, i.e.

\[
\psi \Phi = \psi \Phi, \quad (2.116)
\]

\[
\tilde{\psi} \tilde{\Phi} = \tilde{\psi} \tilde{\Phi}. \quad (2.117)
\]

This further can be used to show that

\[
\Phi' = 0, \quad (2.118)
\]

\[
\rho \Psi'' = 0. \quad (2.119)
\]

The Navier-Stokes equations can be rewritten by decomposing the velocity, \(u_i\), the internal energy, \(e\), and temperature, \(T\), according to \(2.115\). The pressure is further decomposed according to \(2.114\). By time averaging the resulting equations and applying the relations presented above, the Favre averaged Navier-Stokes equations are obtained, Wilcox 1998

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho \tilde{u}_j)}{\partial x_j} = 0, \quad (2.120)
\]

\[
\frac{\partial (\rho \tilde{u}_i)}{\partial t} + \frac{\partial (\rho \tilde{u}_i \tilde{u}_j)}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \rho u''_j e'' + pu''_j \right) + \frac{\partial}{\partial x_j} \left( \tilde{u}_i \left( \sigma_{ij} - \rho u''_i u''_j \right) \right) \quad (2.121)
\]

\[
\frac{\partial (\rho \tilde{e}_0)}{\partial t} + \frac{\partial (\rho \tilde{e}_0 \tilde{u}_j)}{\partial x_j} = -\frac{\partial (\rho \tilde{T})}{\partial x_j} - c_p \mu \frac{\partial T}{\partial x_j} + \frac{\partial}{\partial x_j} \left( \tilde{u}_i \left( \sigma_{ij} - \rho u''_i u''_j \right) \right) \quad (2.122)
\]

Here, the Favre averaged energy is defined as the sum of the Favre averaged internal energy, mean kinetic energy and turbulent kinetic energy according to

\[
\tilde{e}_0 = \tilde{\tilde{e}} + \frac{\tilde{u}_k \tilde{u}_k}{2} + \frac{u''_k u''_k}{2}. \quad (2.123)
\]

Furthermore, the time average of the viscous stress tensor and heat flux vector are given by

\[
\sigma_{ij} = 2 \mu \left( \tilde{S}_{ij} - \frac{1}{3} \tilde{S}_{kk} \delta_{ij} \right) + 2 \mu \left( \tilde{\sigma}_{ij} - \frac{1}{3} \tilde{\sigma}_{kk} \delta_{ij} \right), \quad (2.124)
\]

\[
\bar{q}_j = -c_p \frac{\mu}{Pr} \frac{\partial \tilde{T}}{\partial x_j} - c_p \frac{\mu}{Pr} \frac{\partial \bar{T}}{\partial x_j}. \quad (2.125)
\]

The Favre averaged strain rate tensor and the corresponding fluctuating part, \(\tilde{S}_{ij}\) and \(\tilde{\sigma}_{ij}\), are defined as in equation \(2.107\) but with the velocity being the Favre average and its corresponding fluctuating part respectively.

Applying the same procedure to the ideal gas law gives, Wilcox 1998

\[
\tilde{p} = \tilde{\rho} R \tilde{T}. \quad (2.126)
\]

In the equations for the internal energy and enthalpy, \(2.13\) and \(2.14\), the energy, enthalpy and temperature are decomposed according to \(2.115\). By multiplying the resulting equations by the density and time average, the following equations are obtained

\[
\tilde{e} = c_v \tilde{T}, \quad (2.127)
\]

\[
\tilde{h} = c_p \tilde{T}. \quad (2.128)
\]
The Favre averaged Navier stokes equations, (2.120) - (2.122), together with the equation of state (2.126) and the relations for internal energy and enthalpy, (2.127) and (2.128), does not form a closed system of equations. In order to close the system of equations, further models and assumptions must be introduced for the unknowns introduced in the averaging process.

2.9.3 Modeling and assumptions

Viscous stress and heat flux

Starting with the time averaged viscous stress tensor in (2.124), the term containing the contributions from turbulent fluctuations, $\sigma_{ij}^{\prime\prime}$, is being neglected. The same approach is also taken for the time averaged heat flux vector in (2.125), where the term $q_{j}^{\prime\prime}$ is being neglected.

Reynolds-stress tensor

The Reynolds-stress tensor, $\rho u_{i}^{\prime\prime} u_{j}^{\prime\prime}$, present in (2.121) and (2.122) is modeled through an eddy viscosity approach using the Boussinesq assumption, Wilcox 1998

$$-\rho u_{i}^{\prime\prime} u_{j}^{\prime\prime} = 2\mu_t \left( \tilde{S}_{ij} - \frac{1}{3} \tilde{S}_{kk} \delta_{ij} \right) - \frac{2}{3} \rho k \delta_{ij}, \quad (2.129)$$

where $\mu_t$ and $k$ are the turbulent viscosity and turbulent kinetic energy respectively. These properties are calculated using a turbulence model, as will be presented later.

Turbulent Heat-Flux Vector

The heat flux due to turbulent fluctuations, $\rho u_{j}^{\prime\prime} e^{\prime\prime} + p u_{j}^{\prime\prime}$, in (2.122) is modeled through a temperature gradient approach to resemble its laminar counterpart. This gives rise to the following model, Wilcox 1998

$$\rho u_{j}^{\prime\prime} e^{\prime\prime} + p u_{j}^{\prime\prime} = -c_p \frac{\mu_t}{Pr_t} \frac{\partial \tilde{T}}{\partial x_j}, \quad (2.130)$$

where $Pr_t$ is the turbulent Prandtl number.

Molecular Diffusion and Turbulent Transport

The terms $\sigma_{ij} u_{i}^{\prime\prime}$ and $1/2 \rho u_{i}^{\prime\prime} u_{j}^{\prime\prime}$ in (2.122) represent transport by molecular diffusion and turbulent fluctuations. These terms can be ignored for flows up to and around the sonic regime ($M \approx 1$) but must be considered for hypersonic speeds, Wilcox 1998. The flow in a transsonic compressor typically lies in the sonic regime but is never close to being hypersonic. These terms are therefore being neglected.

2.9.4 Turbulence model

To close the system of equations, a turbulence model needs to be introduced in order to compute the turbulent viscosity, $\mu_t$, and the turbulent kinetic energy, $k$. In this work, the standard $k - \varepsilon$ model with a relizability constraint has been used. In this model, two transport equations for the Favre averaged turbulent kinetic energy and its corresponding dissipation rate are solved. They read as follows, Olausson 2011

$$\frac{\partial (\rho k)}{\partial t} + \frac{\partial (\rho \tilde{u}_j k)}{\partial x_j} = P_k + \frac{\partial}{\partial x_j} \left( \left( \mu + \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right) - \rho \varepsilon, \quad (2.131)$$

$$\frac{\partial (\rho \varepsilon)}{\partial t} + \frac{\partial (\rho \tilde{u}_j \varepsilon)}{\partial x_j} = C_{\varepsilon} \frac{\varepsilon}{k} P_k + \frac{\partial}{\partial x_j} \left( \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_j} \right) - C_{\varepsilon} 2 \rho \frac{\varepsilon^2}{k}, \quad (2.132)$$

The production of turbulent kinetic energy is further given by

$$P_k = \left( 2 \mu_t \left( \tilde{S}_{ij} - \frac{1}{3} \tilde{S}_{kk} \delta_{ij} \right) - \frac{2}{3} \rho k \delta_{ij} \right) \frac{\partial \tilde{u}_j}{\partial x_j}. \quad (2.133)$$
The turbulent viscosity is calculated using a realizability constraint according to, Olausson 2011

\[
\mu_t = \min \left( C_\mu \frac{k^2}{\varepsilon}, \frac{0.4\mu k}{\sqrt{S_{ij}S_{ij}}} \right). \tag{2.134}
\]

The various constants used in the turbulence model as well as in the Navier-Stokes equations are listed in Table 2.5.

<table>
<thead>
<tr>
<th>(C_\mu)</th>
<th>(C_{c1})</th>
<th>(C_{c2})</th>
<th>(\sigma_k)</th>
<th>(\sigma_\varepsilon)</th>
<th>(P_{rt})</th>
<th>(Pr)</th>
<th>(\mu) [Pa s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.09</td>
<td>1.44</td>
<td>1.92</td>
<td>1.0</td>
<td>1.3</td>
<td>0.9</td>
<td>0.72</td>
<td>1.7 \cdot 10^{-5}</td>
</tr>
</tbody>
</table>

### 2.9.5 Final Equations

By substituting the models into the Favre averaged Navier-Stokes equations as well as omitting the neglected terms, the modeled Favre averaged Navier-Stokes equations can be written in compact form as

\[
\frac{\partial \mathbf{Q}}{\partial t} + \frac{\partial \mathbf{F}_j}{\partial x_j} = \mathbf{H}. \tag{2.135}
\]

The state vector \(\mathbf{Q}\), which includes the conservative variables, is given by

\[
\mathbf{Q} = \begin{bmatrix}
\rho \\
\rho u_i \\
\rho e \\
\rho k \\
\rho \varepsilon
\end{bmatrix} \tag{2.136}
\]

The flux vector \(\mathbf{F}_j\) is furthermore given by

\[
\mathbf{F}_j = \begin{bmatrix}
\rho \bar{u}_j \\
\rho \bar{u}_i \bar{u}_j + \rho \delta_{ij} - \tau_{ij} \\
\rho \bar{e}_0 \bar{u}_j + \rho \delta_{ij} - \tau_{ij} \\
\rho \bar{u}_j k - \left( \mu + \mu_t \sigma_k \right) \frac{\partial k}{\partial x_j} \\
\rho \bar{u}_j \varepsilon - \left( \mu + \mu_\varepsilon \sigma_\varepsilon \right) \frac{\partial \varepsilon}{\partial x_j}
\end{bmatrix} \tag{2.137}
\]

The complete stress tensor, \(\tau_{ij}\), containing both viscous and turbulent effects, is given by

\[
\tau_{ij} = 2(\mu + \mu_t) \left( \hat{S}_{ij} - \frac{1}{3} \hat{S}_{kk} \delta_{ij} \right) - \frac{2}{3} \bar{p} k \delta_{ij}. \tag{2.138}
\]

Finally the source vector \(\mathbf{H}\) is given by

\[
\mathbf{H} = \begin{bmatrix}
0 \\
0 \\
0 \\
P_k - \rho e \\
C_{c1} \frac{P_k}{P_k - C_{c2} \rho e^2}
\end{bmatrix} \tag{2.139}
\]

These equations, together with (2.123), (2.126), (2.127) and (2.128) form a closed system of equations.
2.9.6 Rotating Frame of Reference

When CFD is applied to rotors, a rotating frame of reference is applied. In this case, the Favre averaged Naver-Stokes equations are reformulated in terms of the relative velocity instead. Additional source terms must then be added to the equations to include the fictive coriolis and centrifugal force. If the $x$ axis is aligned with the shaft of the compressor, the source term in the $y$ and $z$ momentum equations become

\[ S_{y,R} = 2\Omega \rho \tilde{u}_z + \Omega^2 \rho x_y, \]  
\[ S_{z,R} = -2\Omega \rho \tilde{u}_y + \Omega^2 \rho x_z. \]  

(2.140)  
(2.141)

Here, the first and second terms on the right hand side represent the coriolis and centrifugal effects respectively.

A source term must also be added to the energy equation, since the fictive acceleration gives rise to extra work. This source term can be shown to be

\[ S_{e,R} = \Omega^2 \rho (\tilde{u}_y x_y + \tilde{u}_z x_z). \]  

(2.142)
3 Method

3.1 Streamline Curvature Method

The streamline curvature method is based upon solving the meridional streamline curvature equation (2.101) and the continuity equation (2.102) together with a suitable form of the energy equation, e.g. the Euler work equation (2.82), and an equation of state, Templalexis et al. 2011. Additional correlations and physical models are also needed if no empirical data is provided. The correlations are used to determine the losses and turning of the flow over the blades and are functions of the blade geometry. The physical models are used to model effects such as mixing of entropy, energy and angular momentum in the spanwise direction, Gallimore 1986.

The streamline curvature software SC90C, which is developed and distributed by PCA Engineers Ltd, is used in this project. The source code to SC90C is closed and the documentation on the implementation is sparse. However, literature on most of the correlations and physical models employed in SC90C is available in the open literature. Also, good references are available on how the general numerical algorithm in streamline curvature codes works.

The setup of SC90C is described in this section. This includes the computational domain, boundary conditions as well as choice of correlations and physical models. A general description of how the numerical algorithm works is also presented.

3.1.1 Computational Domain

The discretization of the meridional plane is done by introducing a mesh consisting of a set of QO’s and streamlines. The grid points, in which all data is stored, is defined as the intersection between the QO’s and the streamlines, Templalexis et al. 2011.

The computational domain was set up without QO’s inside blade rows, since the available version of SC90C does not feature this option, SC90C 2011. The compressor that was analyzed consist of three stages and an inlet guide vane (IGV) before the first stage. In total, 24 QO’s was used, 5 was placed in front of the IGV in the inlet duct, one QO was placed at energy leading and trailing edge of the following components (total = 14) and finally 5 QO’s was placed after the last stator. No QO’s were placed in between the components, since they are quite closely stacked and SLC methods become more unstable the more closely the QO’s are placed, Denton 1978. Due to restrictions in the available version of SC90C, the QO’s can only be straight lines. This means that the exact position of curved leading and trailing edges of swept blades can not be captured. The computational grid is depicted in Figure 3.1.

![Computational grid in the meridional plane.](image)

The positions of the streamlines are kept fixed at the trailing edge of the first rotor, but are allowed to vary along the other QO’s as the program converges. The movement of the streamlines is done to ensure that the mass flow in each streamtube, between two streamlines, is constant throughout the compressor.

3.1.2 Numerical Method

Boundary Conditions

The following boundary conditions must be specified at the inlet to the compressor in the SLC method.
• Spanwise variation of total pressure, $P_0$.
• Spanwise variation of total temperature, $T_0$.
• Spanwise variation of swirl angle, $\alpha$.
• Total mass flow through compressor.

The spanwise variation in total pressure and temperature are set based on 3D CFD data available on the compressor. Further, the swirl angle is set to a uniform distribution of 0 and the mass flow is varied to achieve a desired pressure ratio. Finally, the rotational speed must also be specified.

**Numerical Algorithm**

Below, the general numerical algorithm in the SLC method is presented, as given by Pullan 2012. The exact implementation in SC90C is not available, but where literature relevant for SC90C has been found, additional information has been added to the description below.

1. Initialization of the solution
   a) Initialize the location of the streamlines
   b) Initialize the velocity distribution along each QO

2. By using a curve fit of the streamlines through each grid point, compute the following
   a) Radius of curvature, $r_c$
   b) Inclination angle, $\varphi$

3. Starting with the specified inlet conditions, march along each streamline, from inlet to outlet, and determine the following at the intersection with each QO
   a) Tangential velocity, $u_\theta$.
      At the inlet it is known through the meridional velocity and the specified swirl angle through (2.3). Between blade rows, it can be found through the conservation of angular momentum, $ru_\theta$.
      Within blade rows, the tangential velocity can be obtained from the meridional velocity together with the flow angles imposed by the blade geometry.
      Finally at the exit of blade rows, it can be obtained from the meridional velocity together with specified flow exit angles, obtained from empirical input or correlations.
      In cases the blade is a rotor, the tangential velocity due to rotation, $r\Omega$, must also be added.
      In SC90C, angular momentum is also assumed to be able to transfer in the spanwise direction through turbulent mixing. Therefore, the exact conservation of angular momentum along a streamline is not valid, as will be described later.
   b) Stagnation enthalpy, $h_0$.
      Along each streamline, the rothalpy, (2.83), is conserved. Since $u_\theta$ is known, the conservation of rothalpy along each streamline can be used to calculate the stagnation enthalpy along each streamline.
      In SC90C, the stagnation enthalpy, like the angular momentum, is also assumed to be able to transfer between streamlines in the spanwise direction as a result of turbulent mixing. As for the angular momentum, this means that the rothalpy is not exactly conserved, which will be described later.
   c) Entropy, $s$.
      At the inlet, the entropy can be obtained from an equation of state using the other specified quantities.
      Between blade rows, the entropy is assumed to be conserved.
      Across blade rows, the changes can be found through loss coefficients, obtained from correlations or empirical input.
      As for both the angular momentum and stagnation enthalpy, SC90C allows for spanwise transport of entropy through turbulent mixing. This means that additional entropy change along each streamline also occurs throughout the machine, which will be described later.
4. Integrate the streamline curvature equation, (2.101), along each QO using a finite difference scheme.
   The iteration typically starts with the velocity at the mid streamline and proceeds outwards towards hub
   and shroud to obtain a new velocity profile.

5. Evaluate the continuity equation, (2.102).
   The density can be obtained through an equation of state for the fluid, since the thermodynamics
   properties along each streamline have been obtained in the previous steps.
   If the mass flow does not coincide with the specified mass flow, update the mid streamline velocity
   accordingly and return to step 4.

6. Update the streamline positions to make sure that each streamtube passes the same mass flow throughout
   the compressor.

7. Return to step 2.

The models used in SC90C for flow exit angles, losses and spanwise mixing will be described next.

### 3.1.3 Correlations and Physical Models

#### Deviation

The swirl angle is necessary to have to compute the tangential velocity at exit to the blades. Referring to
Figure 2.4, the swirl angle can be calculated as the sum of the blade exit angle and the deviation according to

\[ \alpha_2 = \alpha'_2 + \delta. \] (3.1)

It should be noted that for rotors, the outlet swirl angle is the relative swirl angle, \( \beta_2 \). In SC90C, the blade
angles are specified across the span and the correlations of Wright and Miller 1991 are used to calculate the
deviation.

#### Pressure loss

The entropy generation over the blades is calculated based on correlations for the pressure loss coefficient, \( Y_p \),
given in (2.67) and (2.72). The correlations used are those of Wright and Miller 1991. The model computes
the total pressure loss based on individual correlations for the profile loss, shock loss and secondary losses
according to

\[ Y_{p, \text{tot}} = Y_{p, \text{prof}} + Y_{p, \text{shock}} + Y_{p, \text{sec}}. \] (3.2)

The profile and shock loss includes losses generated in the boundary layers and shock waves respectively. The
secondary loss includes three dimensional losses. These correlations were devised for rotors and stators but
does not apply to inlet guide vanes. In cases where an IGV is used, SC90C instead uses a constant pressure
loss coefficient of 0.02 across the span, SC90C 2011.

It should be noted that the Wright and Miller correlations for both deviation and loss were devised for
Double Circular Arc (DCA) blade profiles. These profiles are rarely used in modern compressors, but instead
more sophisticated blade profiles tailored by CFD are employed to minimize losses. For this purpose, SC90C
allows correction factors for both the deviation and the individual loss coefficients to be specified across the
span.

The pressure loss coefficient can also be used to calculate the stagnation pressure after the blade row, once
the stagnation temperature before and after the blade row are known. By the definition of the pressure loss
coefficient, (2.67) and (2.72), and the relation for the isentropic stagnation pressure after the blade row, (2.71),
the stagnation pressure after the blade row becomes

\[ P_{0,2} = P_{0,1} \left( \frac{T_{0,2}}{T_{0,1}} \right)^{\gamma/(\gamma-1)} - Y_{p, \text{tot}} (P_{0,1} - P_1). \] (3.3)

The stagnation properties are evaluated in a relative and absolute frame of reference for a rotor and stator
respectively.
Annulus Wall Boundary Layers

Correlations developed by Wright and Miller 1991 for predicting the blockage of the channel due to boundary layers at the hub and shroud are also implemented in SC90C. The effect of the boundary layers are assumed to be that they compress the inviscid part of the flow. This is accounted for by calculating a blockage factor that is introduced into the continuity equation, (2.102). This results in that the blockage affects every streamtube across the span equally much, which is nonphysical. The experience from previous use of blockage factors at GKN Aerospace is also that the results are not satisfactory. Therefore, the boundary layer calculation was not used in this work.

Spanwise Mixing

In conventional SLC codes, no transport of stagnation enthaply, entropy or angular momentum is assumed to take place between streamlines. This is not a good assumption for multistage axial flow compressors, in which especially mixing due to turbulent diffusion has been found to have an important effect on the spanwise distribution of stagnation enthalpy, entropy and angular momentum, Gallimore 1986, Howard and Gallimore 1993. Below follows a short description of how spanwise mixing is accounted for in SC90C.

Starting with the stagnation enthalpy, the Euler work equation, (2.82), states that in the absence of a rotating blade, it is constant along a streamline. This is not generally true since the equation was derived under the assumption that there is no heat transfer and shear forces between adjacent streamtubes. In a compressor, there is almost always a temperature gradient in the spanwise direction, meaning that in reality, there is a heat flux in the spanwise direction. Furthermore, the temperature can rise in a streamtube due to the dissipation of turbulence. Finally, if velocity gradients exist in the spanwise direction, turbulent shear stress will cause the velocity in a streamtube to change as well.

The angular momentum should also be conserved along a streamline in the absence of blade forces, according to (2.78). However, this equation was derived by assuming that no forces acted on the top and bottom of the streamtube. If in fact velocity gradients exist in the spanwise direction, turbulent shear stress will give rise to tangential forces, which thereby can change the angular momentum in a streamtube.

Finally, it was mentioned in section 2.4.3 that heat transfer through temperature gradients and dissipation of turbulence due to viscous friction generates entropy. Therefore, in the presence of turbulence and spanwise temperature gradients, the entropy is no longer conserved along a streamline.

Several improvements have been observed on SLC solutions when spanwise mixing is included, Gallimore 1986. First, it has been found that very different spanwise loss distributions must be specified in order to achieve the same velocity profiles dependent if spanwise mixing is used or not. This affects the design of a compressor, in which a false distribution of loss can give the desired performance. Secondly, it has been found that accurate stagnation temperature profiles are very hard to achieve when spanwise mixing is not used, independent on the input of loss distributions. Finally, it has been found that if realistic (high) losses at the hub and shroud are specified, the use of spanwise mixing is essential for preventing unrealistic temperature rise in these regions.

The spanwise mixing model of Gallimore 1986 is implemented in SC90C and have been employed in this work. The exact equations describing the change of the properties along streamlines will not be given here. In general however, they can be written as

$$\frac{\partial \psi}{\partial m} = \Phi_{\text{mix}} + \Phi_{\text{blade}},$$

(3.4)

where $\psi$ is a certain property. Furthermore, $\Phi_{\text{mix}}$ and $\Phi_{\text{blade}}$ are the rate of change due to spanwise mixing and blade effects respectively.

On a final note, the meridional streamline curvature equation (2.101) can be left intact even when turbulent effects are being considered, as long as the QO’s and streamlines are close to orthogonal. This is because the shear stresses in the meridional direction then have negligibly small components, Gallimore 1986.

3.2 Computational Fluid Dynamics

The flow in axisymmetrical streamtubes passing over the blades have been computed using Computational Fluid Dynamics (CFD) to analyze the flow past them. These types of calculations are usually referred to as Quasi-three-dimensional (Q3D) blade-to-blade calculations, Denton and Xu 1999. The abbreviation Q3D comes
from that the two dimensional features of the flow are resolved, while the three dimensional effects associated with changes in thickness and radius of the streamtube are still accounted for.

The code used in this work belongs to the family of G3D finite-volume codes developed by Eriksson 1995. It solves the compressible Navier-Stokes equations in conservative form on a structured, boundary-fitted, curve-linear, non-orthogonal, multiblock mesh using the finite volume method (FVM). To enable efficient Q3D simulations on streamtubes, the code also includes the source term developed by Ellbrant and Eriksson 2014.

### 3.2.1 Computational Domain

For each blade, a set of blade-to-blade calculations are performed in axisymmetric streamtubes at different spanwise locations. This is accomplished by constructing a three dimensional mesh that has the shape of a streamtube, as depicted by the dark shaded region in Figure 3.2.

![Figure 3.2: Schematic representation of the computational domain.](image)

The mesh is three dimensional in the sense that it changes both radius and thickness over the blade, as depicted in Figure 3.2 (a). The effects associated with changing radius and thickness of the streamtube can then be accounted for, since the three dimensional governing equations are solved on the mesh. Accurately accounting for these two effects is very important in order to obtain good results from blade-to-blade calculations, Denton and Dawes 1999. It should also be noted that the mesh is only one cell thick in the radial direction. This is possible by the use of an extra source term, as will be described later.

The mesh is constructed based on data obtained from the SLC method. First of all it is wrapped around a selected streamline that the SLC method has calculated, see Figure 3.2 (a). As presented in Figure 3.2, it was also chosen to extend the domain to include an inlet region and outlet region before and after the blade passage respectively. The extension of the domain gives rise to a problem, since the SLC data will be used as boundary conditions for the blade-to-blade calculation. This is because the SLC data is only available at the leading and trailing edge, but they should be applied at the inlet and outlet of the domain, which lies in front and behind the leading and trailing edge respectively. To account for the problem, it was decided to extend the domain with constant radius and thickness, as seen in Figure 3.2 (a). In doing so, most properties will stay unchanged in the CFD solution between the inlet/outlet and leading/trailing edge. For example the conservation of angular momentum leads to the swirl velocity being unchanged.

The change in streamtube thickness is accounted for by letting the mesh linearly change thickness between the leading and trailing edge of the blade. The thickness at the leading and trailing edge is furthermore calculated based on the spanwise variation in mass flow obtained from the SLC solution.

An example of the computational domain for a rotor, including the block structure and final mesh topology is presented in Figure 3.3.

---

1 Airfoil profile obtained from UIUC Airfoil Coordinates Database: [http://www.ae.uiuc.edu/m-selig/ads/coord_database.html](http://www.ae.uiuc.edu/m-selig/ads/coord_database.html). Data is released under the GNU General Public Licence. See [http://www.ae.uiuc.edu/m-selig/pd/gpl.html](http://www.ae.uiuc.edu/m-selig/pd/gpl.html) for more details.
3.2.2 Numerical Method

Discretization of Governing Equations

The governing equations, written in conservative and compact form reads

$$\frac{\partial Q}{\partial t} + \frac{\partial F_j}{\partial x_j} = H. \quad (3.5)$$

The state vector $Q$, the flux vector $F_j$ and the source vector $H$ have been defined previously in (2.136), (2.137) and (2.139) respectively. Integrating (3.5) over an arbitrary control volume $\Omega$ yields

$$\int \frac{\partial Q}{\partial t} \, dV + \int \frac{\partial F_j}{\partial x_j} \, dV = \int H \, dV. \quad (3.6)$$

Let the volume average of $Q$ and $H$ be denoted $\bar{Q}$ and $\bar{H}$ respectively. Let further the volume of $\Omega$ be denoted $V$. By applying the Gauss Theorem to the second term in (3.6), the equation may be rewritten as

$$\frac{\partial \bar{Q}}{\partial t} V + \int_{\partial \Omega} F_j \cdot dS_j = \bar{H} V. \quad (3.7)$$

Here it was also assumed that the control volume does not change in time. For the rectangular shaped control volumes employed in the finite volume discretization, the surface integral is approximated as

$$\int_{\partial \Omega} F_j \cdot dS_j = \sum_{k=1}^{\text{All Faces}} [F_j \cdot S_j]_k. \quad (3.8)$$

The area vector $S_j$ can be rewritten as $n_j S$, where $n_j$ and $S$ denote the outwards facing normal and area of the face respectively. Substitution of (3.8) into (3.7) gives the following formulation of the governing equations

$$\frac{\partial \bar{Q}}{\partial t} V + \sum_{k=1}^{\text{All Faces}} [F_j \cdot S_j]_k = \bar{H} V. \quad (3.9)$$

The volume averaged values of the conservative variables in the state vector $Q$ are regarded as the unknowns in the numerical solution. Furthermore, the volume averaged source vector is approximated using the volume averages entities in $Q$, i.e.

$$H \approx \bar{H}(Q). \quad (3.10)$$

The flux vector is reconstructed on the faces using different types of numerical schemes, as will be presented next.
Spatial Discretization

To reconstruct the flux vector on the cell faces, it is first divided into convective and diffusive fluxes according to

\[
F_j = \begin{bmatrix}
ρ \tilde{u}_j \\
\overline{p} \tilde{u}_j + p \delta_{ij} \\
\overline{p} \epsilon \tilde{u}_j + \overline{p} \tilde{u}_j \\
\rho \tilde{u}_j k \\
\rho \tilde{u}_j \varepsilon
\end{bmatrix} + \begin{bmatrix}
0 \\
- \tau_{ij} \\
- \mu \frac{\partial \tilde{T}}{\partial x_j} - \tilde{u}_i \tau_{ij} \\
- \mu \frac{\partial k}{\partial x_j} \\
- \mu \frac{\partial \varepsilon}{\partial x_j}
\end{bmatrix} \ .
\] (3.11)

The convective and diffusive fluxes are reconstructed using different numerical schemes, as will be briefly presented next. A more thorough description of the schemes are given by Andersson 2005 and Burak 2010.

Convective Fluxes

The convective fluxes are reconstructed on the cell faces using a third-order upwind scheme. The upwinding is done on what is known as the characteristic variables, and the direction of upwinding is based upon the direction of propagation relative to the cell faces of these variables, known as the characteristic speeds. The characteristic variables and corresponding speeds can be shown to be functions of the primitive variables (\(\rho\), \(\tilde{u}_i\), \(p\), \(k\) and \(\varepsilon\)). The primitive variables are in turn interpreted as the cell averages, and are computed directly from the state vector \(Q\). The characteristic variables linked to the density, velocities and pressure can be interpreted as one entropy wave, two vorticity waves and two acoustic waves. The turbulent quantities are their own characteristic variables, with characteristic speeds given by the velocity of the flow relative to the cell face.

The algorithm starts by calculating the characteristic speeds at the cell faces, based on the average value of the primitive variables in the two adjacent cells. The characteristic variables are then computed at the cell face based on upwinded values of the primitive variables at the cell face. The direction of upwinding for the primitive variables are based on the speed of the characteristic variable that is being calculated. The characteristic variables are finally transformed back into the primitive variables, which in turn are used to calculate the convective part of the flux vector (3.11) at the face.

Diffusive Fluxes

The gradients and values of the primitive variables needs to be estimated at the cell faces to evaluate the diffusive fluxes. This is done using a compact, second order, centered difference scheme.

The algorithm starts by calculating the gradients of the primitive variables at each face in the computational space using a centered difference scheme. The computational space can be regarded as the space occupied by the corresponding unwrapped mesh with cells consisting of cubes with side 1. These gradients are then transformed into physical space, based on the topology of the mesh. To estimate the values of the primitive variables at the faces, the centered average of the values in the adjacent cells are used. Finally, the gradients and values of the primitive variables at the faces are used to calculate the diffusive part of the flux vector in (3.11).

Temporal Discretization

The governing equations are integrated explicitly in time using a three-stage, second order, Runge-Kutta algorithm. In this work, only steady state flow over the blades are studied. This means that it is assumed that the flow will eventually converge towards a steady state solution from the initial conditions set.

When the fluxes over the cell faces together with the source vector have been evaluated, (3.9) can be written as

\[
\frac{\partial Q^n}{\partial t} = R^n,
\] (3.12)

where \(n\) and \(R\) denotes the current time step and the sum of the fluxes and source terms respectively. The algorithm then computes the state vector \(Q\) at time step \(n + 1\) according to
\[ Q^* = Q^n + \Delta t R^n, \]
\[ Q^{**} = \frac{1}{2} (Q^n + Q^* + \Delta t R^*), \]
\[ Q^{n+1} = \frac{1}{2} (Q^n + Q^* + \Delta t R^{**}). \] (3.13)

As can be seen, the algorithm depends on the flux and source vector to be recalculated twice using the intermediate values for the state vector \( Q \), which are denoted with asterix.

**Boundary Conditions**

The boundary conditions are applied at the cell faces by using two layers of ghost cells placed outside the boundary. The values in these cells are chosen so that the interpolated value at the boundary becomes the specified one. Using ghost cells has the advantage that the same numerics that is applied inside the domain also can be applied at the boundary. Furthermore, no boundary conditions are applied at the top and bottom of the domain. The effects of these boundaries are instead accounted for using a special source term, as will be described later.

**Inlet**  At the inlet, the following boundary conditions are set

- Stagnation enthalpy, \( h_0 \).
- Stagnation pressure, \( P_0 \).
- Velocity components in axial, radial and circumferential direction, \( \tilde{u}_x, \tilde{u}_r \) and \( \tilde{u}_\theta \).
- Turbulent kinetic energy, \( k \).
- Dissipation of turbulent kinetic energy, \( \varepsilon \).

These properties are sufficient to completely specify the state of the fluid at a supersonic inlet. The velocity components are only used to set the direction of the flow, meaning that the magnitude of the velocity at inlet is allowed to vary. This is necessary since the flow at the throat between the blades may be choked (\( M = 1 \)), in which case the mass flow is limited by the mass flow at the throat. The boundary conditions are obtained from the SLC solution, except for \( k \) and \( \varepsilon \). These are instead set to the same constant values for every streamtube (0.01 m\(^2\)/s\(^2\) and 0.1 m\(^2\)/s\(^3\) respectively).

**Outlet** Since the Navier-Stokes equations are solved for in time, transient waves may occur in the domain. To favor convergence towards a steady solution, a non-reflective boundary condition is therefore applied at outlet, which allows these waves to pass through. For a converged solution, the boundary condition effectively acts as a static pressure boundary condition.

**Blade surface**  At the surface of the blade, the following boundary conditions are set

- Velocity \( \tilde{u}_i \). Set in the first cell adjacent to wall using wall functions for tangential component and zero for normal component.
- Turbulent kinetic energy, \( k \). Set in first cell adjacent to surface using wall functions.
- Dissipation of turbulent kinetic energy, \( \varepsilon \). Set in first cell adjacent to wall using wall functions.
- Static pressure, \( p \). Set as zero gradient normal to wall, representing no driving of the fluid flow through the wall.
- Adiabatic wall. Set as zero heat flux normal to the wall.

The use of wall functions is necessary for two reasons. Firstly, the mesh is too coarse close to the wall to resolve the viscous sublayer. Second, the turbulence model applied is a high-Reynolds number model, and is therefore not suited for resolving the viscous sublayer if not additional damping is used.
Periodic surfaces  The flow is assumed to be rotationally periodic, meaning that the flows in two adjacent blade-to-blade domains are equivalent. The periodic surfaces are therefore connected by setting the values in the ghost cells outside one boundary to the values inside the connecting boundary.

3.2.3 Streamtube Source Term

In this work, a novel method developed by Ellbrant and Eriksson 2014 for performing Q3D blade-to-blade simulations is adopted. This method can account for changes in streamtube thickness and radius and assumes, like the SLC method, that the streamtubes does not twist over the blades. In conventional blade-to-blade methods, these effects are accounted for by transforming the governing equations and solving them on a purely two dimensional mesh. These effects are instead accounted for in this method by changing the radius and thickness of the mesh.

By the definition of a streamtube, there is no mass flow through the stream surfaces that bounds it. Therefore, the flow should at all places in the domain be parallel to the mesh. Since the three-dimensional Navier-Stokes equations are solved, there must therefore be a force in the radial direction to turn the flow along the streamtube. Normally, the radial pressure gradient does this, but since the mesh is only once cell thick, it can not be resolved. Instead, the effect if the pressure gradient is accounted for with an extra source term.

Consider a part of the mesh, as depicted in Figure 3.4 (a), where the flow enters to the left and leaves to the right and where $\mathbf{n}$ denotes the outwards facing normal at the cell center.

\begin{align}
\frac{\partial \sigma}{\partial t} &= -C (\overline{\rho} \overline{u}_i \cdot n_i), \quad \text{(3.14)} \\
F_i &= \sigma \cdot n_i. \quad \text{(3.15)}
\end{align}

The source term will not have any contribution to the energy equation for a converged solution, since the force is perpendicular to the velocity in this case.

As can be seen from the definition of the source, (3.14) - (3.15), it is updated during convergence of the solution to force the flow into following the mesh. To ensure stability, Ellbrant and Eriksson 2014 also derived
a stability criteria for the constant $C$ when the three stage Runge-Kutta algorithm is used. In these cases, the criteria reads

$$C \leq \frac{2}{\Delta t^2}. \quad (3.18)$$

The pressure at the bounding stream surfaces will give rise to a force in the direction of the flow when the streamtube changes thickness, as illustrated in Figure 3.4 (b). The effects of endwall pressure must also be taken into account separately, since no boundary conditions are applied at these boundaries. Therefore, Ellbrant and Eriksson 2014 also derived an extra term, which is included when the pressure contribution to the flux vector is calculated.

### 3.2.4 Flux Equivalent Flow Variables

Before the results from the blade-to-blade simulation can be used as input to the SLC method, the flow properties before and after the blade needs to be averaged in the circumferential direction. This is done by first calculating the average flux of mass, momentum, energy, turbulent kinetic energy and dissipation of turbulent kinetic energy at the inlet and outlet. From the average fluxes, the flux equivalent values for the density, velocity, pressure, turbulent kinetic energy and dissipation of turbulent kinetic energy, here denoted $\hat{\rho}$, $\hat{u}_i$, $\hat{p}$, $\hat{k}$ and $\hat{\varepsilon}$ respectively, can be defined and calculated. The flux equivalent properties can be used to calculate other properties, such as the stagnation enthalpy, temperature and pressure using standard formulas. The properties obtained are regarded as the circumferentially averaged ones. The derivation of the flux equivalent properties are given in Appendix A.

### 3.3 S1-S2 Calculation System

An S1-S2 calculation system is referred to as a system that couples the flow on axisymmetric stream surfaces, denoted S1 surfaces, with the circumferentially averaged flow in the meridian plane, denoted the S2 surface, Calvert and Ginder 1999. The flow on the S1 surfaces are computed using a blade-to-blade method and the flow on the S2 surface is computed with a throughflow method, like the SLC method. The coupling of the two methods can be summarized as follows, Calvert and Ginder 1999

1. The blade-to-blade method calculates the flow on axisymmetric stream surfaces situated at a set of spanwise locations between the hub and shroud. This is done for each component in the compressor.

2. The throughflow method calculates the flow in the meridional plane, using input from the blade-to-blade method. The input from the blade-to-blade method reduces the need for correlations in the throughflow method.

3. A blade geometry routine calculates new intersections between the stream surfaces calculated in step 2. and a specified, three-dimensional, blade shape for each component. This, together with the solution from step 2., gives updated information on streamtube shape and boundary conditions for step 1.

This gives rise to an iterative procedure, in which the program alternates between calculating the flow on the S1 and S2 surfaces until the problem converges.

The main advantages of an S1-S2 calculation system is that the computational cost compared to a fully three dimensional CFD method is small. Furthermore, the blade shapes at the spanwise positions where blade-to-blade calculations are performed can be tailored individually, instead of having to design the entire three-dimensional blade at once, Calvert and Ginder 1999. The major drawback of the method is that three-dimensional effects on losses and deviation, as well as blockage of the annulus due to boundary layers, can not be predicted by the blade-to-blade method. Therefore, the method still relies on correlations or empirical input. Also, it can neither be used to design the blades to minimize these effects.

The S1-S2 system is not aimed at replacing either the throughflow method or the fully three-dimensional CFD method. It should instead be seen as a natural step in between the two methods in the design of a compressor.

The S1-S2 system developed in this work is based upon coupling the SLC program SC90C with the Q3D blade-to-blade CFD code described in section 3.2. The coupling of the two codes was done in the Python 3 programming language. The programming essentially follows the outline given by Calvert and Stapleton
1994 and Calvert and Ginder 1999. However, apart from the general outline given by these authors, there is little information available in the open literature on the details of implementing such a system. Therefore, the majority of the coding is based upon ideas developed by the persons involved in the project. It should also be noted that due to the closed source code of SC90C, certain restrictions on how much data that could be fed back from the blade-to-blade method appeared. This did to some extent limit the development of the system.

Below follows a description of the implementation. First, the general program structure is presented. After this, the individual steps in the program are presented and specific algorithms employed are described.

### 3.3.1 Program Structure

A flowchart of the S1-S2 calculation system is presented in Figure 3.5.

The read area denoted **Main Program** represents the body of the S1-S2 system. It essentially includes the steps described in the previous section in the order 3. → 1. → 2. The loop hence starts by reading the data from SC90C and uses these to set boundary conditions and the streamtube geometry for the blade-to-blade calculations. After this, the blade-to-blade method calculates the flow in the newly defined streamtubes. The results from the blade-to-blade calculations are used to calculate a set of correction factors. These are used by SC90C to correct the results obtained from the correlations used.

As can also be seen from the flowchart, the program uses one input and one output file, presented in the yellow area denoted **Input/Output**. These are used to set up the simulation and to print out various results, including the correction factors. Both the blade-to-blade software and SC90C uses a set of control files to specify boundary and running conditions. Some of these are created at run-time by the program, but others are stored as templates, which is indicated by the green area denoted **Program Files** in the flowchart.

Finally, the data from the blade-to-blade and SLC calculations are stored in a separate directory for each iteration. This is illustrated in the flowchart by the blue areas denoted **Iteration n-1** and **Iteration n**, for the previous and current iteration respectively.

Below, the different parts of the program are described in further detail.

### 3.3.2 Start Program

To begin with, the program sets up the simulation by reading the input file. The input file specifies all parameters needed for the simulation, but at this point only the following are set

- Number of iterations, $N_{iter}$
- Number of iteration directories that should be stored
- Correction factors used for SC90C, in case the program restarts from an old solution

The rest of the parameters in the input file are instead read in the loop when they are needed. This reduces the amount of data that have to be sent between different routines in the program.

### 3.3.3 Read Data from SC90C

In the first step of the loop, the SC90C solution from the previous iteration is being read. In the first iteration, it is therefore required that a SC90C solution has been prepared in advance so that the program have something to start from. This approach enables the user to control the starting point of the iteration. It also offers an intuitive way of continuing the design or analysis of a compressor where only SC90C has been used, to using the S1-S2 calculation system.

The data from SC90C is stored in the grid points, defined as the intersections between the streamlines and the QO’s. Hence, for every component, the spanwise variation of data along the leading and trailing edges are available. This includes the velocity, total and static pressure, temperature and enthalpy together with Mach number and swirl angles.

### 3.3.4 Set Boundary Conditions

The next step of the iteration is to use the SC90C data to produce boundary conditions for the blade-to-blade calculations. In particular, the conditions at inlet and outlet to the streamtube domains are specified. This is done by using the data from SC90C to write two files for each component, describing the spanwise variation of
Figure 3.5: Flowchart for S1-S2 calculation system.
a set of properties along the leading and trailing edge. The blade-to-blade program will later interpolate in these lists to obtain data for the boundary conditions at the spanwise positions for which the blade-to-blade calculations are performed.

It should be noted that not all data will be used. Instead, dependent on which type of boundary conditions that are specified at the inlet and outlet, the solver will select the appropriate data from these files.

As indicated by the flowchart, these files are then written to the CFD directory situated within the current iteration directory.

3.3.5 Calculate Streamtube Geometry

The streamtubes that represent the domains for the blade-to-blade calculations are assumed axisymmetric. Also, the thickness is constant before the leading and after the trailing edge, and varies linearly in between. Therefore, it suffices to specify the coordinates of the upper and lower boundary at inlet, outlet as well as the intersections with the leading and trailing edge to completely specify the domain. The streamtubes are constructed by wrapping them around a set of selected streamlines calculated by SC90C. In this work, the blade-to-blade calculations was performed at 10, 20, 40, 60, 80 and 90% span for each component in the compressor. The coordinates of the upper and lower boundaries are written to two separate files for each component and stored in the current CFD directory.

Below follows a description of how these coordinates are calculated.

Streamtube thickness calculation

The program first calculates the coordinates where the upper and lower boundary of the streamtube intersects the leading and trailing edge. From SC90C, the cumulative mass flow, \( \dot{m}_{c,s} \), as well as the axial and radial coordinates, denoted \( x_1 \) and \( x_2 \), are available in each grid point: \( j = 1, ..., N_u \). The cumulative mass flow is defined as the total mass flow below a streamline going through a certain grid point. Further, denote the cumulative mass flow at the streamline around which the domain is wrapped by \( \dot{m}_{c,s} \) and the specified mass flow in the streamtube \( \dot{m}_{c,d} \). The cumulative mass flow at the upper and lower boundary, denoted \( \dot{m}_{c,u} \) and \( \dot{m}_{c,l} \) respectively, can then be calculated as

\[
\dot{m}_{c,u} = \dot{m}_{c,s} + \frac{\dot{m}_{c,d}}{2},
\]

\[
\dot{m}_{c,l} = \dot{m}_{c,s} - \frac{\dot{m}_{c,d}}{2}.
\]

To find the corresponding axial and radial coordinates, interpolation is needed. Therefore, the coordinates are expressed as functions of the cumulative mass flow according to

\[
x_i = f_i(\dot{m}_{c}),
\]

where \( x_i \) denotes either the axial or radial coordinate. The values of the function \( f_i \) in between the nodes are obtained by adapting a cubic spline to the data set \((\dot{m}_{c,j}, (x_i)_j)\). The coordinates where the upper and lower boundary intersects either the leading or trailing edge can then be found according to

\[
x_{i,u} = f_i(\dot{m}_{c,u}),
\]

\[
x_{i,t} = f_i(\dot{m}_{c,l}).
\]

Finally, the coordinates at inlet and outlet are set with equal radius as those at the leading and trailing edge respectively.

3.3.6 Set up Mesh Files

The routine that creates the mesh needs a set of control files in addition to those described above. These files must be prepared in advance as templates and are at this point copied into the current CFD directory and completed. The information that already have been written to them include

- Orientation of blocks
• Number of cells within each block
• Definition of boundaries
• Definition of which type of boundary conditions that apply to each boundary

They are completed with the following information

• Name of files specifying the upper and lower boundary of the domain
• Number of blades in the blade row
• Name of file specifying the three dimensional blade shape

Hence, the mesh must be set up in advance as opposed to being specified at run-time. This approach was taken since it is both easier and more convenient to let the user manually set the mesh quality as opposed to automating the procedure.

3.3.7 Set up CFD Files

To run the CFD simulations, the solver needs a control file, which also must be prepared in advance as a template. This file is now copied into the current CFD directory and completed. The information that must be prepared in advance include

• Mesh topology
• Specification of numerical schemes, including coefficients for upwinding scheme
• Specification of gas properties
• Specification of turbulence model, including model constants

The file is completed with the following information

• Rotational speed, in case component is a rotor
• Number of time steps that should be taken, i.e. number of iterations
• CFL number to limit size of discrete time steps
• Name of the mesh file
• Number of CFD simulations per streamtube, including how much the boundary conditions will be varied between simulations

The option of running multiple CFD simulations with varying boundary conditions is described next

Performing multiple blade-to-blade simulations

There is a fundamental difference between the way boundary conditions are applied in SLC and CFD when analyzing compressors. In the SLC method, the mass flow is specified and the pressure ratio across a component becomes a function of it. In CFD the situation is reversed, since the pressure at inlet and outlet usually is specified and the mass flow becomes a function of this difference instead. As a result, it is usually the case that most properties, apart from those set as boundary conditions, obtained in the blade-to-blade calculation will differ from those obtained in SC90C. This can be interpreted as if the blade simulated in SC90C and CFD operate under different conditions. To overcome this problem, multiple CFD simulations are performed with varying boundary conditions. The results from these are interpolated to obtain data representing the same conditions as those in SC90C. This will be described in further detail later.
3.3.8 Create Mesh and Run CFD

The next step of the loop is to create the mesh for all streamtubes and run the CFD simulations. One CFD simulation, including meshing, takes about one minute to complete on a single CPU core with the current number of iterations and mesh size. For each component, 6 streamtubes are simulated and for each streamtube, 3 CFD simulations are performed with varying boundary conditions. The compressor analyzed in this work has 7 components, meaning that about \(3 \cdot 6 \cdot 7 = 126\) minutes would be required to complete the blade-to-blade calculations on a single core. The meshing as well as the CFD simulations are therefore performed in parallel on a cluster instead, where each node on the cluster takes care of the meshing and blade-to-blade simulations of one streamtube.

The results from the simulations are flux averaged as described in section 3.2.4. The flux equivalent flow variables are written to two separate files and stored in the current CFD directory. The only difference, apart from the values, between these files and those used for boundary conditions, is that they only include one value of each property at the radial location of the streamtube inlet or outlet.

3.3.9 Read Data from CFD

The data available at the inlet and outlet from each blade-to-blade simulation are at this point read into the program. More than one value of each property is available as well if multiple simulations have been performed for a given streamtube. Before they can be used to calculate correction factors for SC90C, they must be interpolated into one set of values. Also, since the correction factors should be applied at the location of the SC90C streamlines, the values must be interpolated across the span to reach all SC90C streamlines. Finally, some additional properties not written out by the CFD solver are calculated.

Interpolation based on effective throttle area

The common denominator used to interpolate the values obtained from the multiple blade-to-blade simulations into one set of values consistent with those in SC90C is called the effective throttle area. Imagine that a throttle valve could be placed at the outlet of the streamtube used in the blade-to-blade simulation. The effective throttle area can then be thought of as the area this throttle would need to have in order to obtain the same flow as when the given pressure difference is used.

For each streamtube, the effective throttle area is calculated based on the data obtained from each blade-to-blade simulation. These will be denoted \(A_j^*\). The effective throttle area is also calculated based on the SC90C data for the streamline around which the blade-to-blade domain was wrapped. This results will be denoted \(A_{SC90C}^*\). Each property, \(y_i\), calculated by the blade-to-blade simulation at either inlet or outlet is then expressed as a function of effective throttle area according to

\[
y_i = g_i(A^*).
\]

(3.24)

The shape of the function \(g_i\) is obtained by adapting a cubic spline curve to the data set \((A_j^*, (y_i)_j)\). Finally, the values of the properties at the same effective throttle area as calculated by SC90C is obtained according to

\[
y_i^* = g_i(A_{SC90C}^*).
\]

(3.25)

The idea behind this approach is to obtain data from the blade-to-blade simulation that operates towards the same external throttle as SC90C can be thought to do.

Interpolation across span

Blade-to-blade calculations are not performed for every streamline used in SC90C to reduce the computational cost. Instead, the results from the blade-to-blade calculations are interpolated across the span. This is done by expressing every property from the previous step as a function of the radius according to

\[
y_i^* = h_i(r).
\]

(3.26)

As before, the shape of the functions \(h_i\) are obtained by adapting a cubic spline curve to the data set \((r_j, (y_i^*)_j)\), where index \(j\) ranges over the blade-to-blade calculations that was done. The values of \(y_i^*\) at the location of the SC90C streamlines are obtained by inserting the radius of these streamlines into the function \(h_i\).
Calculation of additional properties

At this point, values from the blade-to-blade method are available at every grid point along the leading and trailing edge. This data is used to calculate the performance of the blade in terms of the deviation and pressure loss coefficient. These results will later be used as a reference to specify correction factors for the Wright and Miller 1991 correlations employed by SC90C.

Deviation To calculate the deviation, the flow exit angle, $\alpha_2$ for a stator and $\beta_2$ for a rotor, must first be calculated. This is done according to (2.3) or (2.7) for a stator and rotor respectively. After this, the deviation is calculated as the difference between the flow exit angle and the blade exit angle.

Pressure Loss Coefficient The calculation of the pressure loss coefficient proceeds as described in section 2.6.3. It should be noted at this point that the pressure loss obtained from the blade-to-blade calculations only can stem from losses defined as 2D in Section 2.1.4. This must be taken into account when correcting the pressure loss computed by SC90C, since it also includes 3D effects.

3.3.10 Set up SC90C Files

Before running SC90C, the control files must to be set up. These have, like the CFD files, been prepared in advance as templates and are now copied into the current SC90C directory and completed. The information left to be added to the files are

- Total mass flow in compressor
- Correction factors for deviation and 2D losses

At this point, only the correction factors are written to the files. The mass flow will instead be adjusted in the next step of the program. The correction factors can be specified at selected radial positions across the span, whereby SC90C will interpolate in this list to find the correction at the location of a given streamline. The correction factors are in this work calculated at the location of the streamlines computed in the previous SC90C solution, as will be described next.

Correction of deviation

The deviation used in SC90C is the sum of the deviation computed by the correlations developed by Wright and Miller 1991, $\delta_{corr}$, and the deviation correction specified, $\Delta_\delta$, according to

$$\delta_{SC90C} = \delta_{corr} + \Delta_\delta.$$  (3.27)

From the previous SC90C solution, the value of $\delta_{SC90C}$ is available, denoted $\delta_{SC90C}^{n-1}$. At the previous iteration, the calculated deviation correction, $\Delta_\delta^{n-1}$, was also written to the output file, and it is at this point read back into the program. The new correction factor can then be calculated as the difference between the current deviation calculated by the blade-to-blade method and the previous correlation result calculated by SC90C according to

$$\Delta_\delta^n = \delta_{CFD} - (\delta_{SC90C}^{n-1} - \Delta_\delta^{n-1}).$$  (3.28)

If the deviation correction converges after some iterations, then the actual deviation used in SC90C will be the same as that computed by the blade-to-blade method. To favor convergence, the deviation correction is updated using under-relaxation. In this case, the new deviation correction will only partly be updated based on the blade-to-blade deviation according to

$$\Delta_\delta^n = \alpha [\delta_{CFD} - (\delta_{SC90C}^{n-1} - \Delta_\delta^{n-1})] + (1 - \alpha) \Delta_\delta^{n-1}.$$  (3.29)

Apart from being written to the control file, the new deviation correction is also written to the output file, as indicated by the flowchart.
Correction of pressure loss

As described in section 3.1.3, the pressure loss coefficient is calculated in SC90C as the sum of the losses due to 2D and 3D effects. Each individual pressure loss coefficient, $Y_{p,i}$, is further calculated as the pressure loss coefficient obtained by the correlation, $Y_{p, corr,i}$, times a multiplying correction factor $C_{f,i}$ according to

$$Y_{p,i} = C_{f,i} \cdot Y_{p, corr,i}.$$  \hspace{1cm} (3.30)

Since the blade-to-blade method does not take three dimensional effects into account, correction factors are only specified for the profile and shock loss coefficients. The relative magnitude between the shock and profile loss coefficients is unimportant in SC90C, since it is their combined magnitude that is used to determine the entropy change. Therefore, they are corrected with the same correction factor $C_{f}$. The values of the pressure loss coefficients, $Y_{p,i}^{n-1}$, are available from the previous SC90C solution. Also, the correction factor used in the previous iteration, $C_{f}^{n-1}$, is available in the output file. A new correction factor can then be calculated as the fraction between the current pressure loss coefficient calculated by the blade-to-blade method and the combined pressure loss coefficient calculated by the SC90C correlations in the previous iteration according to

$$C_{n}^{f} = \frac{Y_{p, CFD}^{n-1}}{Y_{p, corr, prof}^{n-1} + Y_{p, corr, shock}^{n-1}}.$$  \hspace{1cm} (3.31)

As in the case with the deviation correction, the total two dimensional loss used by SC90C will equal that computed by the blade-to-blade method if the correction factors converge. To ensure this, under-relaxation was also employed for the correction factor according to

$$C_{n}^{f} = \alpha C_{n-1}^{f} \cdot Y_{p, CFD}^{n-1} + (1 - \alpha)C_{n-1}^{f} + \left[Y_{p, prof}^{n-1} + Y_{p, shock}^{n-1}ight] C_{n-1}^{f} + C_{n-1}^{f}.$$  \hspace{1cm} (3.32)

As for the deviation correction, the pressure loss correction factor is written to both the control and output file.

3.3.11 Run SC90C

The final step of the iteration is to run SC90C using the updated corrections for the deviation and pressure loss. If the deviation and pressure loss correction has changed from the last iteration, then the performance of the compressor has changed as well. Referring to Figure 2.7, changing the performance of the compressor will change the location of the speedline. Due to the steep gradient of a speedline when the compressor operates close to choke, the pressure ratio can therefore change considerably compared to the last iteration if the same mass flow is used. This can lead to problem with convergence, since the pressure ratio is used for boundary conditions in the blade-to-blade method, which in turn is used to compute the deviation and loss corrections.

To overcome this problem, the mass flow in SC90C is adjusted to ensure that the compressor always lies on a specific operating line. This can be achieved by finding the intersection between the current speedline and the operating line, see Figure 2.7. Since the operating line is set by the conditions after the compressor, this approach represents that the program converges under a constant external condition. In each iteration, a new point along the operating line will be found due to changed correction factors. The program can then be considered converged when a stable point along the operating line has been found.

The operating line must be specified for each simulation, to set the conditions under which the compressor will operate. The shape of the speedline is however not known in advance. The intersection must therefore be found with an iterative procedure, as will be described next.
Algorithm for mass flow

To start with, the shape of the operating line must be specified. In this work, the shape is approximated as a second order polynomial according to

$$\text{PR} = a \dot{m}^2,$$  \hspace{1cm} (3.33)

where $\dot{m}$ and PR is the mass flow and pressure ratio across the compressor respectively. The coefficient $a$ defines the slope of the operating line, a higher value will force the compressor to operate closer to stall and a lower value closer to choke. The aim of the algorithm is to find a mass flow such that the pressure ratio computed by SC90C equals the pressure ratio given by (3.33).

To begin with, the program sets the reference starting point for the search as the mass flow and pressure ratio from the previous iteration of the main program, denoted $\dot{m}_0$ and PR$_0$ respectively. It then sets the initial guess for the mass flow in SC90C, $\dot{m}_1$, equal to $\dot{m}_0$. The iteration to find the correct mass flow then proceeds as follows

1. Let SC90C calculate the pressure ratio, PR$_i$, given the mass flow set in the previous mass-iteration, $\dot{m}_i$.
2. Calculate the distance between the previous mass-iteration point and the current according to

$$d = \sqrt{(\dot{m}_i - \dot{m}_{i-1})^2 + (PR_i - PR_{i-1})^2}. \hspace{1cm} (3.34)$$

3. Find the point ($\dot{m}_\text{OL}$, PR$_\text{OL}$) on the operating line that is closest to the current mass-iteration point ($\dot{m}_i$, PR$_i$). Since PR$_\text{OL} = a \dot{m}_\text{OL}^2$, this point can be found by minimizing the following function

$$f(\dot{m}_\text{OL}) = (\dot{m}_i - \dot{m}_\text{OL})^2 + (\text{PR}_i - a \dot{m}_\text{OL}^2)^2. \hspace{1cm} (3.35)$$

This is done by finding the real roots to the derivative $f'(\dot{m}_\text{OL})$, and selecting the one that gives the smallest value of $f(\dot{m}_\text{OL})$.

4. Update the mass flow for the next mass-iteration using under-relaxation according to

$$\dot{m}_{i+1} = \alpha \dot{m}_\text{OL} + (1 - \alpha) \dot{m}_i. \hspace{1cm} (3.36)$$

5. Check if the program has converged, it is considered converged if

$$d \leq d_{\text{max}}, \hspace{1cm} (3.37)$$

for some predefined largest step length $d_{\text{max}}$. If the program has not converged, use the newly updated mass flow and proceed to step 1.

When the algorithm has converged, the latest SC90C solution from the mass-iteration is considered to be on the operating line, and will therefore be used in the next iteration of the main program.

The representation of the operating line as a quadratic polynomial is only a rough approximation. This is however unimportant, since the only purpose of the operating line is to offer a controlled way for the program to converge. By varying the coefficient $a$, a complete speedline for the compressor can be obtained.
4 Results

4.1 Simulation Results

Various results from simulations of the three stage transsonic compressor are presented in this section. The compressor has only been analyzed under design conditions, and the behavior close to stall and choke has not been considered in any detail. The results are compared to 3D CFD data for the compressor, using a similar grid resolution as was employed in the blade-to-blade calculations.

4.1.1 Characteristic Map

To begin with, a complete speedline was computed with the S1-S2 system using a couple of different settings. The results are compared to 3D CFD in Figure 4.1, in which the operating line that represents standard operating conditions for the compressor is also included.

Apart from the predicted speedline, the polytropic efficiency is also included as a function of the pressure ratio and mass flow, respectively. The results denoted 'S1-S2' was obtained using only one blade-to-blade calculation per iteration, and hence no interpolation based on effective throttle area was consequently performed. This was on the other hand done for the results denoted 'S1-S2, A* Interpolation', in which 3 blade-to-blade calculations was performed. In these simulations, the static pressure at the outlet was varied from the pressure predicted by SC90C with ±5%. The two remaining results, denoted 'SC90C, Frozen Correction', was obtained by freezing the correction factors to those calculated at the operating point by the S1-S2 system. A complete speedline was then calculated by simply varying the mass flow.

The results show that the S1-S2 system predicts the operating point to lie lower down on the operating line compared to 3D CFD. This implies that the S1-S2 system predicts that the compressor transfers too little work to the fluid. By the Euler work equation, \( (2.82) \), this in turn implies that the system predicts too large deviation for the rotors. The lower pressure ratio could also imply that too large losses are predicted. However, since the polytropic efficiency agrees very well, this is not suspected to be the case.
Furthermore, it can be observed that the slope of the speedline is more flat than the slope computed by 3D CFD. This is much due to the SLC formulation, which is known to have problems predicting the steep slope of a speedline close to choke.

The speedlines computed by the S1-S2 system are also not as smooth as would be expected. This highlights that the system still has some problems in converging to a stable point along the operating line. Finally, the results indicate that the use of multiple blade-to-blade calculations improves the results.

### 4.1.2 Performance of individual components

In this part, the spanwise variation of a set of properties, predicted by the S1-S2 system and 3D CFD at the operating point, are presented for each component. Only the results from the best S1-S2 simulation, using multiple blade-to-blade calculations, is included to save space in the figures. An explanation of the different properties presented for rotors and stators/inlet guide vane are given in Tables 4.1 and 4.2 respectively.

<table>
<thead>
<tr>
<th>Table 4.1: Properties presented for Rotors.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Abbreviation</strong></td>
</tr>
<tr>
<td>PR</td>
</tr>
<tr>
<td>DTT</td>
</tr>
<tr>
<td>Loss Coef</td>
</tr>
<tr>
<td>Incidence</td>
</tr>
<tr>
<td>Swirl In</td>
</tr>
<tr>
<td>Swirl out</td>
</tr>
<tr>
<td>M in</td>
</tr>
<tr>
<td>M out</td>
</tr>
<tr>
<td>M-mer in</td>
</tr>
<tr>
<td>M-mer out</td>
</tr>
<tr>
<td>Vm/U in</td>
</tr>
<tr>
<td>Vm/U out</td>
</tr>
<tr>
<td>De Haller</td>
</tr>
<tr>
<td>DF</td>
</tr>
<tr>
<td>DHU2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4.2: Properties presented for Stators and Inlet Guide Vane.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Abbreviation</strong></td>
</tr>
<tr>
<td>P0 in</td>
</tr>
<tr>
<td>P0 out</td>
</tr>
<tr>
<td>DPP</td>
</tr>
<tr>
<td>Incidence</td>
</tr>
<tr>
<td>Swirl In</td>
</tr>
<tr>
<td>Swirl out</td>
</tr>
<tr>
<td>M in</td>
</tr>
<tr>
<td>M out</td>
</tr>
<tr>
<td>M-mer in</td>
</tr>
<tr>
<td>M-mer out</td>
</tr>
<tr>
<td>Mass flow in</td>
</tr>
<tr>
<td>Mass flow out</td>
</tr>
<tr>
<td>De Haller</td>
</tr>
<tr>
<td>DF</td>
</tr>
<tr>
<td>Deviation</td>
</tr>
</tbody>
</table>
Inlet Guide Vane

The results for the inlet guide vane are presented in Figure 4.2

The overall agreement is good, and the profiles computed by the S1-S2 system shows the same trends as those computed by 3D CFD. It should be noted that no deviation correction was applied to the inlet guide vane, since a possible bug in SC90C caused deviation correction factors to be interpreted incorrectly for IGVs, prohibiting a consistent use of them.

The most apparent difference is that the velocity is lower across the span for the S1-S2 solution, seen from the lower Mach numbers. This can partly be attributed to the lower mass flow in the S1-S2 solution. Another reason is that the boundary layers at the hub and shroud are not taken into account, which otherwise causes lower velocity at the end walls and larger velocity in the bulk.

Figure 4.2: Spanwise profiles for inlet guide vane.
**Rotor 1**

The spanwise profiles calculated for the first rotor is presented in Figure 4.3

![Figure 4.3: Spanwise profiles for rotor 1.](image)

As for the IGV, the agreement with 3D CFD is reasonable and the spanwise profiles shows the same overall trends. The exception is the stagnation pressure and temperature ratios close to the shroud, which have been severely overpredicted by the S1-S2 system. The explanation is found when turning to the deviation, which has been under predicted close to the shroud. This means that the flow is turned too much here, resulting in a larger work transfer to the fluid by the Euler Work Equation, (2.82). The reason could be that the highly three dimensional flow field at the tip, caused by interactions between the blades and the boundary layer at the shroud, is neglected in the S1-S2 system. This flow field may have an important effect on the deviation from the blades.

The fact that the deviation otherwise is overpredicted across the span is hard to explain. The reason to why this does not affect the overall work input to the fluid is that the incidence also is overpredicted, causing the net turning of the flow to be little affected. Once again, the velocity is also consistently lower, by the same reasons as presented earlier.

The fact that the general trend of the profiles is captured well is an important result. It indicates that the use of 6 blade-to-blade calculations is sufficient to capture the majority of the spanwise variations present in the actual flow field.
Stator 1

The results for the first stator is presented in Figure 4.4

Once again, the overall trends are predicted well by the S1-S2 system, but the absolute magnitude of most parameters differ.

To begin with, the total pressure in and out of the stator is higher close to the shroud. This is simply because of the larger pressure computed by the first rotor in this region, which is mostly just convected across the stator. The small change in stagnation pressure across the stator due to losses is however well predicted.

The trend of overpredicting the deviation and the incidence is also present for this component, except for close to the shroud where boundary layer take effect in the 3D CFD solution.

Figure 4.4: Spanwise profiles for stator 1.
Rotor 2

The results for the second rotor is presented in Figure 4.5

In terms of the total temperature and pressure ratio, the situation is reversed compared to the first rotor. In this case, the work transferred to the fluid is lower close to the shroud compared to 3D CFD. The explanation is once again found in the deviation, which has been overpredicted in this region by the S1-S2 system. This is also amplified by the under predicted incidence close to the shroud, which further decreases the net turning of the flow. It is hard to explain exactly why, but it is safe to assume that three dimensional flow field has a predominant effect on the velocity and deviation of the flow in this region.

Furthermore, the pressure loss coefficient can be seen to agree reasonably well.

Figure 4.5: Spanwise profiles for rotor 2.
Stator 2

The results computed for the second stator is presented in Figure 4.6

The trends for this component is consistent with the previous stator. To begin with, the change in stagnation pressure across it is well predicted. The magnitude of the stagnation pressure in and out of the component is however quite different from 3D CFD. This is once again explained by the fact that the stator changes the pressure little, and that the stagnation pressure has been poorly predicted by the previous components.

The deviation is also overpredicted, like for the previous stator.

Figure 4.6: Spanwise profiles for stator 2.
Rotor 3

Spanwise profiles computed for the third rotor is presented in Figure 4.7.

The stagnation pressure and temperature ratio is under-predicted across almost the entire span, which is reflected in the higher deviation present in the same region. The remaining properties are fairly well predicted, including the pressure loss coefficient which shows good agreement both with respect to profile shape and magnitude.
Finally, the results from the third stator is presented in Figure 4.8. Similar to the majority of the previous components, the profile shapes agree well with 3D CFD. A notable difference is the deviation, which has been wrongly predicted both in terms of shape and magnitude. The stagnation pressure in and out from the component is lower than 3D CFD. This is expected, since the stagnation pressure ratio across the compressor at the operating point is under predicted by the S1-S2 system, as seen in Figure 4.1. Otherwise, the change in total pressure agrees very well also for this component, which results in the conclusion that the pressure loss consistently is well predicted by the S1-S2 system.

### 4.1.3 Blade To Blade Calculations

The relative Mach number contours for three blade-to-blade calculation at 90% span of the first rotor, in which the outlet pressure has been varied with ±5% from that of the converged S1-S2 solution, is presented in Figure 4.9. First is should be mentioned that the contour plots show the values of every cell, and have not been interpolated. This is the reason for the spiky shapes of the contours.

It can be noted that the variation of the outlet pressure gives the expected response on the flow field. When the pressure is lowered, as depicted in Figure 4.9 (a), the blade is forced to operate close to choke. This can be seen from that the shock wave is swallowed by the blade passage. Increasing the pressure to that predicted by SC90C, as presented in Figure 4.9 (b), results in that the shock instead becomes attached to the leading edge. This is an indication that the blade operates close to maximum efficiency, Calvert and Ginder 1999. Finally, when the pressure is increased even further, the shock detaches from the leading edge, as seen in Figure 4.9 (c). The combination of a strong shock wave and the increased adverse pressure gradient also results in that the flow separates, indicating that the blade operates close to stall.
4.2 Convergence of S1-S2 iterations

Arguably the most complicated task of building an S1-S2 calculation system is to find a way of simultaneously converging the SLC and blade-to-blade solutions. The system should be considered converged when a stable point along the operating has been found. This can only be achieved when the correction factors have converged, since only then will the same SLC solution be obtained in each iteration of the main program. In this section, this criteria is investigated.

4.2.1 Deviation Correction

The spanwise average of the deviation correction computed for each component in each iteration of the main program is presented in Figure 4.10.

The figures indicate that the deviation correction converges after about 10 iterations for all components except the first stator, for which about 12 iterations was needed.
It was found that when the program had found a stable point along the operating line, the solution still changed a little between each iteration, thereby making small oscillations around the stable point. These small oscillations causes a change in pressure ratio across the compressor, which in turn generally only affect the latter stages of the compressor. Therefore, the boundary conditions for the blade-to-blade method will still change slightly for the latter components between iterations. It is this that causes the small oscillations seen in the deviation correction for rotor 3 and stator 2 and 3.

4.2.2 Pressure loss Correction

The spanwise average of the pressure loss correction computed in each iteration of the main program is presented in Figure 4.11.

Apart from some oscillations, also the correction factors for the pressure loss have converged reasonably well. The oscillations are most probably due to the same reasons as for the deviation correction.
5 Discussion

5.1 Streamline Curvature Method

The SLC method will be discussed in this section. This will be done both with respect to the method and how it is implemented in SC90C, as well as its part of an S1-S2 calculation system.

5.1.1 SLC Method implemented in SC90C

The software SC90C is in the authors mind a very capable and well programmed software, which includes most of the features that has been developed over the years for SLC methods. Despite this, the experience at GKN Aerospace is that it does not predict the performance of a modern transonic compressor very well. This is one of the main reasons to why this thesis project was initiated. The question therefore arises to why it does not perform well, and what can be done to improve it.

The quick answer could be that the SLC method involves some very drastic assumptions, and therefore by default can not perform good results. This is however not the experience reported in the open literature, where several authors state that with good correlations/specifications for deviation, losses and endwall blockage, the SLC method can give very accurate predictions, Denton and Dawes 1999, Howard and Gallimore 1993. Instead, the author claims that the answer lies in the following three features

1. The Wright and Miller correlations for deviation, pressure loss and endwall blockage are outdated.
2. Placing calculating stations (QO’s) inside blade rows is not possible.
3. Endwall effects on both blockage, wall shear stress and deviation is not taken into account in a proper way.

These aspects will be discussed in further detail below.

Correlations

The correlations by Wright and Miller 1991 were devised for DCA blades, which are rarely used in modern compressors. When these correlations are applied to modern compressor blades, they therefore give very different results compared to 3D CFD. The remedy to this problem is in the authors mind to use different, and more sophisticated, correlations. There are a variety of others implemented in SC90C, that have not been investigated in any detail yet. A quick solution to the problem with SC90C could therefore be to investigate these correlations in detail and asses their performance.

Calculation stations within blade rows

A feature that is not implemented in SC90C is the option of placing QO’s within blade rows. This is a very severe restriction, since most other SLC codes presented in the open literature uses this option with good results, Denton 1978, Gallimore 1986, Casey and Robinson 2010.

This option comes at a cost however, since QO’s placed inside blade rows requires that blade forces and blockage of the channel due to the thickness of the blades are specified as well. In SC90C, the blades are instead only accounted for by specifying the turning and losses that a blade causes.

Therefore, this option complicates the use of the SLC method, but should in turn give better results. This is because the blades are better accounted for, and the shape of the streamlines can in addition also be better resolved.

Endwall modeling

The effects of the endwalls on blockage, deviation and wall shear stress have not been accounted for in this work. The blockage could have been included through the use of blockage factors, but this approach was deemed unphysical and was therefore left out.

The effect of the endwalls on deviation is also not included in either the Wright and Miller correlations, or the blade-to-blade calculations. As was noted in the result chapter, this appears to be an important effect to
be accounted for, since the three-dimensional flow field close to hub and shroud can have a predominant effect on the flow angles. Other correlations for deviation available in SC90C can account for these effects, which further justifies the exploration of these.

Finally, the effect of wall shear stress at the hub and shroud can not be accounted for in SC90C. If these effects are accounted for, much more realistic velocity profiles in these regions can be captured with an SLC method, Howard and Gallimore 1993. This also excludes the need for blockage factors, since the reduced velocity close to hub and shroud will introduce the blockage explicitly.

5.1.2 Setup and usage within S1-S2 system

The setup of SC90C for the inclusion in the S1-S2 system was revised many times during the project. Almost all aspects of the setup, ranging from boundary conditions to mesh topology and use of physical models have been studied and considered. Despite this, there are still a set of parameters that are left for investigation and further improvement. The most important are briefly presented below.

Mesh

The most important feature of the mesh that could be improved is the number of QO’s placed in the inlet and outlet ducts, as well as between components. As can be seen in Figure 3.1, very few QO’s are placed in the inlet duct, and none in between components. The limited time of this project prohibited further investigation into how the number of QO’s could affect the results and the stability of the code. Also, since QO’s can not be placed within blade rows, the improvements on the blade-to-blade solutions could not be investigated. In general, it would probably be a great advantage, since the shape of the streamtubes is better predicted for the blade-to-blade method. This would result in that the drastic assumption of linear thickness variation between leading and trialing edge could be removed. Furthermore, the blade-to-blade method could be used to calculate blade forces for the SLC method in this case.

Correlations

The Wright and Miller correlations was adopted for a couple of reasons. First, because they where to be corrected, the actual results that they give are of little importance. Second, the correlations in themselves are relatively simple to use, with quite few input parameters for the blades having to be specified. In this work, only the 2D losses where corrected and the 3D losses where kept unchanged. This approach is not without its risks, since the correlations for different types of losses usually are developed together. Therefore, it might happen that the relative magnitude of the different losses are wrong, even though their combined magnitude is correct. This has not been investigated in this work, and hence could be a source of error.

Since the SLC method does not resolve the flow between the blades, it can not by default predict either stall or choke. Therefore, additional correlations are usually adopted to predict these effects, in order to limit the pressure ratio and mass flow. There is no information available in the documentation on which correlations that are implemented for this purpose in SC90C. In addition to this, it is not possible to correct them in any way either. Hence, the current S1-S2 system offers no improvement to predict these limits. At best, the flow conditions in the blade-to-blade solutions can be studied explicitly to see if the flow is close to either limit.

Physical Models

The use of spanwise mixing was included since it has been reported that it is vital for obtaining good results from SLC methods, Gallimore 1986. The exact effects of this feature have not been investigated in further detail however. Also, appropriate values for the mixing parameter used to determine the magnitude of the mixing has not been evaluated, but instead the default value suggested by the SC90C manual was used.

5.2 Computational Fluid Dynamics

In this section, the blade-to-blade calculations will be discussed. This will be done both with respect to the software and the physics being modeled, as well as the setup and use within the S1-S2 system.
5.2.1 Modeling and CFD software

The CFD solver used in this work, including all the numerics and how the governing equations are formulated, is very well validated. There is thus no reason to believe that any major source of error is introduced by the numerics. Therefore, the focus will be put on the turbulence modeling and the streamtube source term used instead.

Turbulence modeling

To date, no other turbulence model than the standard $k-\varepsilon$ model has been implemented into the blade-to-blade software. Consequently, comparisons between different models has not been possible. It can therefore not be stated that the choice of turbulence model is completely justified. All that can be said is that the $k-\varepsilon$ model has been used in 3D simulations on grids with similar wall normal resolution with good results.

Therefore, it is still possible that some errors are introduced in the turbulence modeling. However, due to the successful use of the $k-\varepsilon$ model in 3D, it is expected that the largest errors lie elsewhere.

Streamtube Source Term

The source term used in this work presents a novel method of performing Q3D blade-to-blade calculations. The most appealing feature about it is probably the simplicity of use compared to conventional blade-to-blade methods. This is because the same meshing algorithms that is used for 3D calculations can be used, the only difference is that the mesh only is made one cell thick.

Ellbrant [Ellbrant] have also validated the method and reported very good results. It is therefore not expected that the source term in itself have introduced any major errors into the solutions.

5.2.2 Setup and use within S1-S2 system

The largest source of error introduced by the blade-to-blade calculations is probably the setup of the computational domain, where several assumptions were made.

Computational domain

Several simplifications have been done when the computational domain is created. The most important are the assumptions of axisymmetric shape, linear thickness variation and extension of domain with constant radius.

The axisymmetry assumption is not expected to be the largest source of error. It is also an assumption that can not be taken away, since the SLC method that provides boundary conditions assumes the same thing.

The errors introduced by the thickness and overall shape of the streamtube are probably larger. It is well known that correct specification of streamtube thickness is critical for obtaining good results from blade-to-blade calculations, Denton and Xu 1999, Denton and Dawes 1999. This comes from that the thickness variation strongly affects the velocity and position of shock waves. Therefore, even though care was taken in the calculation of the thickness at the leading and trailing edge, the linear thickness variation is between is probably a too rough assumption in order to obtain good results.

5.3 S1-S2 Calculation System

The S1-S2 calculation system will be discussed in this section. This will be done both with respect to S1-S2 systems in general, as well as the implementation applied in this work.

5.3.1 General

An S1-S2 system is in theory a very appealing method for a number of different reasons. Among the most important are

- Low computational cost compared to 3D CFD.
- Flow past blades can be studied in detail.
- Blade design can be tailored by CFD.
• Natural step in between SLC and 3D CFD methods for design and analysis.

Considering these advantages, it is still a fact that the results obtained in this work not are good enough to be included in a design process, even though they show good potential. This raises the question whenever the S1-S2 approach is worth to continue working with.

To begin with, it should be noted that S1-S2 systems have been implemented before with very good results, Calvert and Stapleton 1994. Therefore, considering the advantages listed above, the author would argue that some coupling of the S1 and S2 surfaces still is a good approach. If this is to be done, there is still the option of automating this coupling or not.

Non automated coupling

There is the option of doing a non automated coupling between the S1 and S2 surfaces when designing a compressor. This can be achieved by first specifying a desired loss and distribution for each blade, and then letting the SLC code calculate the compressor performance based on this input. This further means that no correlations are needed. After this, a blade-to-blade method can be used to design the blades to meet the requirements set up in terms of work and loss. The SLC solution can further be used to obtain boundary conditions for the blade-to-blade method. If it is found that the specified blade performance can not be met, the input for the SLC method must be revised, and the process restarted since new streamtube shapes and boundary conditions for the blade-to-blade method is obtained. The blade design in itself could further be coupled with an optimization system, that automates the design towards the requirements set. This approach is clearly more suited for obtaining new designs, rather than analyzing existing designs. It also requires an experienced designer to set up realistic parameters for the compressor.

Automated coupling

The option of automating the coupling gives the advantage of being able to directly obtain the performance of a given design. It can also be used for design purposes, but in this case the program would work in the opposite direction compared to non automated coupling. This means that the blade design is initially set, and the performance in terms of loss and work becomes a function of it. This requires that the blades are continuously redesigned until the performance sought is obtained. If the computational time is kept low, the program could also be coupled with an optimization tool that redesigns the blades until the whole compressor meets the requirements set.

5.3.2 Implementation

The implementation of the coupling was done in the Python 3 programming language. This proved to be a very good choice, since the language is very well suited for scripting as well as passing and processing data.

The structure of the program is fairly straightforward, and no major changes are therefore found necessary. Also, since the majority of the computational time is spent by the CFD code, there is no need to optimize the code any further. This further justifies the use of a language like Python 3, that has many built in functions and libraries compared to faster languages like C and Fortran.

5.3.3 Results

In this part, the results obtained will be briefly discussed. This includes both the results for the compressor performance as well as convergence of the results.

Characteristic Map

The characteristic map shows that the mass flow and pressure ratio are roughly 4 respectively 9% off at the operating point. This should be considered acceptable, considering that little time for improvement and tuning has been available. The results also shows that the polytropic efficiency is very well predicted within a percent of 3D CFD. Even though extensive validation has not been performed, this indicates that the correct amount of losses are predicted by the S1-S2 system.

The characteristic map also reflects the difficulty of converging the program. The speedlines predicted are far from as smooth as would be expected, indicating that a stable point is hard to find. This could probably
be much improved if a better algorithm for finding the intersection between the speedline and the current operating line would be implemented.

Spanwise profiles
The predicted spanwise profiles generally shows the same trends as 3D CFD, but as noted before are often to some extent off in terms of absolute values. In addition to this, the results are generally better in the first stages of the compressor. This is much due to that the errors introduced at each component amplifies throughout the machine, creating increasingly bad boundary conditions etc for the blade-to-blade calculations in latter stages.

Since the loss and deviation was corrected by the blade-to-blade calculations in the S1-S2 system, these will be discussed in some more detail below.

Loss The loss is the parameter among the two that has been predicted best. For the majority of the components, both the magnitude and the overall shape agrees well with 3D CFD. Furthermore, the correlations for secondary losses appear to give reasonable increase in total loss close to the hub and shroud.

Deviation The magnitude of the deviation has been hard to predict for all components, even though the shape of the profiles agree well. One reason to why could be that the deviation is evaluated at the outlet of the blade-to-blade domain, whereas it should apply at the trailing edge of the component. Even though care has been taken to preserve angular momentum through extending the domain with constant radius, it might happen that this conservation is not exactly true. A possible remedy could be to perform the flux averaging at a plane closer to the trailing edge, that does not coincide with the actual outlet of the domain.

Convergence of S1-S2 Iterations
The convergence of the correction factors shows that the formulas for calculating and updating both the deviation and loss correction works. All factors appear to tend to some value, even though convergence problems prohibit them from completely stabilizing.

As noted before, the oscillations in the results reflect the problems for the program to converge towards a stable point along the operating line. In each iteration of the main program, the intersection between the speedline calculated by SC90C and the operating line set must be found. The algorithm implemented for this purpose is not to be considered good enough. This problem was identified late in the project, and there was consequently not much time to implement a better one. A better algorithm for this should both solve the problem of oscillations in the correction factors, as well as give a smoother slope of the speedline. It would probably not solve the problems with lower pressure ratio and mass flow though.
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A Flux Equivalent Flow Variables

In this appendix, the flux equivalent flow variables are derived.

A.1 Average Fluxes

The derivation starts by evaluating the average flux of mass, momentum, energy, turbulent kinetic energy and dissipation of turbulent kinetic energy across the boundary. This is done based on only the convective contribution to the total flux across the boundary. To simplify the derivation here, the normal vector to the boundary is assumed to be aligned with the x-axis. This is no infringement in this work, since all inlet and outlet boundaries satisfy this condition. The average mass flux across the boundary can then be calculated as

\[ f_m = \frac{\sum_{k \in \partial \Omega_b} [\hat{\rho} \hat{u}_x] \cdot S_k}{\sum_{k \in \partial \Omega_b} S_k}, \]  

(A.1)

where \( \partial \Omega_b \) is the set of all cell faces belonging to the boundary and \( S_k \) the area of face \( k \). Furthermore, the average flux of axial, tangential and radial momentum becomes

\[ f_{p,x} = \frac{\sum_{k \in \partial \Omega_b} [(\hat{\rho} \hat{u}_x^2 + \hat{p})] \cdot S_k}{\sum_{k \in \partial \Omega_b} S_k}, \]  

(A.2)

\[ f_{p,\theta} = \frac{\sum_{k \in \partial \Omega_b} [\hat{\rho} \hat{u}_x \hat{u}_\theta] \cdot S_k}{\sum_{k \in \partial \Omega_b} S_k}, \]  

(A.3)

\[ f_{p,r} = \frac{\sum_{k \in \partial \Omega_b} [\hat{\rho} \hat{u}_x \hat{u}_r] \cdot S_k}{\sum_{k \in \partial \Omega_b} S_k}. \]  

(A.4)

The velocities at the cell face in the tangential and radial direction can be obtained by converting the Cartesian coordinates used in the solver. Next the average energy flux across the boundary is calculated as

\[ f_e = \frac{\sum_{k \in \partial \Omega_b} [(\hat{\rho} \hat{e}_0 \hat{u}_x + \hat{p} \hat{u}_x)] \cdot S_k}{\sum_{k \in \partial \Omega_b} S_k}. \]  

(A.5)

Finally, the average flux of turbulent kinetic energy and the dissipation of turbulent kinetic energy becomes

\[ f_k = \frac{\sum_{k \in \partial \Omega_b} [\hat{\rho} \hat{u}_x k] \cdot S_k}{\sum_{k \in \partial \Omega_b} S_k}, \]  

(A.6)

\[ f_\varepsilon = \frac{\sum_{k \in \partial \Omega_b} [\hat{\rho} \hat{u}_x \varepsilon] \cdot S_k}{\sum_{k \in \partial \Omega_b} S_k}. \]  

(A.7)

The average fluxes are evaluated directly in the CFD code and will be used to calculate the flux equivalent properties, as will be presented next.

A.2 Flux Equivalent Properties

The flux equivalent properties are defined in terms of the average fluxes according to

\[ f_m = \hat{\rho} \hat{u}_x, \]  

(A.8)

\[ f_{p,x} = \hat{\rho} \hat{u}_x^2 + \hat{p}, \]  

(A.9)

\[ f_{p,\theta} = \hat{\rho} \hat{u}_x \hat{u}_\theta, \]  

(A.10)

\[ f_{p,r} = \hat{\rho} \hat{u}_x \hat{u}_r, \]  

(A.11)

\[ f_e = \hat{\rho} \left( \hat{\varepsilon} + \frac{\hat{\varepsilon}_k \hat{u}_k}{2} + \hat{k} \right) \hat{u}_x + \hat{\rho} \hat{u}_x. \]  

(A.12)

\[ f_k = \hat{\rho} \hat{u}_x \hat{k}, \]  

(A.13)

\[ f_\varepsilon = \hat{\rho} \hat{u}_x \hat{\varepsilon}. \]  

(A.14)
The ideal gas law (2.8) together with the equations for the internal energy (2.13) and the specific heat (2.12) can be used to rewrite the internal energy in (A.12) in terms of the flux equivalent density and pressure. The remaining system of equations can be used to form a quadratic equation for $\hat{\rho}$, which has the following two solutions

\[
\hat{\rho}_1 = \frac{1}{2} \xi_2 + \sqrt{\frac{1}{4} \left( \frac{\xi_2}{\xi_1} \right)^2 - \frac{\xi_3}{\xi_1}}, \quad \text{(A.15)}
\]

\[
\hat{\rho}_2 = \frac{1}{2} \xi_2 - \sqrt{\frac{1}{4} \left( \frac{\xi_2}{\xi_1} \right)^2 - \frac{\xi_3}{\xi_1}}, \quad \text{(A.16)}
\]

where

\[
\xi_1 = \frac{f_e}{f_m} - \frac{1}{2} \left( \left( \frac{f_{p,r}}{f_m} \right)^2 + \left( \frac{f_{p,\theta}}{f_m} \right)^2 \right) - \hat{k}, \quad \text{(A.17)}
\]

\[
\xi_2 = f_{p,x} \left( \frac{\gamma}{\gamma - 1} \right), \quad \text{(A.18)}
\]

\[
\xi_3 = f_{m}^2 \left( \frac{\gamma}{\gamma - 1} - \frac{1}{2} \right). \quad \text{(A.19)}
\]

Two solutions are also obtained for the remaining properties, reading

\[
\hat{u}_{x,i} = \frac{f_m}{\hat{\rho}_i}, \quad \text{(A.20)}
\]

\[
\hat{u}_{\theta,i} = \frac{f_{p,\theta}}{f_m}, \quad \text{(A.21)}
\]

\[
\hat{u}_{r,i} = \frac{f_{p,x}}{f_m}, \quad \text{(A.22)}
\]

\[
\hat{p}_i = f_{p,x} - \frac{f_m^2}{\hat{\rho}_i}, \quad \text{(A.23)}
\]

\[
\hat{k}_i = \frac{f_k}{f_m}, \quad \text{(A.24)}
\]

\[
\hat{\varepsilon}_i = \frac{f_e}{f_m}, \quad \text{(A.25)}
\]

where $i = 1, 2$ denotes either the first or second solution. The two solutions represent a subsonic and a supersonic one. In cases where the flow is subsonic in the normal direction of the boundary, the first solution is valid. In the opposite case, where the flow is supersonic, the second solution is valid.

The flux equivalent stagnation enthalpy can be obtained directly according to

\[
\hat{h}_{0,i} = \hat{e} + \frac{\hat{\rho}}{\hat{\rho}} + \frac{\hat{u}_k \hat{u}_k}{2} + \hat{k}
\]

\[
= \frac{f_e}{f_m} \quad \text{(A.26)}
\]

The static enthalpy is calculated by subtracting the kinetic energy (mean + turbulent) from the stagnation enthalpy. The flux equivalent stagnation temperature and pressure are obtained from the corresponding enthalpy via (2.14) and the ideal gas law (2.8). Furthermore, the flux equivalent speed of sound can be calculated from (2.49) which in turn can be used to calculate the Mach number using (2.48). Finally, the stagnation pressure can be obtained from (2.53).