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Abstract

The main objective of this thesis is to perform stability aadtrol studies in the area of VSC-
HVDC. A major part of the investigation focuses on the exptaon of poorly-damped con-
ditions and instability that are linked to dc-side resomndnitially, a frequency domain ap-
proach is considered, applied to a two-terminal VSC-HVD@rezxtion that is modeled as a
Single-Input Single-Output (SISO) feedback system, whieee/SC-system and dc-grid trans-
fer functions are defined and derived. The passivity amalysd the net-damping criterion are
separately applied, demonstrating the superiority of éfted as an analysis tool. Furthermore,
it was discovered that the net-damping of a system and theidgrfactor of its poorly-damped
dominant poles are correlated in an almost linear way.

The occurrence of poorly-damped conditions is furtheryaeal from an analytical perspective,
where the eigenvalues of a two-terminal VSC-HVDC systenagmroximated by closed-form
expressions. This offers the benefit of a deeper understgmilihe way selected parameters of
the system can affect the frequency and damping charaatenid its eigenvalues. THaimilar-

ity Matrix Transformation(SMT) method is introduced in this thesis and applied to dukiced
4™ order state-space model of a two-terminal VSC-HVDC sysfEne results show that the
SMT offers improved accuracy in approximating the actual ergkres of the system, com-
pared to the already establisneld method.

Finally, studies are performed in VSC-MTDC grids, with thaimobjective of proposing ad-
vanced control strategies that can offer robust performaheing steady-state and transient
conditions, with improved power flow and direct-voltage tilamg capabilities. The advanta-
geous properties of the proposed controllers are provemgir simulations of four- and five-
terminal MTDC grids, in which their benefits compared to theginventional counterparts are
shown.

Index Terms: VSC, HVDC, Poor damping, Frequency Domain Analysis, Net g,
Passivity Analysis, Symbolic eigenvalue expressions, MTDroop control.
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Chapter 1

Introduction

1.1 Background and motivation

The use of Woltage Source Converter based High Voltage Decrent (VSC-HVDC) sys-
tems is considered to be a major step in facilitating lontptise power transfer and integrating
remotely located renewable energy sources to major consmmgenters. First introduced in
1997, with the commissioning of a 3 MW technology demonstrat Hellsjon, Sweden [1],
VSC technology has improved drastically over the yearseims of power and voltage rat-
ing, harmonic performance and losses |2, 3]. VSC-HVDC isidyfaecent technology, free
of several constraints associated with the thyristor-ttdsee Commutated Converter (LCC)
technology, with added degrees of freedom such as independetrol of active and reactive
power. The VSC eliminates the need for telecommunicatigkslbetween stations (at least in
a point-to-point configuration), which is otherwise a nesttysin LCC-HVDC to perform the
reversal of power flow. Additionally, VSC stations can bemected to weak ac grids and even
perform black-start, in contrast to LCC stations that caly be connected to relatively strong
ac grids. This also represents a limitation for the LCC-tddsehnology when it comes to inte-
gration of large renewable power generation units (e.gelacale wind farms), which usually
comprise weak grids. These features render the VSC as drcaladidate for implementation
in Multi-terminal HYDC (MTDC) systems, with numerous stais connected in a variety of
ways.

The introduction of power electronics in power systems Hésed a breakthrough in terms
of controllability and stability. In turn, this has led to amcreased possibility of interactions
between the system components. Potential resonances apgktr that, if become poorly
damped, can degrade the effective damping of the systemramnease the risk of instabil-
ity. Such occurrences have often been described in trafgion and classical HVDC appli-
cations [8=18]. Poorly-damped resonances between theedenwstations and the transmis-
sion cables can appear both in two-terminal VSC-HVDC cotioes [14] and VSC-MTDC
grids [15]16].

Stability studies are typically approached by using nuoamnalysis to determine the actual
values of the system’s poles [17]. Alternative solutiong/hawever offer a different perspec-
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Chapter 1. Introduction

tive to the understanding of stability and poor damping. égfrency domain approach is pro-
posed in[[9, 18] and further utilized in [19,120], where theggity analysis of a system is used
to derive design criteria. This concept has however linatet as it cannot provide answers for
non-passive systems, where other methods should be fursieel: A different frequency do-
main tool is the net-damping criterion, used/in/[21-24] tolfeate a subsynchronous torsional
interaction analysis of turbine-generator sets. Theesitstem was modeled as a Single-Input
Single-Output (SISO) feedback process, comprising of @amdpop and a feedback subsystem.
The assessment of the accumulated subsydampingat the open-loop resonant frequencies
offered direct and consistent conclusions, regarding libeed-loop stability. Nevertheless, this
method has never been used in VSC-HVDC studies.

An analytical approach to the stability of a system offeksltienefit of a deeper understanding
in the way selected parameters of a system can affect thedneg and damping characteris-
tics of its eigenvalues. Hence, it is valuable if such syntdéscriptions can be obtained for
a poorly-damped VSC-HVDC link, highlighting the relatidmg between the system’s parame-
ters and its poorly-damped poles. A major problem in thisess is the fact that the analytical
description of a high-order system is challenging and inynaases impossible. Modeling a
VSC-HVDC connection while maintaining a sufficient leveladmplexity, can lead to a sys-
tem whose order can easily surpass the tenth order. It isftrerimportant and interesting to
significantly minimize the order of such systems, in such g tat most of the information on
the dynamic response is preserved.

Relevant research in the analytical approach area has pdé&ea mostly in electric drives and
traction systemd [25, 26], where a rectifier and an inventercannected via dc lines. How-
ever, the analytical description considers only the resoaaf the dc cable, disregarding the
effect of the converter controllers on the overall perfonc®& In [14], the analytical eigenval-
ues of the dc-link in a two-terminal VSC-HVDC connection reyided, but is only applicable
for zero power transfer. Approximate symbolic eigenvalinegSC-MTDC grids are provided
in [27] but require significant simplifications, influencitige validity of the final expressions.
In [28,[29] the approximate analytical eigenvalue solwiohanalogue electronic circuits are
computed by the semi-state equations of the investigatsigisy The proposed process may
not always be successful and could lead to a significant Ibsfamation. The poles of an
analogue circuit are calculated through the time constattixof the system in [30]. However,
this kind of approach allows analytic computation of thetfivgo dominant poles only with
major system simplifications being required in order to catepthe other poles. In [31-33],
the LR iterative method is used to calculate the symbolic poleszards of analogue elec-
tronic circuits, based on their state matrix. However thplemented approach incurs a heavy
computational burden and numerous simplifications arkerstjlired to produce compact final
solutions. Consequently, the development of analyticahous that are more computationally
efficient and provide sufficient accuracy in the approximatf a plurality of eigenvalues, is
considered of great value.

The concept of MTDC grids as counterpart to the very wellldsthed High Voltage AC grids

is an interesting approach when it comes to high power treassom over long distances. Rel-
evant research in the field used to strictly consider LCC-KVEations|[34, 35], but recently
there has been a shift of interest towards VSC technologferent types of control strate-



1.2. Purpose of the thesis and main contributions

gies for VSC-MTDC grids have been suggested, e.g. the witagrgin control[36, 37], or

droop-based control [38-40]. In_[41], a comprehensiveamislon the control and protection
of MTDC grids has been carried out, while other works suclilés17] deal with the study of

the stability in such systems. Further development is requior control strategies that offer
robust performance during steady-state and transienitommsl with improved power flow and

direct-voltage handling capabilities.

1.2 Purpose of the thesis and main contributions

The main purpose of this thesis is to perform studies on thigilgy of VSC-HVDC systems
and investigate the interaction between the control sirast passive components and operating
points. The ultimate goal is to develop methodologies antktthat will allow the explanation
and understanding of poorly-damped conditions that magapip such systems. Furthermore,
the potential of using VSC technology in large scale MTDQIgrirequests a robust control
structure with exceptional handling characteristics &f power-flow and direct-voltage man-
agement. This is an area to which this thesis attempts taibate accordingly.

To the best of the author’s knowledge, the main contribtioirthis thesis are the following:

1. An approach is proposed to explain the origin of dc-sidaibility and poorly-damped
conditions in a two-terminal VSC-HVDC system, based on tiegdency domain ana-
lysis of the subsystems that constitute the latter. Fumbeg, an almost linear correla-
tion between the net-damping of a system and the dampingrfatthe poorly-damped
closed-loop dominant poles has been discovered.

2. A new method to derive the analytical eigenvalue expoessif a 4 order two-terminal
VSC-HVDC model, was developed and its effectiveness wasodstrated. This enables
the extraction of eigenvalues in a closed form, making itspgae to understand how a
certain system parameter or operational point contribiatéise placement of a pole and
can therefore assist in understanding how a system can lpdifeach for easier further
analysis.

3. Two new types of droop-based control strategies for apptin in MTDC grids, are
developed and analyzed. The associated controllers d#adg-state and dynamic en-
hancement in the handling of relatively stiff- or constantwver controlled VSC stations
connected to the grid, compared to conventional contsller

1.3 Structure of the thesis

The thesis is organized into eight chapters with Chapterstri@®ng the background informa-
tion, motivation and contribution of the thesis. Chapterr@vimles a theoretical base for the
understanding of the VSC-HVDC technology and presents t8€ \¢ontrol structure and its
limitations, the components of a realistic VSC-station arfdrmation on the latest advances

3



Chapter 1. Introduction

in converter topologies. Chapter 3 functions as a genetadnction to the concept of damp-
ing in dynamic systems and focuses on poorly-damped condithat may appear. Examples
are provided in the areas of traction, electric drives,stad HVDC and VSC-HVDC, along
with the main contributing factors to such conditions inteaase. In Chapter 4, the dynamic
behavior of two-terminal VSC-HVDC transmission systemsansilyzed through a frequency
domain approach. Theassivityapproach and theet-dampingriterion are utilized to explain
poorly-damped conditions and occasions of instabilitywa#l as to describe the way certain
interventions to the VSC control can improve the dynamidgrerance of the complete sys-
tem. Following the frequency domain analysis, Chapter tiges on an analytical approach to
the description of poorly-damped conditions in two-terahifSC-HVDC systems, by means
of deriving analytical eigenvalue expressions that conddlithe parameters of the control and
passive components of the system, as well as the nominatopgpoints. As tools to accom-
plish this objective, the chapter introduces 8imilarity Matrix TransformatioifSMT) method
and provides an overview of tHeR iterative method. The chapter concludes with the deriva-
tion of state-space models for a generic two-terminal VS{BE transmission system and the
dc-transmission link that connects the two VSC stationg @igenvalues of these models are
analytically extracted using the SMT and LR methods in Chiaptwhere the accuracy and the
validity of the final expressions is thoroughly analyzed anchments on the capabilities and
limitations of each method are made. Chapter 7 providessighihto MTDC grids regarding
the technologies involved, grid topologies and contratsiies. Within the context of direct-
voltage droop control in MTDC grids, the chapter introdutves proposed droop-based control
methods with advantageous properties in the handling afively stiff- or constant-power con-
trolled VSC stations connected to the grid. Finally the ilhesncludes with a summary of the
results achieved and plans for future work in Chapter 8.

1.4 List of publications
The publications originating from the project are:

I. G. Stamatiou and M. Bongiorno, "Decentralized convedentroller for multiterminal
HVDC grids,” in Proc. of the 15th European Conference on Power ElectromcsAppli-
cations (EPE 2013)Sept. 2013, pp. 1-10.

[I. L. Zeni, T. Haileselassie, G. Stamatiou, G. Eriksen, dldgll, O. Carlson, K. Uhlen, P.
E. Sarensen, N. A. Cutululis, "DC Grids for Integration ofrga Scale Wind Power,” in
Proc. of EWEA Offshore 20129 Nov. - 1 Dec. 2011, Amsterdam.

[ll. N. A. Cutululis, L. Zeni, W. Z. El-Khatib, J. Holbgll, FE. Sgrensen, G. Stamatiou, O.
Carlson, V. C. Tai, K. Uhlen, J. Kiviluoma and T. Lund, "Chealiges Towards the Deploy-
ment of Offshore Grids: the OffshoreDC Project,Rroc. of 13th International Workshop
on Large-Scale Integration of Wind Power into Power Systasnsell as on Transmission
Networks for Offshore Wind Power (WIW 20,12014.
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IV. G. Stamatiou, Y. Song, M. Bongiorno and C. Breitholtz, i@ytical investigation of
poorly damped resonance conditions in HVDC systenssimitted for publications in

IEEE Trans. on Power Del., special issue: HVDC transmissigstems for large offshore
wind power plants[second review]

V. G. Stamatiou and M. Bongiorno, "A novel decentralizedtcobhstrategy for MultiTermi-
nal HVDC transmission gridsdccepted for presentation at the 7th annual IEEE Energy
Conversion Congress & Exposition (ECCE 2015), Montrealelac, Canada.
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Chapter 2

VSC-HVDC operation and control

The use of VSC in HVDC applications and the analysis of theal of the associated sys-
tems require an understanding of the fundamental progeatiel functionalities of the VSC
technology. The intention of this chapter is to provide adhbst detailed background informa-
tion on VSC-HVDC systems. The main structure and comporarad/SC-HVDC system are
initially described, followed by an introduction to the @agonal principles of a VSC. Thus,
the interconnected layers of control that allow the VSC terape as a controllable voltage
source are presented. This will provide the basis for therstdnding of the dynamic behavior
of VSC-HVDC systems, as will be investigated in the follogichapters. Finally, the control
strategy of a typical two-terminal VSC-HVDC transmissioiklis presented and demonstrated
via simulations.

2.1 Introduction to VSC-HVDC

The typical configuration of a two-terminal VSC-HVDC transsion link is illustrated in
Fig.[2.1, where two VSC stations connect two ac systems viertaathismission system. The
two ac systems can be independent networks, isolated from @her, or nodes of the same
ac system where a flexible power transmission link is to babéished. The interconnection
point between a VSC station and its adjacent ac system isdctie Point of Common Cou-
pling (PCC). The main operating mechanism of a VSC statiosicers the ability of the VSC

~ To:)T:
v 1)
—= _ de.1 dc,z_ ~_| Phase
) reactor
dc-transmission
link

Phase
reactor

AC filters

AC filters

Fig. 2.1 Two-terminal VSC-HVDC transmission link. The called power is the power entering the
phase reactor with a positive direction towards the VSGostat



Chapter 2. VSC-HVDC operation and control

to function as a controllable voltage source that can craatalternating voltage of selected
magnitude and phase, allowing the exchange of a predetednaimount of active and reactive
power between itself and the ac system. This is achieved ésatipg the stations as active rec-
tifiers that can created a voltage waveform. In order to enthat, the dc side of the converters
must maintain a fairly stiff direct voltage. For this reasomd as explained later in Sectidn (2.5),
one of the VSC stations bears the duty of controlling theag#tin the dc transmission to a
designated value while the other station handles the dafttbe active power flow that will be
exchanged between the two ac nodes. In parallel to that,sgatibn can regulate the reactive
power exchange with its interconnected ac system, indegmlydfrom the active power han-
dling. This is a major feature that the LCC-HVDC lacks. Adulially, the presence of diodes
connected in anti-parallel with the IGBTs provides bidirecal power capabilities to the VSC,
without the need to invert the polarity of the dc-link voleaginlike in LCC-HVDC. The de-
sired power exchange in a VSC station is imposed at the ctiongmint of the phase reactor,
connecting the VSC main valves to the transformer, showngrZl.

The dc-transmission link may consist of overhead or cahpe tyf conductors, based on the
operational characteristics of the transmission systewer common arrangement of the dc
link, used extensively in classical HVDC, is the asymmaetmignopole, with or without metal-
lic return. In this way only one pole is energized while thieastis either a grounded conductor
or isolated ground connections at each station, respéctiver these arrangements, the tran-
sformers have to be designed for dc stresses and there islmadancy if the single energized
pole is lost. The bipolar connection solves the redundassyed by connecting two identical
asymmetric monopole systems in parallel, in such a way beagitounded parts of the stations
are connected to each other and there is a positively andivelgacharged pole completing
the system. This arrangement is more costly, but if an enedgpole is lost, the VSC-HVDC
can keep operating with the remaining pole, at a reduced pwmtieg. The last type of VSC
connection is the symmetric monopole, as shown in [Eig. 2fstituted by two conductors
connecting the VSC stations and operated at opposite wdtddnis is achieved by splitting the
dc-side capacitor into two identical parts with a groundedigoint. In this way, the transformer
does not suffer from dc stresses and redundancy is stillenffat 50% of the rated power. This
arrangement is going to be used in the present thesis. Thvention will be used in the rest of
the thesis as well.

The following sections provide a detailed overview on thg g@mponents of a VSC transmis-
sion system, the operating principles and the control sysiavolved.

2.2 Main components of a VSC-HVDC transmission system

The complete description of a VSC-HVDC transmission systepresented in Fig. 2.2. The

main part of the station, comprising of the switching vajuesurrounded by a number of key
components that are necessary for the proper operatiore afativerter. These are the dc-side
capacitor, ac-side filters, the phase reactor, the couplargsformer and the dc-transmission
lines. These components are further described in thiswsecti

8



2.2. Main components of a VSC-HVDC transmission system

AC PCC Lk R v l
g o et c.
rid 5 = T
g %
Transformer = Phase Valves || dc-side dc-lines
2 reactor capacitor
VSC station

Fig. 2.2 Components of a VSC-HVDC station.

2.2.1 AC-side transformer

A VSC station is usually connected to an ac grid via a convérd@sformer. Its main function
is to facilitate the connection of the converter to an acesystvhose voltage has a different
rated value. Furthermore, the transformer blocks the aipen of third-order harmonics and
multiples to the main ac system, while at the same time pesvghlvanic isolation between
the latter and the VSC station. The transformer is a thresglc power-transformer, equipped
with a tap changer. For large power ratings, the size andlweifa three-phase transformer
can be forbidding from a structural and transportation pofrview and is, therefore, built as
separate single-phase transformers. For asymmetridahdsmission configurations, the trans-
former will be exposed to a dc-offset in the valve-side atages, which will result in a slightly
more complicated transformer design [2].

2.2.2 Phase reactor

The phase reactor is one of the key components of a VSC stétisomain function is to fa-
cilitate the active and reactive power transfer betweersthagon and the rest of the ac system.
With the one side of the reactor connected to the ac systemVV8C is able to apply a fully
controlled voltage to the other side of the reactor. The niade and phase difference of the
latter, compared to the ac-system voltage will induce aroietl amount of active and reactive
power transfer over the reactor.

A secondary function of the phase reactor is to filter highenmonic components from the
converter's output current and also limit short-circuitremts through the valves. The phase
reactor impedance, in combination with the transformerddgnce, defines the short circuit
current for the valve diodes[[2]. According 1o [42], the tygli short-circuit impedance of this
type of phase reactor is 0.15 pu. The phase reactor is modslath inductor in series with
a small resistance, which takes into account the reactse$os'he authors in [43] consider a
reactor inductance of 0.25 pu.
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I 04 i
J 0

(b)

Fig. 2.3 AC-side filters. (a)™ order filter, (b) 3¢ order filter and (c) Notch filter.

2.2.3 AC-side filters

The voltage output of the HVDC converters is not purely sodal but contains a certain
amount of harmonics, due to the commutation valve switcpnogess. This causes the current
in the phase reactor to also contain harmonics at the sampecineies, apart from the desired
sinusoidal component at the grid frequency. These curaetsiot desired to flow in the rest
of the ac grid as they could cause additional losses in ot@ponents and distorted voltage
waveforms.

When using PWM modulation, a high frequency ratig shown later in Section (2.3.2), shifts
the switching harmonics to the high-frequency range, wheegeactance of any inductors on
the ac side (including the phase reactor) becomes high. Agsudty the generated harmonic
currents have low amplitude and the waveform of the regultionverter current propagating
to the rest of the grid approaches the sinusoidal form, vihéeharmonic losses are simultane-
ously decreased. However, this choice forces the valvesitolsat a higher frequency and the
switching losses are increased.

Aiming to maintainny at a reasonably low value but also reduce the harmonic coatéhe
VSC output, a range of passive filters are used, connectegebrtthe phase reactor and the
transformer([2,44]. Typical examples ar®rder filters, & order filters or notch filters, as
depicted in Fig._2I3. Depending on the converter topologlitaswitching levels, the harmonic
content of the converter output can be reduced to a levelevihernecessary ac-side filters can
be reduced in number and size or even neglected.

2.2.4 DC-side capacitor

The main function of the dc-side capacitor is to reduce thHeage ripple on the dc-side and
provide a sufficiently stable direct-voltage from whicheaftating voltage will be generated
on the ac-side of the converter. Furthermore, the capaadis as a sink for undesired high-
frequency current components that are generated by thehsmgtaction of the converter and
are injected to the dc-side. These currents are preverggdgropagating to the rest of the dc-
transmission link, being filtered by the inductance andstasce of the dc lines. Additionally,
the dc-side capacitor acts as a temporary energy storage Wieeconverters can momentarily
store or absorb energy, keeping the power balance duringiénats.

10



2.2. Main components of a VSC-HVDC transmission system

Y Y Y\

il il
I Cpole/2 C:poIe/2 I

Rpole I—pole
M\

Fig. 2.4 M-model of a single pole for a dc-transmission link.

The capacitor sizing is usually performed considering tmewnt of power to be stored. Con-
sequently, the capacitor is characterized byddygacitor time constantiefined as

_ CdCU(?C,N

=
whereCyc is the capacitancejycn is the rated pole-to-pole direct voltage afgis the rated
active power of the VSC. The time constant is equal to the tiseded to charge the capacitor

of capacitanc€yc from zero tougcn, by providing it with a constant amount of poway [45].
A time constant of 4 ms is used in [46] and 2 msiih [2].

(2.1)

2.2.5 DC-lines

The transmission of power between VSC-HVDC stations isqueréd using dc-lines. Each dc-
pole can be modeled ademodel, with resistancByole, inductance.poe and two identical ca-
pacitors with capacitandg,ole/2 each. This is depicted in Fig. 2.4. Transmission lines are n
mally described in terms of resistance/km/pglmductance/km/polkeand capacitance/km/pole
c. With the length of the dc-transmission system being predich km units, the previous cable
elements are defined as

® Roole = r-(transmission line lengdh
® Lpole = |-(transmission line lengdh

e Cyole = C-(transmission line lengdh

It is possible to use two different types of dc-transmiséiloes: cables or overhead lines. Cable-
poles are normally laid very close to each other and thesdfave a relatively high capacitance
and low inductance per km. On the contrary, overhead trassam line poles are located in a
relative distance from each other and as a result they hasfatavely high inductance and low
capacitance per km. The values that are going to be used préisent thesis are presented in
Table[2.1.

TABLE 2.1. PHYSICAL PROPERTIES FOR MODELING DETRANSMISSION LINES
Type of dc-transmission liner (Q/km/pole) | (mH/km/pole) c (uF/km/pole)
Cable 0.0146 0.158 0.275
Overhead line 0.0178 1.415 0.0139
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Fig. 2.5 Half-bridge converter: (a) Converter topology &bdOutput voltage waveform.

2.3 VSC principle of operation

In contrast to thdine-commutated converterthe VSC belongs to thself-commutated con-
verter category, being able to switch its power electronic valvesng desired current flowing
through them. This feature allows the VSC to generate aetsilternating voltage at its ac-
side and produce a bi-directional power flow. This sectigtdbes how the VSC operates and
provides a brief introduction to the application of the ReWidth Modulation (PWM) method.
Observe that other modulation strategies can be appliedtuakinstallations in order to re-
duce the system losses, but most of them share common tithitdhe (PWM) method. Finally,
the operational limitations of the VSC are analyzed and aberrof existing and future VSC-
HVDC converter topologies are presented.

2.3.1 Converter structure, switching and modulation
The explanation of how a VSC operates starts from the fundtahbalf-bridge converter in
Fig.[2.5(a). The dc-side is connected to a dc-source of geltac, which is in turn divided

equally among two series-connected identical capaci@sh of them bears a direct voltage of
Udc/2. The two switche$, andS, are operated with the following sequence of actions

1. The switching pattern is periodic with frequenwoy and periodTs.

2. For a duratiom\t;, switchS; is kept at on-state ang at off-state. The output voltage,
is equal to+ugc/2.

3. For a duratiod\t, = Ts — Atg, switchS; is kept at off-state an8, at on-state. The output
voltageu;, is equal to—ugc/2.

12



2.3. VSC principle of operation

+ 4

|||+
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L

Fig. 2.6 Three-phase six-bridge VSC converter.

The resulting periodic waveform af, is shown in Fig[ 2.5(B), fluctuating betweemgy./2 and
—Uqc/2. The Fourier series of this waveform can be expressed as

U . l .
Ug= %0+uals|n(abt+(pl)+ Zzuans'n(n‘*bt+%> (2.2)
n=

where the terms,, andg, are the Fourier coefficients and angles, respectively. Banit@hing
duty-cycle of 0.5 (orAt; = Ts/2), the dc-offset termv,p/2 becomes equal to zero and (2.2)
becomes

Ua = Ua1Sin(aot + @) + ;uansin(nabt+gq1) (2.3)
n=

This implies that there is a fundamental sinusoidal harmohamplitudeu, 1 with a frequency
wp, along with higher harmonics. An-th order harmonic will have a frequency wy and
amplitudev, . For this type of square waveform, the amplitude of the s components
are defined as

Ugn=2%e n=135..
(2.4)
Ua_‘n:O, ﬂ:0,2,4,...

with Uan < Uan-1 for every oddn. This means that the fundamental component has the largest
amplitude. Consequently, under the considered switchatgem, the half-bridge leg is able to
behave as a voltage source, generating an alternatingtoutipege that comprises of a funda-
mental sinusoidal component of fixed amplitude and varyingse (achieved by delaying the
whole switching pattern over time), together with higheder harmonics of smaller magnitude.

If three half-bridge legs are connected to the same voltagece and dc-side capacitors as in
Fig.[2.6, a three phase VSC converter is created, with eachdang able to independently
produce its own alternating voltagrg, U, or Uc. In this case, if the three legs are provided with
the same square wave switching pattern of 0.5 duty-cycldraadiencywy, but consecutively
phase shifted by72/3 rad from one leg to the next, the VSC acts as a three-phitsgyesource
with voltages of equal magnitudes and phase-shiftedrdg fad.
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Chapter 2. VSC-HVDC operation and control

2.3.2 Sinusoidal Pulse-Width Modulation

The previously described square-waveform modulationiegmn a half-bridge converter has
several disadvantages. As mentioned earlier, even thdughpbssible to control the phase
of the resulting output voltage waveform, it is not possitlenodulate the amplitude of the
sinusoidal components by is fixed, with the fundamental component being the object of
interest. Furthermore, relatioh_(2.4) indicates thateahare harmonics in the low-frequency
range with significant amplitude and bulky filtering equiprh&ould be required to ensure
that the output voltage is mainly represented by the fundéaheomponent. A number of
alternative modulating techniques are used in practicetgeghese problems e.g. the pulse-
width modulation, the space-vector modulation, or thect®le-harmonic elimination. The first
of these methods is further described here.

Considering the half-bridge converter of Hig. 2.5(a), théN? method dictates that switch&s
and$S, do not necessarily have to be switched with a fixed duty cyklselected sequence of
alternating switchings with different time durations caeate an output voltage whose funda-
mental component can have controllable amplitude, whigeamplitude of higher harmonics
can be significantly reduced. A version of the PWM is the Somde Pulse-Width Modula-
tion (SPWM) and its concept is presented in Figl 2.7, apphiedhe half-bridge converter of
Fig.[2.5(@).
The main idea behind this method, applied to a VSC, consttiersampling of a desired refe-
rence signal in order to recreate it as an output voltage ridgie triangular-wave carrier signal
is used for the sampling, with amplitudg and frequencyf.. The value ofA; is chosen equal to
Ugc/2 with reference to the converter of Fjg. 2.5(a). Assume ttatdesired reference voltage
output of the VSC is

Uaref = ArSin(2rtfit 4 @) (2.5)
whereA, is the amplitude of the reference afds its frequency. Thodulation index mand
the Frequency ratio mare defined below.

_A
- (2.6)
= (2.7)

In order to apply the SPWM to the half-bridge converter of. Ad(a), amplitudes. and A
are normalized by the valug,:/2, resulting inA¢ norm=1 while the reference signal df (2.5)
becomes A

(Varef)norm = Ar normSin(wot + @) = —— - sin(wot + @) (2.8)
Udc/z
with the Modulation index becoming
A
0o/ (2.9)

The top graph of Fid. 217 shows the superposition of a nomedlreferenced signal at a fre-
guency off,=50 Hz, corresponding to a reference voltage with an ang#ify slightly smaller
thanuyc/2, and a carrier signal &=1500 Hz. The SPWM method follows the rules
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Fig. 2.7 Application of SPWM to a half-bridge converter. Tii@aphs show the carrier and reference
waves, the pulses to the active switches and the outpuigeoitaveforms.

e If at any instance the reference signal has a higher valuethieacarrier signal, the§; is
set at on-state ang is kept at off-state.

¢ If at any instance the reference signal has a lower valuetti@oarrier signal, the§; is
kept at off-state an& is set at on-state.

The resulting switching pulses f& and S, are shown in Fig._2]7, with values 1 and O cor-
responding to on- and off-state, respectively. Followimgse switching patterns, the resulting
step-wise waveform of the half-bridge converter is presemb the lower graph. In this case,
and considering that the waveform varies betweeR./2 andugc/2, the amplitudev,; of the
fundamental is given as

Udc A Udc

2 uge/2 2 = (2.10)
This indicates that the resulting waveform has a fundanmheontaponent which is identical to
the reference voltage ih_(2.5). The converter is thus ablepooduce a reference with vary-
ing amplitude while keepingyc constant, unlike the square-waveform modulation. The same
principle applies to the three-phase VSC in Eigl 2.6.

Ua1=My-

As long asm, < 1, the VSC operates in its linear region and relation (2. ppJias. Formy > 1
(the reference signal has higher amplitude than the casiugral), the VSC enters the over-
modulation region wheré (2.1.0) does no longer apply. In¢hie, the amplitude of the funda-
mental is no longer equal to the amplitude of the referendecan reach a maximum value of
2uq4c/ T, defined by[(214), and that corresponds to a fully square feaveof the VSC output
voltage.
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Fig. 2.8 Steady-state power transfer on the ac-side of a M8DC converter.

An added benefit of the SPWM method is the fact that when the MSperated in its linear
region, the high-order harmonics of the voltage output prilm appear at the close vicinity of
frequencies that are integer multiplesfgf The higher the frequency ratiy, the further these
harmonics are relocated towards higher frequencies, wdsseciated passive filters can have
small dimensions and cost. However, a higlmplies that there are more converter switchings
per reference period and this leads to higher switchingeksh is thus necessary to find a
compromise in terms of cost/size of passive filters and $witclosses.

2.3.3 Power-transfer capabilities and limitations

Having described how the VSC can produce a fully controdlahltput alternating voltage, it is
possible to examine the power-transfer capabilities of £¥8/DC station. Figuré 2|8 shows
the portion of an HVDC transmission link with a VSC statiordahe phase reactor. The as-
sociated ac system, transformer and ac-side filters aradssad by an equivalent Thevenin
model that is connected to the phase reactor, with the ctiongmint having a voltage phasor
Vy = Vg£0. For simplicity purposes, the phase reactor and the vali/d station are consid-
ered to be lossless.

The VSC can produce an output voltage= V.~ & with a desired magnitude and an angle dif-
ferenced, compared t&/. For such a system, the steady-state per-unit complex patveerbed
by the VSC at the connection point of the phase reactor tog$isof the ac system is equal to

S Vg—VeZ8] V. V2V,
=Vg[lf] =Vy | 2| =25 [ e 2.11
Sy = Vgllf] g[ X } w SiN(0)+ 5. — == cos(d) (2.11)
where the active and reactive power are
VoVe .

P — _9YCdin(s 2.12
g X sin(o) (2.12)
_Vg_ VoVe cos(d) (2.13)

X X '

Considering that the phase shift andlas usually very small, the Taylor approximation of
sin(d) and co$d) gives d and 1, respectively. As such, equations (2.12) and 2. 18y
written as

VgV

-
Vg—Ve

==

Pg:

5 (2.14)

Qg Vo (2.15)
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Fig. 2.9 Capability curve of a VSC-HVDC station.

Taking into account tha¥y is expected to be relatively stiff and the variation range/ofs
normally small (0.9-1.1 p.u.), it can be seen thas the dominant term in_(2.14) in defining the
allowablePy. Likewise, the termd is absent in[(2.15), indicating that the magnitude diffegen
Vg —Vcis dominantin defining the amount Qf. For this reason, it can be claimed that the active
powerPy is controlled by the angle difference of the voltages actbegphase reactor, and the
reactive powegy is controlled by the magnitude difference of the voltagesoina. Given that
the VSC can independently control the magnitude and phas#s ofitput voltage, it can be
claimed that the VSC is able to control the active and reagiwver transfer independently.

However, the power-transfer capabilities of a VSC statimnraot unlimited and care should
be taken so that certain limitations are not exceeded. Tarerenainly three factors that limit
the power capability, seen from a power system stabilitygpective [[47] and their effect is
presented in Fig. 2.9. The first one is the maximum currewoiuthin the IGBTs of the converter
valves. The maximum apparent pow8hax| that the VSC can output at its ac-side is

|Smax| = |Pe+ jQC|max: (P02+Qg)maxzvc' |f,max (2.16)

wherels max is the maximum allowed current through the IGBTs, dictatgdhe design of the
latter. Relation[(2.16) defines a circle of maximum MVA, witidiusV - It max. Therefore, for

a givenls max and varyingVe, the maximum allowed MVA limit of the VSC changes as well.
Three such circles are drawn in Hig.]2.9 Ygrequal to 0.9, 1.0 and 1.1 pu.

The second limit is the maximum steady-state direct-vellagelVyc max. The reactive power
is mainly dependent on the voltage difference between teenating voltage that the VSC can
generate from the direct voltage on its dc side (with the #oqge of the fundamental being
directly related td/yc), and the grid ac voltage. If the grid ac voltage is high, ttieence be-
tween théVyc max @and the ac voltage will be low. The reactive power capabiitjen moderate
but increases with decreasing ac voltage. The third linthésmaximum direct current through
the cable. This affects only the active power and is drawn Byraight line in Figl 2.9. The
enclosed area between the previous limits defines the alloperational area of the VSC. If
these limits are to be considered for powBgsand Qq, small adjustments need to be made to
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Fig. 2.10 Three-level Neutral-Point-Clamped converter.

the curves of the figure, to account for the active-powerdsssd reactive-power absorption,
owing to the presence of the phase reactor.

2.3.4 Advances in converter topologies

Even though numerous designs for potential HYDC convedrist, only a few are considered

realistic for commercial use and even less have been impide practice. The great majority

of all VSC-HVDC connections having been built to date [3] based on the two-level converter
of Fig.[2.6. However, the produced two-level ac-side vathgs a high harmonic content and
the use of filters is necessary, with losses being high dubkeadigh switching frequency at

which the valves are operated.

() (b)

Fig. 2.11 Module cells for a Modular Multilevel Converteg) (Half-bridge cell and (b) Full-bridge cell.
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2.3. VSC principle of operation

(a) (b) (©)

Fig. 2.12 Modular Multilevel Converter: (a) Converter tégpgy, (b) Voltage waveforms with half-bridge
cells and (b) Voltage waveforms with full-bridge cells.

A first effort towards multilevel ac voltage has been perfediby adapting the Neutral-Point-
Clamped (NPC) converter to HVDC standards. This convestprésented in Fi§. 2.10{a) in its
three-phase arrangement and the resulting phase voltaggpisted in Figl 2.10(b). The con-
verter can now switch to three levels @4c/2, 0 and—uqc/2), leading to less total harmonic
distortion, reduced losses and filter requirements buteatdst of high mechanical complex-
ity, increased converter size, challenges in balancingdtfiside capacitors and uneven loss
distribution among the valves. An actively clamped topgltigat solves the loss distribution
problem of the NPC was introduced, called Active NPC (ANP@ith the clamping diodes
being replaced by transistors|[[3]48].

The major breakthrough in VSC-HVDC however was providedigjintroduction of the Modu-
lar Multilevel Converter (MMC)[[49]. Overall, the MMC resdites a two-level converter where
the series IGBT valve is replaced by a chain of series cordeittentical and isolated cells each
providing fundamental voltage levels. The MMC is shown ig.[2.12(d). Cumulatively, the
whole chain produces a voltage consisting of a very finebpsid ac waveform with a dc-offset
of equal magnitude to the direct voltage of the adjacent dtec&ventually the phase voltage
will consist of only the alternating part. In its simplestrig the MMC uses the half bridge cell
(Fig.[2.11(d)) where a capacitor is either inserted or bgasproviding two possible voltage
levels;Vcap Or O, WhereVqyp is the voltage of the cell capacitor. The arm- and phaseagelt
waveforms at one leg of the converter are plotted in[Fig. @JL®Dther cell topologies can also
be used, like the full bridge cell in Fi§. 2.1T(b), providingltage levels oWcap, O Or —Veap
MMC with full bridge cells, with the associated arm- and phasltage waveforms shown in
Fig.[2.12(c), can produce higher magnitude alternatintagel and even suppress dc-faults [50]
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2.4. VSC control

at the expense of higher IGBT numbers. Overall the MMC offeery low losses, low effective
switching frequency and minimization of ac-side filters.

Very recently, a number of proposed alterations to the oaigMlMC concepts have been pro-
posed and seriously considered for the next generation ofCMB0]. One very interesting
example is the "Series hybrid with wave shaping on the ac’ sldewn in Fig.[2.1B. This is a
combination of the two-level converter and the MMC. The idethat the six-bridge converter
provides a two-level voltage while a series connected obfagells creates a complex waveform
which, when superimposed to the former, results in a fineitew#tl sinusoidal waveform. The
main benefit of this topology are the reduced switching lessece the cells of every arm need
to switch and produce a sinusoidal arm voltage for only hlhe period of the fundamental.

Another proposed design is the "Series hybrid with wave stippn the dc side” (Fid._2.14)
which is also considered by Alstom as its next generation E\ddIlution [51]. Each arm of
the converter consists of an IGBT-stack in series with arcléicells. The main principle of
operation is that each arm is responsible for creating oalf/the sinusoidal waveform. This
results in chains of cells rated at approximately only hadf total dc-side voltage. The IGBT
valves are needed to isolate the arm that is complementd#ng tone connected to the ac-phase
terminal at any time. Even though the MMC technology has d&lycommissioned examples
to present, the technology trend points towards the dommaif the MMC form in VSC-
HVDC applications, mostly due to the very low losses thatloamchieved and the possibility
to suppress dc-faults if full-bridge cells are used.

2.4 VSC control

The dominant method in the control of VSC in various appiaat is the vector control. Having
been widely applied in machine drives for the control of V&G«en electrical machines, the
vector control is also highly applied in VSC-HVDC applicats, as mentioned in_[42]. The
main idea of the vector control involves the representaticanthree-phase alternating quantity
of the ac system as a vector with dc-type of properties, ot on a rotatinglg-rotating
frame. The resulting vector can then be controlled in a sinmlanner as the voltage and current
of a dc system, and finally restored to its three-phase altiegnrepresentation to be applied to
the ac system.

The typical structure of a VSC-HVDC control system is ilhaged in Fig[ 2.15. Its backbone is
the Vector Current Controller (VCC). This control stru&ueceives as inputs the currents refer-
ences{ * andif *, with a role of producing a pair of voltage refereng®* andug *. These are
transformed into three-phase quantities and provided aktating signals to the PWM block,
which will generate appropriate firing signals for the VS@sea. The resulting current on the
phase reactor should ideally match the current referedeesentioned in Section (2.3.2), the
modulating voltage signal to the PWM is internally normeadizy the value of the direct voltage
of the dc-side capacitor in the VSC.

A Phase-Locked Loop (PLL) is used to synchronizediggrotating frame of the converter to
the rotating vectogé“ﬁ ) vector ina -coordinates, providing a reliable reference frame for any
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Fig. 2.15 VSC control system

abcto-dg and dgto-abce transformations. A number of outer controllers are impletad in
order to control other quantities such as the direct voltafgle dc-side capacitor, the active
and reactive power transfer, and the magnitude of the altiegvoltageug. As already men-
tioned in Section[(2]1), the desired active and reactivegoaxchange in the VSC station is
imposed at the connection point of the phase reactor, ctingabe VSC main valves to the
transformer, shown in Fig. 2.1L5. This is the power enterrghase reactor with a positive di-
rection towards the VSC valves, correspondinggandQg. Considering a voltage-oriented
frame, the active-power controller operates by contrgllﬂf*. The same applies for the direct-
voltage controller because the energy stored in the dcesigacitor (and therefore its voltage)
is controlled by active power injected to it by the VSC. Thieans that?| * can be used for
the direct-voltage control as well. The refererif,lé is thus used either for active-power or
direct-current control. The reactive power is controllgd?)*, and since the magnitude of the
alternating voltageyg is related to the amount of reactive-power transfer by th€ e re-
ferencei?I * is used either for reactive power or alternating voltagetrmdnAnother control
strategy not examined in this thesis is the operation of tBE€\As a fixed alternating-voltage
source, where it has to impose a three-phase voltage oeddsgquency and magnitude to a
passive network (e.g. a wind-farm) orlack-startan islanded system.

In this section, the different control blocks that comptise complete VSC control system are
individually presented.

2.4.1 \ector current control

The current controller is a major part of the complete VS@Gtad scheme. Considering the
equivalent process representing the VSC in Eig.12.16, i€tkioff’s voltage law (KVL) is ap-
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Fig. 2.16 Equivalent model of the VSC.

plied across the phase reactor, the following combinedrigegm of differential equations can
be obtained for the three phases

(abc)

(abo) U (abog

vg® — v e j{abo) (2.17)

By applying Clarke’s transformation (described in the Apgie), (2.17) can be expressed in
the fixeda B-coordinate system as

di(a‘B)
ol B R iteP) (2.18)
A further step is to apply the Park transformation (see AppenThe PLL of the VSC is
synchronized with the voltage vectgéd‘v. The considered voltage and current vectors can

then be expressed as

Qéaﬂ) _ QédCI)ejeg (2.19)
ulP) = ity (2.20)
i(7P) —j(dDeity (2.21)

Equation[(2.1B) can thus be transformed into

. . d i_(dQ)ejeg .
Qédq)ejeg_gt(:dq)ejegzl_f (f — ) +Rd]§dCDeJGg:>

) ) ) ) d'(dQ) )
Qédq)ejeg g6 _ jddetg |_fi_f(dq)ejeg PPAL _'ét N Rdf(dq)ej 6 .

) ) d'(dQ) )
0Dt _ (00t _ gy il Jeg+Lfejeg{;_t+Rdf<dq>ejeg (2.22)

where ay is the angular frequency of thag-rotating frame. Usually, the variations my(t)
are very small over time and it can then be considered asamnsinder this condition and

eliminating the ternel%, (Z.22) can be re-written as
d [(dg)

= R — L™ + ug'? - ue™ (2.23)

L

23



Chapter 2. VSC-HVDC operation and control

which can be expanded to its real and imaginary part as

id

di . .

Lfd—]; = —Riifl + ayLsif + v — vg (2.24)
did

Lfd—; = —Ri{ — ayLif + vg — v (2.25)

These are two cross-coupled first-order subsystems, wetbrtiss-coupling being initiated by
the termsuyLyif andcayLyig.

The complex powe§, is calculated as
do) [;(dg)]’ : d
§= ué 9 [I]g Q)} = (ug+ jug) (l? - Jlf') =

S= (Ugi? + u&i?) + <u§'i]‘3I — uSif‘) (2.26)

where the active and reactive power are

Py = uif + vgif (2.27)
Qg = udlif — ugif (2.28)
Considering that the PLL performs the synchronization yréihg thed-axis of thedg-rotating

frame to the vectogédq), theg-component of the latter will be zero in steady-state, thus
v = ud (2.29)

Applying (2.29) to[(2.2I7) and (2.28) gives

Py = u§if (2.30)
Qg = —Ugi? (2.31)

which means that the active power can be controlled viadtkemponent of the currenif,
while the reactive power with thg component of the curren’tﬁ'. If the two currents can be
controlled independently, the VSC could have an independed decoupled control of the
active and reactive power.

Regarding the active-power balance at the two sides of threvaf the VSC (as reactive power
does not propagate to the dc-side) and assuming that tresloaghe valves are negligible, the
following relation applies

d (dqg)]’ . d:d . .
Pe = Pacin = Real{ﬂ((: 9 |:|_f( q)] } = Udclin = Uclf + Ug'? = Udcldc =

d;d q:q
. U-1e + Ocl
lin= € fUd cf (232)
C
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2.4. VSC control

which is the direct current propagating to the dc side of tl8&Cyas shown in Fid. 2.16. In
steady-state, the curreptbecomes equal ig., assuming a lossless dc capacitor and neglecting
harmonics due to switching.

Observing [(Z.2B)E(2.25), the only manner in which the VS@ affect the dynamics of the
reactor current and attempt to set it to a desired referié?f’é’é is by changing its output voltage

gf;dq) accordingly. Therefore a control law must be applied pringc referencg&dq)*, which

the VSC will apply with ideally no delay.
Equation[(2.23) can be transformed in the Laplace domain as

Slsit = —Ryif — jaylysis +0g— U (2.33)

where the bold font indicates the Laplace transformatica@frrespondingg-coordinate vec-
tor. If the currenti and the voltageyy are perfectly measured, the following control law is
suggested ir [52], which eliminates the cross-couplindnefdurrentdg-components and com-
pensates for the disturbance causedpy

v: = —F (s) (i} —if) — joLsi + Ug (2.34)

where,F(s) is the controller transfer function applied to the currembe If the controller
computational delay and the PWM switching are modeled atag time Ty, thenu. = e St p?,
[43]. However, for simplification purposes, the delay tina@ de neglected and then = v}.
Under this condition, the control law (2]34) is replaced288) and provides

slyit = —Reis +F (5) (if —if) = it =

1 .
F(s)(if —if) =
Pl CIURD
it =Ge(S)F (s) (if —if) =
Ge(S)F (s) .
= i 2.35
14 Ge(s)F(s) (2.35)
whereGe(s) = 1/(st + Ry), representing the electrical dynamics in the phase redaoG..
be the closed-loop transfer function framto ir. Gec can be shaped as a low-pass filter, as
follows

Acc B
Gec(S) = =3 2.36
CC( ) S+ Acc 1+ % ( )
whereac. is the closed-loop bandwidth. From (21.35), it is
Ge(s)F (5)

= 2.37
Ceel® = T G5 F (9 (2.37)

s0 if Ge(S) F (S) = acc/s, the desired closed-loop system(in (2.36) is obtained. yiklgs
F(s) = %:G;l@ = %: (sks +Rf) = accls + aC‘;Rf (2.38)

which indicates thaF(s) is a PI controller with proportional gaik, cc = accL+ and integral
gainKp cc = acchy.

The block diagram of the complete current controller basedetation [2.34) is provided in
Fig.[2.17. Several improvements can be implemented in threrucontroller such as
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Fig. 2.17 Current Controller of the VSC.

e anti-windup functionalities in case of voltage saturation
e active damping capabilities to reject undesired distuckban

o filtering of signals before they are fed-forward into the tohprocess

2.4.2 Phased-Locked Loop

The duty of the PLL in the VSC control structure is to estintae angle of rotatiorfly of the
measured voltage vectary"? . Fig.[ZI8 shows "', along with thea B-stationary frame,
the ideally aligned),g; frame (rotating with angular speea, and angle;) and the converter
derrotating frame (rotating with angular speeg and an anglé). The latter is the frame that
is in the knowledge of the PLL, which tries to position it satlthed-axis is aligned with the

rotating vector.

As it can be seen, as long as the PLd&frame rotates Witrég and is still not properly aligned

with U(GB) thedg-decomposition of the vector is going to produce a non- qar:omponenvg
The PLL must thus increase or decreagespeed (and thuég) until the c:alculateabq becomes
equal to zero. This means that from a control perspectl‘fetethnug can be used as an error
signal, which when fed to a PI controller will lead to the diea of such andy and 6 that
eventually will setug to zero.

The structure of the adopted PLL is depicted in Eig.R.19.Weagev ™ is transformed into

ué A) and using the PLL’s estimatiofy, calculatesu( 9 Based on the "erroryg, the PLL's

PI1 controller is outputting a correction sigrsdo WhICh is added to a constant pre-estimation of
the vector’s angular speedy 0. This provides the converter angular spégoand is integrated
to produce the updated versionég,f, which is fed back to the 3-to-dqblock and produces the
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2.4. VSC control

q; '

Fig. 2.18 Decomposition of the voltage vect_éfﬁ) into the convertedqframe and the idealqframe.

new ug. In steady-stated, and §; become equal toy and 8y, respectively. The gainsp pii
andK; p_| are selected as suggested in/[53] as

KppLL = 2apLt, KipLL =a3,, (2.39)

In [54], a bandwidthep | for the closed-loop system of 5 Hz is selected and in [55] geaof
3 to 5 Hz is mentioned as typical bandwidth for grid-connéetpplications. In this thesiap, |
is selected to be 5 Hz (provided to the controller in rad/$s)ni

o alg,o

(aB) g

(abc) |abc Uy — A

AN .| ap @ .

o | ap daj— v PI [P S DL
Iy Ug S g

Fig. 2.19 Block diagram of PLL.

2.4.3 Direct-voltage control

The portion of the complete VSC model that describes the miyesof the direct voltage con-
troller is presented in Fig. 2.20. The energy stored in theagmcitoiCy. of the direct-voltage
controlled VSC isCyW /2, with the valueW = ugc being proportional to the energy of that
capacitor. The dynamics of the dc capacitor become

1 dw
écdcﬁ = I:)dc,in — Pyc (2-40)

The direct-voltage controller can be a simple PI contrdi¢s) with proportional gairk, and
integral gairK;. The output of the controller is a refererige Assuming no losses on the phase
reactor (negledk) and a lossless converter, we have
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Fig. 2.20 Direct-voltage regulation in a VSC: (a) Power flowass the converter and (b) Closed-loop
direct-voltage control process.

ThereforePy can be considered as the power that is drawn from the ac gitidiegctly injected

to the dc-side capacitor to keep it charged, as in[Fig. 2)RBtam a control point of viewRyc
represents a disturbance. Therefore a dc-power feedfdnean is added to cancel its effect in
the closed-loop system. Consequerfiys) can be represented solely Ky, still maintaining a
zero state error [43]. If losses were considekgdshould be maintained, providing a trimming
action and removing steady-state errors. In the preseitasaowever, the previous losses are
neglected an&;=0. The expression of the direct-voltage controller cam the written as

Py =F (8) (W* —W) 4+ P = Kp (W* —W) +- P =

Pi = Kp (W* —W) +H (5) Pyc (2.42)

where W* is the reference "energy” stored in the capacht(s) is the transfer function of a
low-pass filteles / (s+ &) having bandwidtla;, andP represents the power-feedforward term of
the direct-voltage controller, equal to the filtered valfi®g@. Given equation (2.30), the current
referencey * could then be equal n¢1 = Pg/ug, Whereug| could optionally be filtered as well
through a low-pass filter of bandwid#y, as suggested in [43].

Observe that the voltage control is not controlling itself but rather the square of the latiéf,

If the controller were to operate directly on the emgt — ugc, the voltage control process would
be non-linear and the small-signal closed-loop dynamice@tystem would be dependent on
the steady-state operating point.o. This inconvenience is avoided by prompting the controller
to alternatively operate on the erff* —W [43].

Assuming perfect knowledge of the grid-voltage angle andnénitely fast current-control
loop, the requested active powigf can be immediately applied, thig = Py. Substituting

(2.42) to [2.40) and considering(2141), gives

2K
2K 2H(s) -1 Cac 2H(s)—1
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Fig. 2.21 Active-power controller of the VSC.

whereGgp is the closed-loop transfer function of the voltage comerdbr Pyc=0. If the propor-
tional gain is selected d§, = a4Cqyc/2, the transfer functiocp is now equal teay/(s+ aq)
which is a first-order low-pass filter with bandwiddly This serves as a valuable designing tool
for the prediction of the closed-loop performance of thecthvoltage controller.

2.4.4 Active-power control

The role of the active-power controller is to induce the fldvactive power equal to a certain
reference. The point of the VSC circuit where the active paseneasured and controlled, is
usually the connection point between the phase reactorrendd-side filters. If the consid-
ered station is in power-control mode, i.e. it is the recegvend station, the controlled power
corresponds to the pow& that enters the phase reactor towards the valves of the V8IE, w
regards to Fig. 2.15. As shown in (2130), the active poweeddp only on the curreri\ﬁ and
the voltage)g. The latter experiences only small variations in practiwoet igs contribution td?

is considered to be constant. The active power will then bergglly decided byf. Hence, an
active power controller as in Fig. 221 can be used where ataller is used to generate the
current referenci{ej * that will be fed to the current controller and finally impogedhe phase
reactor.

The PI can have an anti-windup function where the referghtés limited to a maximum value
i%ax equal to a rated property. This can be the rated ac current of the converter or a vatisecl
to the maximum allowed valve current, both turned into arreppatedg-current quantity.

2.4.5 Reactive-power control

In an almost identical way as the active-power control, tective-power control is normally
applied at the connection point between the phase reaatidharac-side filters, controlling the
active powelQq that enters the phase reactor, with a direction towards 8@ valves. Equation
(2.31) shows that the reactive power at the selected measutgoint is proportional to the rel-
atively stiff voltage valueugI and the currerilf‘. ConsequentlyQq can be considered a function
of if' only. The Pl-based reactive-power controller in Eig. 2.88 then regulat@yg to follow a
referenceQy by creating an appropriate curréﬂf‘ to be provided to the current controller and
finally imposed to the phase reactor. Notice tQgtandQq are added with opposite signs than
Py andPy in the previous section, because of the minus sighin{2.31).

The controller can have an anti-windup function where tkiermcei;:1 * is limited to a max-
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Fig. 2.22 Reactive-power controller of the VSC.

imum valueithax. Considering the previous maximum current limitatignand a strategy that
gives priority to the establishment of the separately retpeid . current, the limit of the reac-
tive current reference can be varied during operation byelaion

: : g £\ 2

a iz — (i) (2.44)

Imax =

2.4.6 AC-voltage regulation

When the VSC is connected to a weak grid, the PCC voltage caegogated and stiffened. A
weak grid connected to the PCC has by definition a relativalyd grid impedance. The flow
of current between such a grid and the VSC would cause signifioltage drop across the
grid impedance and drastically change the voltage magnaiitithe PCC, and thus the voltage
ug of the phase reactor as in Fig. 2.16. Considering a mostlydtive equivalent impedance of
the grid, if the VSC absorbs reactive power, the magnitude,o$ going to decrease, with the
opposite phenomenon occurring for an injection of reagieeer from the VSC. Therefore,
since the reactive power is regulated thrombm PI controller can be used as an alternating
voltage controller, as in Fif. Z.23. Observe that the sigradding |ug|” and|ug| are in such

a way so that a positive errgog|” — |ug|, (demand for increase of voltage magnitude) should
cause a demand for negative reactive power and therefoite'ypcb%*.

|
. !
s = — Pl B
f
‘Ug‘ _Ir?wax

Fig. 2.23 Alternating-voltage controller of the VSC.

2.5 Control strategy in two-terminal VSC-HVDC systems

In a typical configuration of a two-terminal VSC-HVDC link &ése one in Fig[2]1, if power
is transmitted from Station 1 to Station 2, then Station 1 dsract-voltage controlled station
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2.5. Control strategy in two-terminal VSC-HVDC systems

and Station 2 is active-power controlled. In case of powew fleversal, the previous control
duties are swapped between the stations. The purpose ofvio such a control strategy is
to allow the direct-voltage controlled station to conttw {position on the dc-transmission link
with the highest voltage. Once there is power flow throughdbdines, a voltage drop will
develop on the resistance of the lines. The highest voltaljeecur at the dc terminals of the
station that injects power to the dc link. Therefore, forepafpurposes, this station is set to
direct-voltage control, ensuring that the highest voltag¢he lines is firmly controlled and the
physical voltage limitations of the overall equipment ao¢ exceeded.

An example of such a strategy, including power reversalrésgnted here. The control algo-
rithm of the stations follows the following logic

e Both station receive the same direct-voltage referargéout each of them receives an
individual power referencEy.

e A station is initially set to direct-voltage control mode.

¢ Ifastation is provided with a negative power reference (@dveing injected to the ac side
of the VSC), the station is set to active-power control m@deommand for a positive
power reference (power being injected to the dc side of thé)Mll not be followed.

e If a station receives a positive or zero power reference aed o be in active-power
control mode, it will remain in this mode until its measureanisferred power drops to
zero. After this event, it will switch to direct-voltage dool mode.

The last step is set so that a potential swapping of the dathit®s between the stations occurs
only when there is zero actual power flow on the lines, and mét when the power refe-
rence crosses zero. This will prevent sudden power reactiom stations whose control duties
change abruptly. The simulation scenario follows the neqas

1. Both stations start withj.= 640 kV andPE;l = Pé"’z: 0 MW (zero power transfer).

2. Between t=1 s and t=1.5 8, , is linearly decreased to -800 MW and remains constant
until t=4 s. It is then linearly increased, reaching 0 MW &.&s.

3. Between t=6 s and t=6.5 B , is linearly decreased to -800 MW and remains constant
until t=8 s. It is then linearly increased, reaching 0 MW &.6=s.

The VSC-HVDC model has the same structure as in[Fig. 2.1 ngavitransmission link com-
prised of 100 km cable-type of lines, with physical chargasties provided in Table2l1. The ac
grids to which the VSC stations are connected, are consldefiaitely strong and are therefore
represented by 400 kV voltage sources. The characterddtibe VSC stations are provided in
Table[2.2. Regarding the ac-side filtering, the model usegahrilter centered at the switching
frequencyfs (since the PWM voltage waveform inherits most of its higéginency components
from the carrier wave that oscillatesfgtand forces the converter to switch at roughly the same
frequency), in parallel with a capacitor.
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TABLE 2.2. RATED VALUES OF THEVSC-HVDC STATIONS

Py VSC rated power 1000 MW
Udc,N rated direct voltage 640 kV
UsN rated voltage at transformer’s ac-grid side 400 kV
Ug,N rated voltage at transformer’s converter side 320 kV
SN ac side rated power 1000 MVA
X transformer leakage inductance 0.05 pu
L¢ phase reactor inductance 50.0 mH (0.153 pu)
Ry phase reactor resistance 1G70.1xX)
Cuc dc-side capacitor 20F
ag bandwidth of the closed-loop direct-voltage control  30dYs$40.96 pu)
& bandwidth of the power-feedforward filter 300 rad/s (0.9% pu
acc bandwidth of the closed-loop current control 3000 rad/s ()
fs switching frequency 1500 Hz
frhotch notch-filter frequency 1500 Hz
Ciitter ac-side filter capacitor BF

The simulation results are presented in Eig. P.24. As it @sden, initially both stations are in
direct-voltage control mode and maintain the dc grid vatagthe reference value. Once Station
1 receives negative power refererl@?1 it switches to active-power control mode and follows
it while Station 2 is still in direct-voltage control modeamtaining the voltage at its terminals
at 640 kV. WherP* ascends to zero, Station 1 remains in active-power contodienand when
the actual powePg 1 reaches zero, it will safely return to direct-voltage cohtnode. After
t=6 s, the previously direct-voltage controlled Statiom@aives a negative power referel’r?g%
and becomes active power controlled, uﬁgjg drops to zero and the actual powgp is zero.

In the same time, Station 1 remained in direct voltage contomle.

2.6 Summary

This chapter served as an introduction to the concept of th€ Yechnology and focused on
its application to HVDC transmission systems. The maingafta VSC-HVDC station were

presented, followed by the explanation of the VSC operapimgciples that provide this type

of converter with unique power transfer handling capabgitA range of interlinked controllers
that perform the operation of a typical VSC station were @nésd, within the general con-
text of vector control. Added details were provided on theva¢ion and tuning of the current

controller and the direct-voltage controller. Finallyetbperational strategy of a two-terminal
VSC-HVDC system was presented and demonstrated throughpessimulation result.
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Fig. 2.24 Power reversal in a two-terminal VSC-HVDC syst@ime properties of Station 1 and Station

2 are indicated by black and gray color, respectively. Poeferences are indicated by dashed

lines.
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Chapter 3

Poorly-damped oscillations in systems

One of the problems that can generally be observed in dynsystems is the potential occur-
rence of poorly-damped oscillations following disturbascThis is of great concern for HVDC
applications, where the ratings and complexity level dasnstrict avoidance of such events.
The introduction of VSC technology has undoubtedly offegesht controllability to the appli-
cations used, but has also influenced their dynamic perfoceand therefore their ability to
damp potentially hazardous oscillations.

The intention of this chapter is to develop a background arlgadlamped oscillations that may
occur in systems and in particular those encompassing V80 A general description of
damping in systems is provided, followed by the influencéefY SC and constant power loads
in the system. This is followed by examples, description poskible ways to mitigate poorly-
damped oscillations in the areas of traction, drives, LOZPIE and VSC-HVDC. Finally, si-
mulations scenarios illustrate the occurrence of poor diagngnd instability in a two-terminal
VSC-HVDC system.

3.1 Damping of systems

Most systems in nature can be well-represented B a@ler system, generically described as

_ n(s)
C= o 2t wmst o 1)

wheren(s) is a polynomial of a maximum order of two. In this case, therabgeristic poly-
nomial of the system ip(s) = s*> 4 2 wns+ w?, whereay, is thenatural frequencyand is

the damping factor The natural frequencyy, determines the speed of the response while the
damping factor determines the degree of overshoot in a step response, las\iled maximum
amplification from input to output. If

e ( > 1 the characteristic polynomial factorizes into two redkgo

e ( =1 gives two equal real poles (critical damping)
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Fig. 3.1 Complex conjugate pole pair of #drder system.

e 0< ¢ <1 gives a pair of complex conjugate poles (damped oscitiajio

e ( =0 gives a pair of complex conjugate poles on the imaginary aeiines—plane (pure
oscillations without damping)

e { < 0response unstable

A pair of complex conjugate pole pair is plotted in theplane as in Fid._3]1.

The poles can be written in Cartesian formoas jay or in polar formaw, 260, whereawy is the
damped natural frequencyhe following relationships hold

{ = cosO (3.2)
a= whcosb = wn( (3.3)
Wy = WhSiNG = any/1— 2 (34)

In a strict sense, poles havidgess than 0.707 (d® > 45°) are considered to have a response
which is too oscillatory and are characterizecgasrly-dampedgoles. Conversely, values ¢f
greater than 0.707 (& < 45°) indicate a behavior with sufficient damping of any osacdlgt
components and the corresponding poles are addresseavilatampedpoles. The damping
factor( is also regarded as tldampingof the system.

In a multi-pole system, any complex conjugate pole pairstmamefined by the expressions
3.2)-(3.4), with the poles being characterized by thaliiidual damping factor. However, the
definition of a universal damping in a multi-pole system aatnme given since all the poles
contribute in a non-straightforward manner to the final oese . Nevertheless, poorly-damped
complex conjugate poles are not desirable in a multi-postesy and could be responsible
for poorly-damped oscillations. If their damping becomesyvsmall, approaching zero, the
concerned pole pair could become the closest to the imagaas among all the poles of the
system; thus becomimdpminantpoles and their poorly-damped behavior then dominating the
complete system response.
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3.2 DC-side oscillations in industrial systems

The introduction of power electronic converters in powesteyns has offered a breakthrough in
the controllability and stability impact of systems. Inriuthis has led to an increased possibil-
ity of interactions between the system components. Comselyy potential resonances might
appear that, if become poorly damped, can degrade the ieffetamping of the system and
increase the risk of instability. Areas where related peoid may or have already appeared are
presented in this section.

3.2.1 Effect of Constant Power Loads

The concept of a Constant Power Load (CPL) in power eleatrapplications, considers a
drive system that is controlled in such a way that it exchamgeonstant amount of power
with a system e.g. a motor or a grid. This can be viewed in[E@(a3 where an inverter is fed
from a dc source through a filtering stage.andL; also include possible line impedances. The
converter is in turn providing powét to a load, which is in this case set constant.

=3 _
i R L ic R L i

R i O S SR N e

(@) (b)
Ais Ry Ls

X Avs G T XAuf Req

(©)

Fig. 3.2 CPL load and modeling. (a) Full-model descriptif), Equivalent current-source model, (c)
Linearized model.

If the losses in the converter are disregarded, the load pcavebe assumed equal to the dc-link
power as

A = uric (3.5)
and the whole drive can then be modeled as a simple contraligdnt-sourcé. = I:’L/Uf. The
equivalent circuit can be seen in Fig. 3.2(b). The behavidhis system can then be analyzed
with the hypothesis of a small variation around the nomirgdrating point. Linearizing the
capacitor dynamics around the operating point of load pdweand capacitor voltages o
gives

dos .
Cfd—tf =lg—lc=
dAuvs Y . dAus Y R
QT_AIS A|C$Cf dt _AIS A(Uf) =
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dAUf . R
—— =Aisg+—--A .
C at Is+ Uf20 Us (3.6)

The fact thathic = —%AUf dictates that the small signal impedance of the converter is
f,0

2
Auvs Ufo
Zinv:A—iC:—ﬁ:Req<o (37)
implying that for small variations around the steady-stadeninal point, the drive acts as a
negative resistand&.q, when power is provided to the load. Taking into account thedrized
line dynamics
di . dAi
Lf—S =Us— U — IRy = L d'[s
the linearized model of the complete system can be seen iBEg), with the presence of the
negative resistand&q. The state-space model of the system becomes

dfoie]
dt | Avs |

From the Routh theorem, the stability conditions[of {(3.®) ar

_R
Ly Ly

1
Ct xe

- 1
[ﬁ; } +{ 3 ]AUS (3.9)

2

% >R (3.10)
R A

Usually, condition[(3.10) is satisfied but the same does Imatyes apply in[(3.111). Additionally,
in many common applications, the parameters of the systerawuah that the two eigenvalues
of (3.9) are a pair of complex-conjugate poles with a reat pfar

R, R
2Lt 203,y

Refp| = (3.12)

It is the evident that for fixed passive components, an irsg@ateady-state power transfer
R , brings the complex poles closer to the imaginary axis amdedses their damping, with a

possibility of crossing to the Right-Hand s-Plane (RHP) badoming unstable. Consequently,
the use of converters in a system that operate as CPL caafdgystoncerns and are mainly

responsible for poorly-damped oscillations.

3.2.2 Traction and industrial systems

A typical and well-documented field where dc-side resonsiacel poorly-damped conditions
are recorded, is electrified traction. The most common eame electrical locomotives as
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Fig. 3.3 Rail vehicle with its main electrical components

the one presented in Fig. 8.3, which shows a motorized wagdmwith alternating voltage.
On-board the wagon there is a single-phase transformerectethto a rectifier (which can be
active or non-controlled) that charges the dc-link. A mettinle inverter is providing the neces-
sary power to an ac-machine, which serves as the prime métee vagon. The single-phase
alternating voltage provided to the wagon is typically a ¥536 2/3 Hz supply (in the Swedish,
Norwegian, German, Austrian and Swiss systems) and isextdst rotary synchronous- syn-
chronous frequency converters, as well as static congerfdre former are discrete motor-
generator sets, consisting of one single-phase 16 2/3 Hzhsymous generator that is driven
directly by a three-phase 50 Hz, which in turn is fed from thee¢-phase public distribution
medium voltage supply. Danielsen in [4], investigates ttopprties of such systems in the Nor-
wegian and Swedish railway. It was found that for the ingeged system, a low-frequency
(1.6 Hz) poorly-damped mode can be excited when a low-frecueigenmode of the mechan-
ical dynamics of the rotary converter is close to the low lveidth of the direct-voltage control
loop used in the wagon'’s active rectifier. This led to a poddynped resonance on the dc-link
voltage.

It is however often that direct voltage is provided diregtiytraction. In this case, the internal
electrifying system of the wagons is as in Fig.3.4. Two typesesonances can be excited in
such systems, as documented[ih [5]. Fidure 3.4(a) showsthbaRLC circuit created by the

dc-filter of the inverter and the impedance of the transmisénes between the wagon and
the remote substation, may create a resonance at a cricpléncy. Another problem may
occur on the wagon itself, if it is using multiple invertessgower multiple wheels. As shown

in Fig.[3.4(b), the filters of different converters are fednfrthe same dc-link, causing closed
resonant circuits to appeatr.

A common way in which such resonances are treated in tracity using active-damping
control [5,56]. Figuré_3J5 shows an inverter, connected threct voltage sources via an
RLC filter, feeding a 3-phase motor. The converter is assumprbvide constant powd,: to
the ac-motor. As shown in Sectidn (3.12.1), this system hasctwmplex-conjugate poles which
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Fig. 3.4 System of traction drives considering resonandaepof filter. () Resonance between substation
and traction drive (b) Resonance between multiple traadibres located on the same cart.

can be poorly damped. The idea of active damping implies\ith&n a resonating imbalance
is measured on capacit@, an alternating currentamp of the same frequency and with a
selected phase is injected to the capacitor, reducing theufltions of its charge. The active-
damping control involves the filtering afs through a low-pass filtefF (s) = as/(s+ &), with
bandwidthas, producing the signalcs. The constank, transforms the dc-sid@ampinto ada-
frame quantity. According to the arrangement of [Eig] 3.8, glistem can be described by the
circuit in Fig.[3.6(d), where the converter is replaced byiaent source. The dynamics at the

dc-capacitor are

de . . de . Pout . de . Pout U — Uct
Cge—— =lig—i — =ig— | — +1i — =g — ———=
de g s—lc= Cqc at s ( iy +idamp | = Cdc at s iy Raamp
dAus 1 . Pout 1 1
e T Nt — M A AU AU 3.13
dt Cdc ® CdCUf270 CacRdamp CdcRdamp ¢ ( )
The dynamics on the filter are
dis _ dAis 1 1 Rac ..
Lge—— = Us+ Us — i —— = —AUs+ —AUs — —AI 3.14
de gt s+ U — 1sRgc = dt Lo s+ Lac i Lo s ( )
and on the filter d dA
0] v
o — & (Uf — Ugf) = °f — aAus — asAUg (3.15)
dt dt
3-M

Y 1 Idamp
e G 13

Low-pass cf

filter

DC- filter

Fig. 3.5 Active damping controller
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3.2. DC-side oscillations in industrial systems

The state space representation of this system is

. Rac 1 1 .
d | Bis e g ey 54 s Lidc
_ L out
a AUf - Cdc CdCUfZ.O CdcRdamp  CdcRdamp AUf + 0 AUS (3 ' 16)
AUCf 0 ' as —af AUcf 0

The visualization of[(3.13) and (3.14) as an electricaluitrcan be seen in Fig§. 3.6(b), where
Req is the negative resistance due to constant le&l, / ufzo. As it can be seen, the active-

damping control has added a virtual resistance of v&ug in the circuit, which if chosen
large enough can not only cancel the negative resistRagebut also provide a sufficiently
positive resistance to the system, damping currents thataaused by a fluctuatidys and
without adding actual losses. In this wéyy: can be minimized, meaning that the voltagapf
of the dc-link of the converter can be almost immune to flutue of the feeding voltages.

In terms of eigenvalues, the state matrix[in (3.16) has ap@lalin the far left of the Left-Hand
s-Plane (LHP) and two complex conjugate poles. These havesathe same frequency as the
poles of the system without active-damping, but their real pas become much more negative,
implying that their damping has increased.

This type of active damping control is used extensively tmgalc-side resonances and poorly-
damped poles not only in traction, but in any applicatiorhvabntrolled VSC converters con-
nected to a dc-link. A relevant damping control method fqumession of resonances in DC
power networks is presented [n [57], while a more elaboratelmear control strategy to mit-
igate negative-impedance instability issues in diredtage fed induction machines is investi-
gated in[6]. A virtual-resistance based method is presemd?7] where the rectifier-inverter
drives equipped with small (film) dc-link capacitors may dexctive stabilization. The im-
pact of limited bandwidth and switching frequency in thearter-motor current control loop
is considered as well. A different concept of introducingirzal capacitor parallel to the ac-
tual dc-capacitor of the inverter is introduced in|[58], siag a similar effect as the virtual
resistance-based active damping.

The use of active filtering is another well-known method Wéltge applicability. Tanaka et. al
in [25] consider large-capacity rectifier-inverter sysseisuch as in rapid-transit railways, with
single or multiple inverters connected to a single rectifieough dc-transmission lines. The
active method proposed is shown in Hig.]3.7, where a smitireoltage source single-phase
PWM converter is connected in series to the dc-capaCijgrthrough a matching transformer.
This acts as a damping to the dc-capacitor currgntWithin this context, a variation of the

i. R L i Alg M
‘[—|— ‘1)5 Cfﬂvf @ é‘ms Cfﬂmf %Req %Rdamp @-&thUa

(@) (b)

Fig. 3.6 (a) Current-source equivalent circuit of the ingernd filter system (b) Linearized model of
the system with the active-damping control.
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Fig. 3.7 Active filtering in Rectifier-Inverter systems

depicted active filter is presented in the same publicatiah the PWM converter using the
power of the capacitdCyc; to operate in a regenerative manner.

3.2.3 LCC-HVDC

The origin and nature of the dc-side resonances in LCC-HMi3tailations varies greatly com-
pared to the dc-side resonances of VSC-HVDC systems or @én&®C networks with VSC
converters. The ac- and dc-side of a thyristor convertenatelecoupled as in a VSC, due to
the non-linear switching action of the thyristor convetteat causes a frequency transforma
tion of voltages and currents between the two sides. Thigigecy transformation is important
when analyzing dc-resonances for two reasons [10]. Fisstigitation sources of a certain fre-
guency on the ac-side drive oscillations on the dc-side fégrdint frequency. Secondly, the
impedances involved are at different frequencies at thama-dc-side. The thyristor converter
acts as a modulator of dc-side oscillations when transfogrtiiem to the ac-side. If the car-
rier frequencyf. is the fundamental frequency of the commutating voltagethadnodulation
frequencyfy, is that of the dc-side oscillation, then new side-band fesmies atfc + fr, are
generated in the ac-phase currents. Ac-side voltagesxbie ec-oscillations can be attributed
to system disturbances or by harmonic sources in the acenet&xamples are

1. initial transformer energization with an inrush of maggegion inrush current;
2. transformer saturation;

3. single-line to ground faults near the converter resglim unbalanced phase voltages
which generate second order dc-side harmonics;

4. persistent commutation failures generate fundamerggliency dc-oscillations.

On the dc-side, the harmonic voltages superimposed on thetdioltage produce harmonic
currents that enter the dc line. The amplitude of these digpen the inductance of the nor-
mally large smoothing reactor and the impedance of dc4ilt€hese harmonic currents may,
for instance, induce interference in telephone lines, as&lproximity to the dc lines. This has
been a major concern in LCC-HVDC installations, with stapecifications from the network
operators on mitigating actions. As a results, an increpseskence of dc-side filters is required,
whose only function is to reduce harmonic currents.
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3.2. DC-side oscillations in industrial systems

Traditional passive dc-side filters have been the norm farsjebut their increasing size and
cost has led to the consideration of active filtering. Anyearéntioning of the concept in LCC
is being made in [11], where active filtering similar to theean Fig.[3.7 is described. Possible
locations of implementation within the dc-circuit are dissed and a proof of concept is demon-
strated with the actual installation in the Konti-Skan ohiclat the Lindome converter Station,
Sweden. More information on actual concepts and applicati® presented in [12] where the
interaction between multiple active filters of a dc-link isaissed, stating that long transmis-
sion lines weaken the coupling between the active filtereabimnteractions among them do not
disturb the harmonic control. Aspects in the specificatiod design of dc-side filtering (both
passive and active) in multiterminal LCC-HVDC, are presédnn [13] suggesting that active
filters are ideal. Changes in the dc-grid topology can alterposition of dc-resonances and an
adaptive control of the active filters can keep tracking them

3.2.4 VSC-HVDC

The problem of dc-side resonances can also appear in VSCEHWRs. A typical two-terminal
VSC-HVDC system is depicted in Fig._3.8 where each of thestr@asion poles has been re-
placed with its equivaleril-section, as seen earlier in Chapter 2. A first observatitimaisthe
dc-link is effectively a closed RLC resonant-circuit. Ietlsonverter capacitors are considered
equal,Cqyc1 = Cyc2 = Ceonv, the resonant frequency of the circuit will be

Power flow direction

Cable pole - |

ICpoleJZ Cpod2 |
T e e T
Rectifier ——— Inverter
_— — - T T~ - L
_":}_ Cae ¢ _ B Resonance loop /) e, __”:}
- s }
% Cpolel2 Cpolel2 %
L Cable pole L |

Fig. 3.8 DC-link resonance loop in a two-terminal VSC-HVD@haection

1

\/Lpole (Cconv+ C%le>

When power is imported from the rectifier-side and exportedhfthe inverter-side, the trans-
mission link is naturally unstable as will be investigatatel in Sectiond (513) and (6.3). The
rectifier station is operating in direct-voltage controlaeavith a certain controller speed, stabi-
lizing the transmission link and bringing a power balande hteraction between the dynamics

Wres=

(3.17)
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Chapter 3. Poorly-damped oscillations in systems

of the direct-voltage controller and the dc-link, lead td@sed-loop system whose properties
are not always predictable. It can be shown in Secfion (B&)the system may have poorly-
damped poles (most often those associated with the restregnency of the dc-link) or even
become unstable. The contribution of the CPL small sign@ra@ation of the systems stability
characteristics should also be taken into account.

In [15], the authors investigate the transient stabilityaafc grid comprising of clusters of off-
shore wind-turbine converters connected through HVDOesatio a large onshore VSC inverter.
Using the traveling wave theory on long cables, it was dertnates] that choosing equal lengths
for the cluster cables was a worst case scenario in termscb$bility. A two-terminal VSC-
HVDC connection between two weak ac grids is presented idithg Power-Synchronization
control on the converters, where it was also claimed thatékistance of the dc-link plays a
destabilizing role. A poorly-damped resonance was dematest to exist and a notch filter was
used in the control strategy to reduce the dc resonant peagstigation of the dynamic sta-
bility has also been performed in multiterminal VSC-HVDGheections as in [16], where the
impact of the droop settinkyroop in the direct-voltage controller of the stations was assiss
It was found that high values éro0p could turn a point-to-point droop controlled connection
unstable.

3.3 Example of dc-side oscillations in two-terminal VSC-H\DC

Instances of poorly-damped behavior and instability amatestrated in this section, with a
two-terminal VSC-HVDC system being considered the objectan testing. The objective is to
highlight the effect of the system'’s properties and opagapioints on its stability. The model of
the system is exactly the same as in Secfion (2.5) and visuahiin Fig[2.1L, with full switching
VSC stations, ac filters and transformers. The charadteist the VSC stations are provided in
Table2.2. The only difference is the use of overhead linglserdc-transmission link instead of
cables. As explained in Sectidn (2.J2.5), overhead linematly have much higher inductance
per km (almost an order of magnitude greater) than cabldseafdme voltage and power rating.
A higher inductance in the dc-transmission link tends tael@se the damping of the system, as
will be seen in the analysis that will follow in the next chayst The overhead line used in this
section have physical properties provided in Tabl¢ 2.1.

3.3.1 Poorly-damped conditions

Two cases are considered to highlight potentially poodyaged phenomena

- Case 1 The active-power controlled station imposes a steady-giawer transfer of
Pout=0 MW. At t =1 s, the voltage reference to the direct-voltage contralercreased
from 640 kV to 645 kV. Att = 1.5 s, the voltage reference is set back at 640 kV.

- Case 2 The active-power controlled station imposes a steady-giawer transfer of
Pout = —900 MW. Identically toCase 1 the voltage reference to the direct-voltage con-
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Fig. 3.9 Power and voltage response of the systei@are 1 Upper figure:uge: (gray line) andug,
(black line). Lower figureR,.

troller is increased from 640 kV to 645 kV &t= 1 s and then set back to 640 kV at
t=15s.

The length of the overhead-transmission line is 200 km. Fedh lof the examined cases, the
voltageuyc: at the dc-terminal of the direct-voltage controlled statamd the input poweR,
of the same station are plotted.

Figure[3.9 shows the results for tizase 1scenario. The response 0fic; to the new refe-
renceuy, seems to be sufficiently damped with only a small overshdus Behavior is equally
reflected on the response Bf. Both responses show that the excited oscillations ardiprac
cally fully damped 70 ms after the step requesbtjp. Regarding the same system but under
the conditions ofCase 2 the response of the same entities are presented i Fig. BhEOD
simulation shows that the responseugt; has a higher overshoot, compared to 3.9, and
features a poorly-damped oscillation. Likewise, the respoofB, is dynamically similar to
Ugc1 It presents a slightly higher overshoot than its counteiipaFig.[3.9 (considering the ab-
solute power deviation) and suffers from a poorly-dampeaillasory component of the same
frequency as igyc1.

This example demonstrated that operating the system urnifieredt steady-state conditions
(power transfer in this case), an identical excitation mayse significantly different dynamic
response, without changing any physical or controller patar in the process.
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Fig. 3.10 Power and voltage response of the syste@ase 2 Upper figure:uqc: (gray line) andug,
(black line). Lower figureR,.

3.3.2 Unstable conditions

The length of the dc-transmission link in the previous gyste increased to 300 km and a
specific pattern of active-power reference is provided o dhtive-power controlled station,
while the direct-current controller receives a constaferamceu . =640 kV. The sequence of
events is as follows

1. ;=0 MW untilt =5s.

2. Byt is linearly ramped from 0 to -500 MW until=5.5 s.

3. B, remains unchanged unti=6.5 s.

4. Bj.¢is linearly ramped from -500 to -900 MW until=7 s and then remains constant until
t=8.5s.

5. B, tis linearly ramped from -900 to -500 MW unti=9 s and then remains constant until
then end of the simulation.

The response of the system can be observed inFig. 3.11. finghie seconds of the simulation,
the system manages to follow the active-power referendeowitany problems, with the direct-
voltage controller performing seamlessly at all instan¢tsvever aftet =7 s and when the
power reaches approximately 900 MW, the system experiearcescillation of 199.4 Hz which
constantly increases in magnitude as evidently observeldei®, and ugc; responses. This
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Fig. 3.11 Power and voltage response of the system in ilisgatnditions. Upper figureR;,, (black
line) andP,; (gray line). Middle figureR,,. Lower figure:ugc1

oscillation quickly becomes unstable but the system inttegr sustained due to the existence
of limiters in the control structures, limiting the inpijtat the current controllers of both VSC
stations to 1.1 pu in the examined scenario. As sBgmever exceeds 1100 MW in magnitude
and the theoretically unstable oscillation is now contdimea bounded region. It should be
noted that even during this event, the active power comtroianages to impose the request
P;.t on its ac side. Only small signs of the oscillation can bestdaanPyt. This is attributed to
the fact that the corrected modulation wave of the PWM precesalculated and applied only
at the switching events. For a higher switching frequertoy,ascillation is much smaller until

it disappears completely for non-switching converter niede

OncePR;,is ramped to -500 MW, the system gradually goes out of inktabnd becomes stable
and fully operational again after t=9.4 s. This demonssratev the level of power transfer had
a fundamental impact on the dynamic stability of the syst€he instability exhibited in the
example of this section will be further investigated in tbBdwing chapter.
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3.4 Summary

In this chapter, an effort was made to establish a backgroarmqbor damping in dynamic sys-
tems, focusing mostly on VSC-HVDC applications. Initialiyas identified that even though it
is not possible to specify the term of damping in a high-osystem, it is acceptable to closely
identify it with the damping factor of its dominant poles,isthmainly characterize the dynamic
response of the system. Following this, it was shown howtemrtgpower loads, fed by VSCs,
can decrease the damping factor of complex poles of theraydtey are part of, leading to
the potential appearance of poorly-damped oscillatiohss 18 a commonly experienced phe-
nomenon in traction, where electrical machines are opetateupply constant traction power.
Existing control methods can improve the damping charesties of such systems by means of
active damping.

Oscillation phenomena were later identified in LCC-HVDsmission links. There, the in-
creased harmonic content of the dc-side voltage is indyitatpanded to the ac side as well, as
the LCC cannot decouple its two sides. Some of these harsamy become poorly damped
and the presence of large passive or active filters is nagess#oth ac and dc sides of the con-
verter station. Oscillations may also be experienced in ¥ 8MDOC systems and resonances,
mostly associated with the characteristic frequency ofdixransmission link, could appear
under specific conditions, e.g. long transmission-lingtenThis was further investigated by
simulating a two-terminal VSC-HVDC system, where a combareof long transmission lines
and high power transfer gave rise to poorly-damped res@saauned even instability.

The present chapter laid the foundations for the understgrad the analysis that will be per-
formed in the next three chapters, where the poor-dampiagacteristics of two-terminal VSC-
HVDC transmission systems are analyzed in the frequencyadoand analytically.
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Chapter 4

Stability in two-terminal VSC-HVDC
systems: frequency-domain analysis

In this chapter, a two-terminal VSC-HVDC system is modeledetail and its stability charac-
teristics are examined from a frequency analysis persmgedhe aim is to develop a methodol-
ogy pattern, which can describe and possibly predict tharoence of poorly-damped phenom-
ena or instances of instability. For analysis purposessystem is divided into two subsystems:
one describing the dc-transmission link receiving powenntithe rectifier station and the other
describing the dynamics of the VSC rectifier station whighdts a controlled amount of power
to the dc grid in an effort to stabilize the direct voltageeTivo subsystems are initially exam-
ined from apassivitypoint of view with relevant comments being drawn for the allestability
using the Nyquist criterion. However, the conditions undgiich the passivity approach is
applicable can be limited. A different frequency analysisl tis thus later applied, using the
net-dampingapproach. Finally, an initially unstable system is stabili by altering the control
structure of the VSC rectifier and an explanation is provjdbderving the impact of the system
parameters to the overall net damping.

4.1 Stability analysis based on a frequency-domain appro#c

If a system can be represented by a closed-loop SISO feedpaidm, as in Fig. 4.1, its stability
can be evaluated by examining the frequency response ofighirad transfer function§ (s)
and G (s). Two main methods are considered in this chapter: the pggssipproach and the
net-damping stability criterion.

4.1.1 Passivity of closed-loop transfer function

A linear, continuous-time system described by a transfectionR(s) is defined apassivef
and only if, the following conditions apply at the same tirB8]

1. R(s) is stable
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in —{+ F(s) out

G(s)

Fig. 4.1 SISO system with negative feedback.

2. Re{R(jw)} >0, Vw >0

From a complex-vector point of view, the latter is equivalem the condition of—rr/2 <
arg{R(jw)} < /2, implying that the real part of the transfer function is aeyative. Ad-
ditionally, if R(s) is stable and RER(jw)} > 0, Yw > 0, the corresponding system is defined
asdissipative As an example, the typical second-order low-pass filtection

2
(s
R(s) =

() 2 4 20 wnS+ W2
represents a dissipative systemdor 0, with a step response that contains either no oscillations
(¢ > 1), or adamped oscillation ® { > 1). However, if{ =0, the represented system is only
passive with a step response that contains a sustainethbtsnilof constant magnitude and
frequencyw,, without ever being damped.

(4.1)

The passivity concept can be expanded to closed-loop sgstenthe SISO in Fig. 4.1. If both
the open-loop transfer functidh(s) and the feedback transfer functi@is) are passive, then
the closed-loop transfer function of the complete system

F(s)

T Fe6E

(4.2)
is stable and passive [60]. The opposite is however not lregher F (s), or G(s), or both of
them, are non-passive th&j(s) is not necessarily non-passive or unstable.

The previous statements are very important from a contrioitjpd view. If a controlled process
can be represented by the SISO form of Eigl 4.1, the passikidyacteristic of the subsystems
F (s) andG (s) can either guarantee the stability of the closed loop, origeoa hint for instabil-
ity and there is a need for further investigation using aléive tools, e.g. the Nyquist criterion,
which can provide a definite answer.

4.1.2 Net-damping stability criterion

A useful tool in the frequency analysis of the stability ofygtem is theNet-Dampingstability
criterion. Its applicability can be investigated on SIS@teyns, identical to the one depicted in
Fig.[4.1, where the frequency functions of the open-loopfardback dynamics are expressed
as

— — Dp(w) + jKe () (4.3)
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and
G(jw) =Dg(w) + jKg (W) (4.4)

Canay in[[21] and [22] used such a SISO representation irr todietroduce the complex torque
coefficients method for subsynchronous torsional intesa@nalysis of turbine -generator sets.
In that casef (s) represented the turbine’s mechanical dynamics @(s} the generator’s
electrical dynamics. Addressirgr (w) andDg (w) as damping coefficients arik (w) and
Kg (w) as spring coefficients, the introduced method involves viaguation of the net damping
D(w) = Dg(w) + Dg (w). If at each resonance of the closed-loop system applies

D (w) =Dr(w)+Dg(w) >0 (4.5)

then according ta [21], there is no risk for detrimental ionsl interaction. Several examples
where provided as proof of the statement but no strict ma#iieal proof. The method was
shown in [23] not to correctly predict closed-loop osciigt modes and instabilities. However,
a mathematical proof of the positive-net-damping critei.5) was provided in [24], using the
Nyquist criterion. There, in agreement with [23], it wasriflad that the net damping should be
evaluated for the open-loop (not closed-loop) resonarasewiell as for low frequencies where
the loop gain exceeds unity.

As part of the proof process in [24], the Nyquist criteriomajgplied to the transfer function
F(s)G(s) with
Dr (w) Dg (w) 4+ Kr (w) Kg (w) . Dr () Kg (w) — Dg (w) Kr (w)

Fjw)G(jw) = DZ (w) + K2Z(w) + DZ (w) + KZ (w)

(4.6)

To determine whether the Nyquist curve encircles -1, thagimay part of (4.6) is set to zero,
yielding

F (jon) G jen) = o @.7)
wherewy is the frequency where the Nyquist curve intersects withréaé axis. Usually, res-

onant frequencies are very close to events of intersectiwithghe real axis and therefore con-
stitute points where an encirclement of -1 could occur (the&ability of the closed loop) [24].

If (4.7) is larger than -1 theBg (w\) + Dg (en) > 0, giving (4.5) in the vicinity of a potential

resonant frequency. However, this accounts onlyDgfwy) > 0, as examined in the previ-
ous references. IDg(wy) < 0, relation [(4.7) would give the following in order to avoid a
instability

Dg (o) Dr(an)<0
>—1 D <-D =
DF(CQ\I) E— G(Q'N) F(wN>

D(an) = Dr(an) +Dg (an) <0 (4.8)

showing that extra attention should be given when applyegriet-damping criterion, taking
into account the nature &g (w) close to the resonant frequencies.

Compared to the passivity analysis, a benefit of analyziagtability of a SISO system via the
positive-net-damping criterion is that there is no neec#mrh of thd= (s) andG(s) to be passive
or even stable. In fact it is not uncommon that one or both efttto transfer functions are
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Fig. 4.2 Two-terminal VSC-HVDC model.

individually unstable, but closing the loop through the atiage feedback stabilizes the system.
In such cases, the passivity analysis cannot be used, uhbkgositive-net-damping criterion
which can still be applied.

4.2 System representation

The objective of this section is to derive a SISO represemtaif the two-terminal VSC-HVDC
model, compatible to the depiction of Fig. 4.1. This willaall a further investigation of the
system in terms of passivity and net damping. The model undaesideration is shown in
Fig.[4.2(a@). The ac grids are assumed to be infinitely strorthaae thus modeled as voltage
sources, to which each VSC station is connected via a filterator (with inductancé; and re-
sistanceR;). The dc terminals of each station are connected to a dc itapaith a capacitance
Cconv- Each dc cable is modeled aglamodel, in the way described in Sectidn (212.5). Given
the physical characteristics of the symmetrical monopoldiguration and considering balan-
ced conditions, the model in Fig. 4.2(a) can be equated tagimmmetrical monopole model in
Fig.[4.2(b). This model retains the same power and voltatyggsas the one in Fi§. 4.2{a) and
has the same dynamics. It is however simplified in form, #sgishe later description of the
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4.2. System representation

Direct-voltage Active-power
controlled current controlled current
source P ] P source
L i i L i 2
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Uger0 AIdc Rdc de

(Mﬂudc; Rlci icm M_NZJ: icmt %Rzo

(b)

Fig. 4.3 DC-side consideration of the system: (a) detailedent-source equivalent model, (b) linearized
model.

model through equations. The transmission link values efieed as

Rac=2- Rpole, Lgc=2- I—pole, Cdc = Cpole/4 (4-9)

This model will be used further on in this chapter. Choosing torrect type of input and
output for the SISO representation of the system is notgsttiarward. It will be shown in the
following section that the choice of the small signal deeiaAW* as input and\P; as output,

allows a SISO formulation of the considered model, simiaie closed-loop form of Fig. 4.1.

4.2.1 DC-grid transfer function

The part of the model to the right of the dc terminals of VSQi8teal in Fig[4.2, can be treated
separately for dynamic purposes. For this analysis, theM&G stations can be represented
as controllable current sources with the rectifier injegtarrenti; = Py /vgc1 and the inverter

injectingiz = P»/uqco, as depicted in Fig. 4.3(a). The capacitGgsn, andCyc in Fig.[4.2 have
been replaced with their lumped valGg;.

Considering the capacitor at the rectifier side, the divetiage dynamics are

dUdc1: Py dAUdclz 1 Pio

—ige = AP — = AUgc1— Dige =
Ctot dt Udel dc Ctot dt UchO 1 U§CLO dcl dc
dAUGc1 1 1 .
= AP, — —Avuge1— Al 4.10
Ctot dt UchO 1 RlO dcl dc ( )

where the term)gclO /P10 has been replaced witRyg, since it acts as a fictive resistance which
under a voltage drop &uyc; causes a curretugc;/Ryo. The subscript "0” denotes the steady-
state value of an electrical entity, around which the laddinearized, and is consistently used
in the rest of the analysis in the thesis.
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Chapter 4. Stability in two-terminal VSC-HVDC systems.duency-domain analysis

As mentioned earlier, the power-controlled station issetfixed power reference and therefore
P, is assumed to be constant. In this case, the dynamics of plaeitar voltage on the inverter
side become

du . P> dAv . P o
Cot dez — ldc+ —— = Cot dez _ Algc — ——AUgc2 =
dAv . 1
Ciot dez _ Alge — =—AUqc2 (4.11)
dt Roo

Similarly as earlier, the terra3,, ,/P20 has been replaced witRy, since it acts as a fictive re-
sistance which under a voltage dropfafy., causes a curredtvyco/Roo. Finally, the dynamics
of the curreniy; are

dAi g
dt

The differential equation$ (4.110)-(4]112) constitute tinedrized model of the dc-transmission
link and are represented in Fjg. 4.3(b) as an equivalentissizadal electrical circuit. The phys-
ical meaning of the termR;o andRyg can now become clear. It is interesting to notice that due
to the steady-state properties of the circuit

Lac—+~ = —Rdcldc — Udc2+ Udc1 = Ldc = AUqgc1 — RycAige — AUge2 (4.12)

Po P

Idco = = (4.13)
¢ Udc10 Udc20
and then
v2 v2
Ryc — Udc10 —Udc20 _ Udc10 Udc20 _ Udcio Udc20 _ Ydc10 dc20
c— P — P — =

ldc,0 Idc,0 ldco Pl,O/ Udeto _PZ,O/U 4620 PLo Po

Rdc = Rio+ Reo (4.14)

The state-space model of the considered dc-transmiss&tersyis created by considering
(4.10)-[4.12). The states of the systemare- Auqc1, Xo = Aigec andxz = AUgco. The only input
isu; = APy ForW = ugcl, the output of the system 5= AW = 204c10AUqc1- The resulting
state-space model is

1 1 0
CrotR10 Crot
Y- 1 _Ree 1
dc—link Cac Cae Lfc
1
L ? Cot  CoReo (4.15)
CiotUdc10
Bdc—link = 0 , Cdelink = [ 20dcz0 O O ], Dgeiink =0
| 0
denoting as
1 1 1 R

0] Wy

= ) W = W=, W=
CtotRlo CtotRZO dectot de
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4.2. System representation

and taking into accounit (4.114), the transfer function ofdpstem fromAP; to AW is

_ AW(s)
()= 2P (s

= [Cdc—link (sl — Adc_tink) " Bac_ink + Ddc—link} =

2Cit [S2+S(p + s) + 03 + pcuy

G(s) = S®+ S (o + Wy + () + {203 + Wy + w1 (p + ()] + 20031 + ()

(4.16)

In a conventional sense, the flow of currérdcross an impedancg causes a voltage drop
u=Z-i. In a similar manner and observirig (4.16), the flow of poi®s(s) into the dc grid
causes an "energy” chandg®V = G(s) - APy(s). Thereby,G(s) is addressed to as theput
impedancef the dc grid.

4.2.2 AC-side transfer function

This section concerns the ac-side dynamics of Station 1gri&2 and its interaction with the
dc-transmission link. Assuming a lossless converter angepnvariant space-vector scaling
[61] or p.u. quantities, the conservation of power on thesshat ac-side of the converter implies

Ph=v 1'f1 + UC1 ) (4.17)
which in terms of small deviations becomes
APy = Uy oAIf) +ify gAUS + UGy GAIR + i) AU (4.18)

As mentioned earlier, the ac grid at the PCC is assumed tdibéety strong and is represented
by a voltage source with a fixed frequenay; and magnitude)gl+ juéj'1 on the convertedg
frame. Once the PLL has estimated the correct angle diffsame, any changes in the system
will not affect the measured angle and the dynamics of the i®dlf will have no influence
on the system. Consequently, i(ggomponent of the ac-grid voltage has beccwﬁle: 0, the

d-component of the ac-grid voltag,«'-g1 is constant over time. The ac-side dynamics are then
the following, expressed on the convertierframe

Vg = UG (Rf1+5'—f1> f1+wgl'—f1'f1

Ugh = — (Rfl +sbn)if — wplnif (4.19)
which can then be linearized in the following form
Aug11 =—(Ru+ sLn)A@gl + g L A (4.20)
Avg = — (R + k1) Al — g LAy
The steady-state valueg§, , andug, , can be derived froni{4.20) as
Ugl,o glO Rf1|f10+w91|‘f1|f10 (4.21)

q
Uc10= Rfl'fl 0 — w1 Lnify 0
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Chapter 4. Stability in two-terminal VSC-HVDC systems.duency-domain analysis

Inserting [4.2D) and (4.21) intb (4118), provides the failag expression foAP;

APy = [ i} (2Ra + i) + Ugh o] A + [ —ifl o (2Ra + sLin) | Aif =

APy = —ifs oL (s+b) A —if oL (5+b3) A (4.22)

where

d
v R
pd =R Yglo a oRa (4.23)

- 1
L1 Lf1|?170 L1

For a current controller designed as in Section (2.4.1)h wibsed-loop dynamics of a low-
pass filter with bandwidtla.c and perfect cancellation of the cross-coupling term, thegioa
betweendq current references and filter currents acquire the follgvimearized form

Aid* A = T
fl > fl S+acc f1

pid = % (4.24)
S c

It is assumed tha} " is constant and therefori? * = 0. Thus, inserting[{4.24) intd_(4.22)

provides

s+ b

S+ acc

The direct-voltage controller of the station is designethmmsame way as in Sectidn (214.3)

APy = —acify ol Aig* (4.25)

Ph=Ky(W"—=W)+R (4.26)

whereP; is the filtered feedforward power

P =H(s)Pn (4.27)
and
_ &
H(s) = sta (4.28)

is a low-pass filter of bandwidt. The actual powel, will follow its referenceP;, with a time
constant defined by the selected control parameters. Thisme different fromP; because of
the reactor resistan€®, and the associated power loss. Given the fact that the sttatyvalue

of the feedforward tern® is equal toPy, it is understood that there is a need for an integrator
with a very low gainK; to compensate for the small steady-state deviation bet®RgemdP;.

For very low values oK;, the integrator has negligible effect on the overall dyre@naind can,

at this point, be assumed to be zerol [43].

The reference powd®;, in terms of PCC properties is
Rn = Ugiify” (4.29)
which when inserted td (4.26) gives

V§if = Kp(W* —=W) + B = g oAIfy " = Kp (AW* — AW) + AR =
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4.2. System representation

4 Ko (AW — AW) 44
pid - Kl )+ AR (4.30)

d
v
g10
Relations[(4.25) and (4.80) provide the final expressiothfeinjected power to the dc-transmission
link

APy = K(s) [Kp (AW* — AW) + AR] (4.31)
with . .
K(s) = —acclfj’o 1S thy (4.32)
Ug10 S+ acc
Given relation[(4.27), the filtered powAP; can be expressed as
AP = H(s)APy, (4.33)

The challenge at this stage is to relA, directly toAP;. In order to achieve this, itis necessary
to resort back to the analysis of the dc-grid transfer furmcin Section[(4.2]1) and its state-space

description in[(4.15).

Based on the arrangement of Hig.J4.2, as well as the fact épaioitorCeony andCyc share the
same voltage at all times, the dc-side powers measuredfatetif points of the transmission-
link model are connected in the following way

1 daw

zccoan =P1—Pn .
Pi—Pn __ Pmn—Udciide =
Ceonv Cdc

1 daw ;
5Cdc g = Pm — Udcildc

Pn = Coonfese P oy, Udetie =
CdC CCOHV .
Pn=—P1+ Udcild 4.34
m Ctot 1 Ctot clldc ( )
Relation [4.34) can then be linearized into
Cdc Cconv . Cdc Cconv . Cconv-
Pm= —P1+ ——Uqc1idc = APm = —AP; + —— Ugc10Qidgc + ——idc 0AUdc1 =
" Cot o Cot T Gt Cot 7 G o
Cuc CeonvUdc10 4 CeonvPL0
APy = —AP, + —————Aigc+ ———Auyq 4.35
m Ciot Ciot ¢ CtotUdc].,O ot ( )

At this point considering the same system as in Sectioniy#ith the same single inpdP;,
but new output ofAP,, as in [4.3b), the new state-space representation becomes

B 1

-1 1 0
CrotR10 Crot
A — 1 _Ree 1
dc Ldc Ldc I—fc
0 & ool
L ot 10tR20 (4.36)
CrotUdc10 Ce
o . onvP1,0 C:coandc],O _ Cyc
Bac = 0 » Cae= [ CtotUdc10 Ctot 0 ] » Dac= Ciot
0
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Chapter 4. Stability in two-terminal VSC-HVDC systems.duency-domain analysis

AW Ko 4{%& K(9) AP,
H© M(s) J

APy AP,
AW &9
(@)
AW F(s) AP,
G(s)

(b)

Fig. 4.4 SISO representation of two-terminal VSC-HVDC mlo¢®) detailed representation, (b) con-
densed representation.

with the only difference compared fo (4115), being found mtmnicesCqy. andDgyc. The transfer
function fromAP; to ARy, is now

_APn(s) _ -1
M(s) = AP (S) [Cdc(5| —Adc) "Bac+ Ddc] =
Ceonv CrotUge1.0(S+ W2) ws + PrLo[ + S(0p + ) + w3+ wp ] Cuc

M(s) =

— - e (4.37
C2wi1o S +S(W+ W+ an) + 5203+ wpom + wn (@ + au)] + 2w3(wn1 + @) Cot (4.37)

4.2.3 Closed-loop SISO feedback representation

Following the previous segmental investigation, the imdiral transfer functions can be com-
bined in order to obtain a representation of the system’suyecs, relating the single inpwv*

to the outputAP;. The equations of interest afe (4.16), (4.30), (4.32).8¢ahd [(4.317) whose
proper linking leads to the graphical representation of[Eid(a).

The feedback-loop transfer functi@is) in Fig.[4.4(a) already complies with the SISO form of
Fig.[4.1 but the path from the input to the output, appearseroomplicated. The latter can be
merged into a single transfer function

K(s)

PO =K KoM ®E

(4.38)

with the system taking the final desired form of Hig. 4.4(hisTform will be used in the later
parts of this chapter.
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4.3. Frequency-domain analysis: Passivity approach

It is interesting to observe that if the direct-voltage colér was only a basic Pl-controller
with transfer functiorKy + K; /s, the input-admittance transfer function would simply breeo

_ Kps+K
s

F(s) -K(s) (4.39)

The dynamics of this expression are completely decouptad those of the dc-transmission
link. Conversely, the presence of the power feedforwarch terthe considered control intro-
ducesM(s) into the final expression d#(s) in (4.38), implying that the latter is now coupled to

the dc-transmission system and inherits its dynamics.

From an electrical point of view, a voltage dropacross an admittancé causes a current
i =Y -u. In a similar manner and with a reference of [Fig. 4.4(b), {hygemrance of an "energy”
drope= AW* — AW causes the converter to respond with a power = F (s) - e. Thereby,
F(s) is addressed to as tlput admittancef the VSC converter.

4.3 Frequency-domain analysis: Passivity approach

It this section the stability of a two-terminal VSC-HVDC, sisown in Fig[4.R, is investigated
using a frequency-domain approach. The investigatiomdgao utilize the passivity properties
of the system and the Nyquist criterion. As such, a SISO sgprtion of Figl. 4.4(b) is con-
sidered, where the transfer functidags) andG(s) must be stable. The investigation begins by
considering a simple form of direct-voltage control. Thitea commonly used PI-controller
is chosen in the beginning, with a later consideration forapgprtional controller with power-
feedforward.

4.3.1 DC-grid subsystem for passivity studies

The dc-grid transfer functios(s) in (4.16) has three poles, one of which is real. As will be
shown later in Sectior_(6.3), this real pole is always pesifor a non-zero power transfer,
renderingG(s) unstable and therefore non-passive. This implies thattlaéysis of the SISO
system in terms of passivity cannot be performed. Howerex,related analysis in [19], if

de
— << 2 4.40
Ciot ( )

it is possible to approximat&(s) with the transfer functio®'(s), where the real pole is fixed

at zero

1 [+ S(wz+ wy) + w3+ wo0)
S(S? + aus+ 2w;3)

Condition [4.40) is usually fulfilled in cable-type of lineshere the real pole is sufficiently

close to zero due to the low inductance of the transmissididi, but not necessarily in case of
overhead lines. This will be further investigated in Chajgte

G'(s)

(4.41)

59



Chapter 4. Stability in two-terminal VSC-HVDC systems.duency-domain analysis

As demonstrated in [1.9], the replacemen@g$) with G'(s) has practically negligible effects in
the closed-loop poles of the SISO system and is therefore tealbe considered as the feedback
transfer function. However, the main benefit of conside@@) is that, unlikeG(s), it is stable.
This is a precondition for the passivity analysis.

4.3.2 VSC subsystem

The input-admittance transfer functiéiis) is determined by the ac-side characteristics of the
rectifier VSC Station 1 and its control. Following the anaysf Section[(4.2]3), a Pl-controller
is at this stage chosen (instead of a proportional contrelith power-feedforward) for the
direct-voltage control. This is because, in order to penfarpassivity analysis, transfer function
F (s) must be at least stable. Expression (4.39) correspondithg tase of a simple Pl-controller
is always stable, but not (4.38), which is related to the prtpnal controller with power-
feedforward. For a selection &f = a4Cconv andK; = aﬁCcom,/Z as in [14], the ideal closed-
loop direct-voltage control of the rectifier (assuming netidmsmission link), would have two
real poles as = a4. As such, the input-admittance transfer function of theCs$gstem has the
general form of[(4.39), providing the final expression

s

 agacdf) oL Ceonv (s+a4/2) (s+1)
V1o S (Stac)

F(s) K(s) =

(4.42)

As it can be observed (s) is always stable. This, combined with the fact ti¢s) is stable,
indicates that a passivity approach of the system can bedsred to investigate the stability
of the closed-loop system.

4.3.3 Analysis

The complete VSC-HVDC link is here evaluated and for scatingposes the system is exam-
ined in per-unit. The passivity properties of the system mlégr according to the operational
conditions and choice of control parameters and passiveezits. Their values are the same
as in Tabld_22, with nominal power transfer and direct \g@tawith the difference that the
bandwidthay of the closed-loop direct-voltage control is allowed towak cable-type of the
transmission line is chosen with physical characterigtiosided in Tablé 2]1. The cable length
is here set to 50 km.

The frequency response & (s) is presented in Fid.4.5. A resonance peak is observed at
w = 7.42 pu, which is very close to the resonance frequency of #resinission link, having
wres = 7.40 pu, as defined by (3.1L7). It can also be seen that the phase @nthe transfer
function is always between -9@nd 90 and since it is also marginally stabl@(s) is passive

for all frequencies. Therefore, with(s) being already stable, the passivity analysis dictates that
if there is a chance of instability in the closed-loop SISGtsyn therf (s) will necessarily be
non-passive.

The system is now tested for three different bandwidthsettbse-loop direct-voltage control:
(@) ag = 0.4 pu, (b)ag = 1.4 pu and (clag = 2.4 pu. Figuré 46 shows the real and imaginary
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4.3. Frequency-domain analysis: Passivity approach
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Fig. 4.5 Frequency response®f(s).

parts ofG'(jw) andF (jw) for each of the cases. Observe that for the investigated cRgE] is
negative over a large part of the frequency domain, indigatiatF (s) is non-passive and there-
fore provides a hint for possible instability. Observe thés) is non-passive for any amount of
positive power transfer.

In this case, the Nyquist criterion should be applied. Foedain frequencyw, the transfer
functionsF (s) andG’(jw) can be regarded in terms of their real and imaginary parts as

F(jw) = Fr () + jFi (w) (4.43)
G (jw) =G (w) +jGi () (4.44)

At a frequencywy the Nyquist curve= (jw) G’ (jw) crosses the real axis. There could be mul-
tiple such frequencies but if there is a poorly-damped gakresonance, thenay will exist
close to that resonant frequency wih jwy) G’ (jan) being close to the -1 value[62]. If the
closed-loop SISO system is to remain stable, then

F(jan)G (jan) > —1= K (an) G (an) — F (an) Gf (an) > —1 (4.45)

Such a resonant frequeneyy is found to exist for each of the examined cases, with it
being always close to th@yeak= 7.39 pu of R¢G'], which is itself very close to the resonant
frequencywes= 7.4 pu of the dc-transmission link. As it can be observed in [Eig(b), the
value of IM{G’] (equal toG;{ (w)) aroundwpeak (@nd thereforevy as well) is very close to zero.
A consequence of this is that the tefir(cwn) G (awn) in (@.45) becomes much smaller than
Fr () Gy (awn) and can thereby be neglected. Expres<€ion {(4.45) can nowpoexamated by

F(aN)Gr (an) > —1 (4.46)
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RefF] (pu)
Re[G] (pu)

Frequency (pu)

(a) Real parts oF (jw) andG'(jw).

10 1 1
o -1
-10- o
- -
p— — - —_
;:l? 20 L a
= -30- 12
= 0 O]
_4 — =
E L 5 E
_507
_607 [~ _3
_7075 4
10" 10° 10" 10°

Frequency (pu)

(b) Imaginary parts oF (jw) andG'(jw).

Fig. 4.6 Real and imaginary parts Bf jw) and G'(jw). Solid gray:G'. Dotted: F for ag = 0.4 pu.
DashedF for ay = 1.4 pu. Solid:F for aq = 2.4 pu.
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Fig. 4.7 Pole movement of the closed-loop SISO systerafer 0.4 pu (x),ag= 1.4 pu ©),aqg = 2.4 pu
(+). The fifth pole associated with the current-controller dwaiulth a.. is far to the left and is
not shown here.
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4.4. Frequency-domain analysis: Net-damping approach

and sincewy is close towyeak, (4.46) becomes

Fr (peak) Gy (Whea) > —1 (4.47)

SinceG] (wpeak) = 0.44 pu, [4.47) provides the information that for an increglsimegative
value ofF; (apear), the value of5 (whear) G; (@heak) decreases with the possibility of surpass-
ing -1 and the closed-loop system becoming unstable. Tliawer is observed in Fig. 4.6(a)
where for an increasingy, the value of~ (wpeak) is initially positive but gradually turns neg-
ative and keeps decreasing. This indicates that the ineidag decreases the damping of the
resonant poles of the system and, eventually, leads to sthitity of the system.

This can be visually demonstrated in Hig.14.7 where the didsep poles of the system are
plotted for the three different casesa&yf Indeed, an increase af causes the poorly-damped
resonant poles of the system, with a natural frequency tsgea, to become increasingly
under-damped until they become unstablegps= 2.4 pu.

4.3.4 Altered system configuration

At this stage, the same dc-transmission link as before isidered but the direct-voltage
control is changed to a proportional controller with povesdforward. This means that the
input-admittance transfer functidf(s) is the one described bly (4]38). As mentioned in Section
(4.2.3), the transfer functioH (s), which exists within the expression Bf(s), inherits the dy-
namics of the dc-transmission system and is unstable. &untbre, the fact that (s) is located

on a positive feedback loop that forms the fiRdk), as seen in Fig. 4.4(a), causes the complete
F(s) function to be permanently unstable. This means that thsiyigsapproach cannot be
used for the frequency analysis of the closed-loop stgbilit

One natural way to still use the passivity approach is to @gprate G(s) with G'(s) when
deriving the feedforward term fd¥(s). However, as it will be shown in Chapter 5 and 6, this
approximation does not always hold. For this reason, annatiee frequency-domain method
to assess the system stability will be described in thevioilg section.

4.4 Frequency-domain analysis: Net-damping approach

The net-damping approach in evaluating the stability of &kystem has no regards on the
passivity of its subsystents(s) andG(s). Additionally, it was shown that when possible, the
passivity approach along with the Nyquist curve can prouii@mation on the risk of stability
but not strict information on the stability status of a systd his section demonstrates appli-
cations of the net-damping criterion in a two-terminal VBEDC system. In all cases, the
direct-voltage controller features the power-feedfochiarm.
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Chapter 4. Stability in two-terminal VSC-HVDC systems.duency-domain analysis

4.4.1 Open-loop resonances

The system under investigation in this part is identicahi tivo-terminal VSC-HVDC model
whose performance was examined in Section (B.3.2). Thé¢msyfeatured long overhead dc-
transmission lines and the transferred power was ramped sfages, from 0 MW (0 pu) to
500 MW (0.5 pu) and finally to 1000 MW (1 pu). While the model epped to be stable in the
beginning, as shown in Fig._3111, when the power reached 980049 pu), it became unstable
with a resonance of 199.4 Hz. Once the power started dengeasiil 500 MW, the stability
was restored.

The SISO representation of the system considers the irgmiti@nce transfer functiok (s)
and the feedback transfer functi@{s) as defined in[(4.38) and (4116), respectively. The in-
vestigation starts by locating potential open-loop resora of |F(jw)| and |G(jw)|d. The
frequency domain plots of those transfer functions are shiowFig.[4.8(d)) and Fid. 4.8(b)),
respectively, for the three different power transfers téiiast; O pu, 0.5 pu and 0.9 pu. Observ-
ing |G(jw)|, it is immediately apparent that there is always a singlemasce at a frequency
that is almost independent on the transmitted power andysokese to the resonant frequency
of the dc grid, defined in.(3.17). On the other hajid,jw)| seems to exhibit no resonances for
powers of O pu and 0.5 pu, but does have one for a power of 0.9thwavrequency of 0.72 pu.
Table[4.1 displays the characteristic frequency of thesenances.

The value of the dampinDr(w) at the point of all the observed resonances is positive.€kyer
the positive-net-damping criterion ¢f (4.5) will be evaied As it can be seen in Talile 4.1, the
total dampingD(w) is always positive at the open-loop resonant frequenciepdaers of

0 pu and 0.5 pu. This means that the system should be stabfienasnstrated through the
time-domain simulation of Fid. 3.11. However, once the eyshas a transferred power of
0.9 pu,|F (jw)| develops a resonance at 0.72 pu as mentioned before, Wiiereis negative
with a value of -0.32 pu. This indicates an unstable systemfigning the unstable conditions
displayed in Fig_3.71.

This behavior can be observed in terms of the pole movemetfieo$ystem for the different
power transfers, as displayed in Hig.14.9. The poles arailzaéd for the closed-loop transfer
functionF (s) / (14 F (s) G(s)). As demonstrated, the system exhibits a pair of poorly-daimp
complex conjugate poles which are of concern due to thekipnty to the imaginary axis. For
a power transfer of 0 pu and 0.5 pu, these poles are stables\wwvhen the power increases to
0.9 pu, the already poorly-damped poles become unstabteawptedicted resonant frequency
of 0.623 pu, or 195.7 Hz, which is very close to the 199.4 Hillasion observed in the time-
domain simulation.

1F(s) andG(s) are both unstable. An attempt to locate their resonant pbinplotting the bode plot in a way
that a sinusoidal input signal is provided and the amplitade phase of the output signal are measured, is not
useful as the response of such systems for any input woulddignal that reaches infinity. However, plotting
|F(jw)| and|G(jw)| still allows the identification of the local peaks that seagethe open-loop resonances and
can be further used in the net-damping analysis.
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Fig. 4.8 Frequency analysis of subsystems and total danfipiricansferred power equal to 0 pu (solid),
0.5 pu (dashed) and 0.9 pu (dotted).

TABLE 4.1. LOCATION OF OPENLOOP RESONANCES AND TOTAL DAMPING
Power (pu) |F(jw)| resonant |G(jw)|resonant D(w) at|F(jw)| D(w) at|G(jw)|
frequency (pu) frequency (pu) resonance (pu) resonange (pu

0 - 1.07 - 15.3
0.5 - 1.05 - 13.46
0.9 0.72 1.01 -0.32 10.48
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Fig. 4.9 Pole movement of the closed-loop SISO system fostesred power equal to 0 pxJ, 0.5 pu
(0) and 0.9 pu4). The fifth pole associated with the current-controller dwaidth ac is far to
the left and is not shown here.

4.4.2 Non-apparent cases

In the vast majority of the examined cases, a straightfalwammenting for the stability of the
system could be provided by focusing only on the open-lospnances, as in Sectidn (4)4.1).
However there are some rare and unusual scenarios wherapjmieach could not give an
explanation for the instability of the system. One of thesees is investigated here. The model
used is the same as in Sectibn (4.4.1) with the differenceg be

1. the overhead line length is reduced to 50 km.
2. the power transfer is set to 1 pu.

3. the closed-loop bandwidtlag andas are both increased from 1 pu to 3.5 pu.

Under these conditions, the closed-loop system is unstaittea pair of unstable complex
conjugate poles at.0044+ 1.541 (pu). The frequency domain results|bf jw)| and|G(jw)|

are presented in Fig. 4.10|(a); as it can be observed, thendyi®ne open-loop resonance which
is found on|G(jw)| atw = 2.63 pu;|F (jw)| appears to have no resonances. At that frequency,
dampingDg(w) is positive, meaning that the total dampiBgw) should be positive as well.
Indeed, measuring the latter at the resonant frequencsg gipesitive value dd(w) = 11.68 pu

(as seen in Fig. 4.10(b)), suggesting that the system sheusthble. This creates a controversy
since the system is already known to be unstable.

It should be reminded here that, as mentioned in Section2}.the net-damping criterion
should be evaluated not only for the open-loop resonanaefidow frequencies as well where
the loop gain exceeds unity. Following this statement, tiiguist curve of the system showed
that theF (jw)G(jw) curve crosses the real axis with a value of -1.02 pu (endogaint -1
and causing instability) at a frequenay, = 1.54 pu. This frequency is below the open-loop
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Fig. 4.10 Frequency analysis of subsystems, total dampidd\Ngquist curve of the system.
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resonance of 2.63 pu. At this frequenby(w) is positive and the total dampiri®y( w) is equal

to -0.0012 pu, indicating that there is instability, evenugh barely. As mentioned in_[24],
negative total damping at low frequencies is a strong iriginaof instability, even though the
open-loop resonances may have positive damping. This hes demonstrated here, proving
that the net-damping criterion still provides an answehmrare occasions when the system is
unstable, despite a good damping of the apparent open-ésomances.

4.5 Correlation between net-damping and damping factor

In the previous section, it was shown how the net-dampingroon can provide direct infor-
mation on whether a SISO system is stable or unstable. Howles has been no information
relating the criterion to poorly-damped or near-instapitionditions.

4.5.1 Damping in a multi-pole system

As mentioned in Sectiofi(3.1), the damping of a system catrisidefined only for 29 order
systems as the one described[in](3.1). When it comes to pulkisystems it is not possible
to provide a similarly strict definition of the system’s dangp A step-wise excitation of the
system excites all of its eigenmodes (given the fact the stepp contains the full frequency
spectrum) and the total system response consists of thgrgosition.

However, the behavior of a multi-pole system is normally dwated by its dominant poles (if
these exist), which dictate the main properties of its raspdo a perturbation. Furthermore,
poles with very low damping have, by definition, a very sméléalute real part, becoming
potentially dominant as they find themselves very closedarttaginary axis. In such cases, the
final response of the system will be mostly dictated by thaselg-damped poles and it is here
suggested, in a non-strict manner, that their damping faeto be regarded as the damping of
the complete system.

4.5.2 Net-damping in poorly-damped configurations

Typically, the encirclement by the Nyquist plot of -1 occatdow frequencies and in the neigh-
borhood of resonances [62]. These resonances are usuailyfield with poorly-damped poles
that move towards the RHP of the complex plane due to a changerdical parameter (e.g.
transferred power). When the system is on the verge of iilisyathe Nyquist curve intersects
with the point -1. This occurs at a frequenay;i: with the corresponding closed-loop system
having either a real pole at the origin of teeplane or a pair of marginally-stable complex-
conjugate poles with a damped natural frequesagy= wit. If these poles have not yet become
unstable but are close enough to the imaginary axis, the istycurve will cross the real axis on
the right of -1 but in close proximity to it. This occurs at aduencywy that is closely related
to the damped natural frequency of the related poorly-dahpoées.
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4.5. Correlation between net-damping and damping factor

If the system is marginally stable, its net-damping at tegfiencywy = wyrit = @y IS equal to
zero

D(wn) = D(krit) = Dr (@hrit) + D (@erit) = 0 (4.48)

Based on the previous analysis, it is here suggested tlsgidgissible to correlate the level of net
damping of a system measuredudt, with the existence of poorly-damped poles that are close
to instability. The closer these poles approach the imagiaais, the more the net damping
D(w\) should approach zero until the poles become marginallylestatd D(cwy) = 0. The
value that quantifies the level of damping for these polesas tlamping factor. The closer the
latter is to zero, the less damped the poles and the systdosey ¢o instability.

The objective of this analysis, is to provide a way thouglelsch frequency analysis of the sys-
tem to determine whether there are poorly-damped polasathyt close to the imaginary axis,
without actually finding the poles of the system and the fegapy characteristics of the poorly-
damped poles. For this reason, four different scenariogxaeined where the two-terminal
VSC-HVDC system appears to have poorly-damped poles wharsgpicg decreases with the
change of a system parameter or operational condition, tinely almost become marginally
stable. In all cases, the damping of these poles is plottednjunction with the measurement
of the net damping at the frequenay; where the Nyquist curve crosses the real axis closest to
-1. As for the previous sections, the direct-voltage cdlgras at all times considered to feature
the power-feedforward term.

The four different cases use the basic values as defined la[Zabwith the custom differences
being identified in the following way

Case 1 The system features overhead dc-transmission lines gih properties defined
in Table2.1 and their length is varied from 50-230 km.

Case 2 The system features overhead dc-transmission lines arwbtitroller bandwidths
ag andas are equal and varied from 200-630 rad/s.

Case 3 The system features overhead dc-transmission lines ok2Bid length and the
transferred power at the inverter Station 2 is varied fro000 MW.

Case 4 The system features cable dc-transmission lines witht reperties defined in
Table[Z.1 and their length is varied from 26-43 km.

Each of the graphs in Fig._4.11 shows the pole movement ofytsters for an increasing trend
of the chosen variable, with the concerned poles being @adir In the first three cases, the
dampingDg(wy) of the VSC input admittance is positive @k and therefore for the system
to be stable, the net-damping should be positive. This igitoed in Figure$ 4.11(H)-4.11{c)
where the systems are already known to be stable and the radasi damping is indeed
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Fig. 4.11 Frequency analysis of poorly-damped systemst. sa@enarios are examined with a different
variable of the system changing in each of them. In the poleement, %" corresponds to
the starting value and1” to the final value of the variable. The fifth pole associatdthwthe
current-controller bandwidth.. is far to the left and is not shown here.
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positive. On the contrary, in Case 4 the damdhigay ) is negative and according to (4.8), the
net damping should be negative to ensure stability. Thieiffied in Fig.[4.11(d) where the
stable system exhibits negative net dampingxat

At this stage it is interesting to notice that for all the istigated scenarios there is a consis-
tency in a sense that there is a monotonous relationshipeleetthe net damping of the system
and the damping factor of the poorly-damped poles, provitiadl the latter are sufficiently
close to the imaginary axis. The pattern that is exhibitethenright graphs of Fid. 4.11 dic-
tates that a net damping vallié(cwy)| that is moving consistently towards zero, implies the
existence of poorly-damped poles whose damping factoredses consistently, until they be-
come marginally stable. In this case, the system would béewéerge of stability. In fact, for
poorly-damped poles which are quite close to the imaginsig; ¢he relation betweel ()|
and damping factor becomes almost linear. This providesnttoemation that a certain rate
of change in the net damping implies a similar rate of chamghé damping factor of the
concerned complex poles.

It is important to notice that the previous analysis readuoeglusions regarding

1. the stability of the system
2. the existence of poorly-damped poles

3. the progression of the damping factor of the poorly-dampeles, for a change of a
critical variable

by only using information from the frequency analysis of $ggtem, without explicitly solving
the characteristic polynomial to identify specific polesl alefine which of them are possibly
poorly damped. Another comment on the results is that aivelgtlarge absolute value of the
net-damping measured at the frequeagy suggests that even if there are poorly-damped poles,
they are sufficiently far away from the imaginary axis andribk of instability is minimized.

4.6 Stability improvement

At this stage, an intervention is made to the control of thatifier station by adding a fil-
tering stage in an attempt to improve the closed-loop stabilhe effects of this action are
demonstrated and explained from a net-damping point of \8Bawing how each subsystem is
individually affected and finally contributes to the ovésdability improvement.

4.6.1 Notch filter in the control structure

A notch filter is essentially a™ order band-stop filter, centered at a selected frequency and
having a dc-gain equal to unity. It is defined as

2+ 2E1 S+ WP

= 7 2tast o (4.49)

Hnotch(S)
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Fig. 4.12 SISO representation of the two-terminal VSC-HViGdel with a notch filter on the power-
feedforward term.

where the three positive and adjustable parametergar® and w,. A mitigating behavior

of the filter requirest1 < &». The ratio ofé,/&; determines the depth of the notch centered at
the selected frequenay,, where the larger the ratio, the deeper the notch. Additiprhe
absolute values df1, &2 determine th&-factor of the filter. The higher th®, the narrower and
"sharper” the notch is.

In the direct-voltage control structure of the rectifierthere is a poorly damped resonance
on the dc-side, the measured povigsy will contain an oscillation at the resonant frequency.
This signal will pass through the power-feedforward teriio ithe control process and affect
the generated power reference signal. If this frequenceanspin the frequency range where
the direct-voltage controller is active, it is possible tdigate it by introducing a notch filter
centered at the resonant frequency. The ideal locationaddat in series with the pre-existing
low-pass filter of the power-feedforward control branchn€§lidering the earlier control version
shown in Fig[ 4.4(a), the addition of the notch filter tramsfe the control path as in Fig. 4]12.

Under this modification, the new input admittance transfiection of the VSC rectifier station
becomes
K(s)

P =K K (8 Foen SH (IM ()

(4.50)

4.6.2 Damping effect of the notch filter

The effectiveness of the notch filter in enhancing the stgttwf the system is here demonstrated
by using the examples described in Sectfon (8.3.2) and itidde@.4.1). The considered two-
terminal VSC-HVDC link, featuring overhead dc-lines of 3k@ in length, is found to be
unstable for a power transfer of 0.9 pu. The poles of this gonfition can be observed in
Fig.[4.9 (indicated with 4") and it is obvious that there is a pair of unstable compleaxggate
poles with a resonant frequency of 0.623 pu. The bandwidtthefdirect-voltage controller
is 0.955 pu. Therefore, the observed resonant frequencithinvthe limits of the controller’s
action and as stated earlier, the addition of a notch filtatccoffer some improvement.

Itis here assumed that the properties of the system and tihmeed@re not precisely known (asin
reality) and the resonant frequency can not be calculatactigxat 0.623 pu. However, for a fair
deviation of the considered system’s parameters from theabhones, the resonant frequency
is not expected to deviate significantly. A certain experitaeconvention is thus considered.
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Fig. 4.13 Frequency analysis of the system in the presenadtfuout a notch filter.
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TABLE 4.2. DAMPING ANALYSIS IN SYSTEM AFFECTED BY THE NOTCH FILTER
Without notch filter With notch filter

|F(jw)| resonant frequency (pu) 0.72 0.98
|G(jw)| resonant frequency (pu) 1.01 1.01
De(w) at |F(jw)| resonance (pu) 0.15 0.44
Dr(w) at|G(jw)| resonance (pu) 2.15 0.60
DG(w) at|F(jw)| resonance (pu) -0.47 -0.36

Dg(w) at|G(jw)| resonance (pu) 8.33 8.33

D(w) at|F(jw)| resonance (pu) -0.32 0.09
D(w) at|G(jw)| resonance (pu) 10.48 8.93

Since the expected resonance is not too far from the banklagdif the direct-voltage control
(at least the same order of magnitude), the notch filter isdun have a center frequenay,
equal toayq. The é1 andé, parameters are also chosen so that the depth of the filtech o
-20 dB and the&Q-factor is not too high, so that relatively neighboring ueqcies taw, can be
sufficiently attenuated (including the resonant frequesfd.623 pu).

It should also be mentioned that for too deep notches andidrezies close toy,, the phase
of Hnotcr( jw) starts reaching values close to ©3hd 90, instead of remaining close t6,0as
is the case for smaller notch depths. This is not desirabsegasils could be introduced to the
control with a severe distortion of their phase, deteriagathe closed-loop stability.

Figure[4.1B presents a frequency analysis of the systemawitwithout a notch filter included.
Specifically, in Fig[ 4.13(&) it is possible to observe Réjw)| and|G(jw)| curves where, as
expected, there is a single curve for the grid impedancessins not affected by the presence
of the notch filter. This also means that the dampigw) of G( jw) in Fig.[4.13(0), as well as
the open-loop resonance of the dc grid at a frequency of Jupdemains unaffected. Focusing
on |F(jw)l|, it is possible to notice that the addition of the notch filbers caused the open-
loop resonance to move from 0.72 pu to 0.98 pu in frequenay.rébonance spine has become
sharper but the absolute value|Bf(jw)| at that frequency has decreased, indicating a smaller
intensity in the related time domain oscillations.

The value ofDg(w) at all open-loop resonances is always positive, as seenbile[fa2. This
means that to achieve stability, the net-damir{gv) at those frequencies should be positive
with a higher value implying an improved damping factor oe fhoorly-damped poles. As
observed in Sectiori (4.4.1) and repeated in Table 4.2, thiesywithout a notch filter has a
negative net-damping at the VSC input-admittance res@amaking the system unstable.

SinceD(w) = De(w) + Dg(w) and theDg(w) does not change, an improvement of stabil-
ity by introducing the notch filter should translate into gmwards movement of thBg(w).

An increase in the value ddg(w) in the open-loop resonant frequencies would increase the
total D(w) there, making it positive; thus ensuring stability. This1éadeed be displayed in
Fig.[4.13(b) where the introduction of the notch filter hass=Dg(w) to raise in general and

in fact be constantly positive in a wide spectrum around titecal resonant frequencies. As a
result, the completB(w) curve has been raised as well in Fig. 4.13(c), in the samérspeof
frequencies with only a small negative notch relativelyselto the input admittance resonance.
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Fig. 4.14 Stability effect of notch filtering. (a) Pole plagent for the system with(X) and without )
a notch filter. An additional pole associated with the cur@mtroller bandwidthe.. is far
to the left and is not shown here. (b) Unit-step response efsistemn with (solid line) and

without (dashed line) a notch filter.

From a pole movement perspective, as depicted in[Fig. 4 l#@addition of the notch filter
has managed to

1. increased the damping of the already well-damped conpguées on the left side of the
plot

2. stabilize the previously unstable complex poles

3. introduce a new pair of complex poles close to the now ktakli poles, but with much
better damping than them, without significantly affectingafiresponse of the system

Finally, from a time domain investigation of the system ig.F4.14(D), it is observed that the
initial stages of the unit-step response of the system ig slightly slower when a notch filter
is used. This is attributed to the newly introduced complebe pair, whose relatively small
real part implies a contribution with slow dynamics. Howetke major comment is that the
system is now stable with a quick damping of the oscillatidriol has been excited, only after
approximately 2 periods.

A conventional pole movement approach cannot directlyarghe improvement in the stabil-
ity of the system with the introduction of the notch filter,tbnerely depict the updated pole
location. Nevertheless, the net damping approach clefidysan explanation the phenomenon.
While the grid impedance and its damping remained unalfeéhednotch filter incurred an in-
crease solely in the damping of the VSC input admittanceingube total dampind(w) of
the system to be high enough and positive at all of the opep-+esonances, thereby stabiliz-
ing it. Concluding, any intervention, either in the dc-samssion system or the control of the
rectifier station (or both), that can incred3@w) in the critical resonant points will provide bet-
ter damping characteristics for the overall system andiplysstabilize an otherwise unstable

configuration.
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4.7 Summary

In this chapter, the dynamics of the generic two-terminalv$/DC system has been studied,
using a frequency domain approach. To assist this type dysinathe system was modeled as
a SISO feedback system. This comprised of two subsystem:

1. An input-admittance transfer functidn(s), describing the way the direct-voltage con-
trolled VSC subsystem reacts to a given change of direcageltat its terminals, by
injecting a controlled amount of active power to the dc grid.

2. A feedback transfer functioB(s), describing the way the passive dc-grid subsystem re-
acts to an injection of power from the direct-voltage colgb VSC, by altering the
voltage at the dc-side capacitor of the latter.

Initially, the passivity approach is utilized. If both syils¢ems are passive, the SISO is stable
as well but at least one non-passive subsystem serves agdieation that the system could be
unstable. The dc-grid transfer functi@{s) is naturally unstable but for low values of trans-
mission line inductance (cable-type of line), it can be agpnated by the marginally stable
G/(s), which is also passive. The latter means that it cannot bedhece of instability in the
system. IfF(s) is stable, the closed-loop SISO system stability can theadsessed by the
passivity properties df (s). For this reason, a conventional Pl voltage control stectvithout
power-feedforward is chosen, renderifgs) stable. It was shown that high values in the band-
width a4 rendered- (s) non-passive and the SISO was indeed unstable. This deratatsthe
usefulness of the passivity approach on providing a goodation on the closed-loop stability
in the frequency domain.

However, for other types of direct-voltage controllers ifiedent types of transmission lines e.g.
overhead lineds (s) can be unstable ar@(s) may no longer be approximated by a marginally
stableG/(s). Hence, the passivity approach cannot be used. The netidgropterion was
thus considered, because it does not require passive ostal@a subsystem transfer functions
to provide answers regarding the stability of the closapl8ISO system. In systems with a
direct-voltage controller with power-feedforward and head lines in the dc grid, the net-
damping criterion demonstrated very accurate predictmmshe closed-loop stability and a
relation was derived, correlating the absolute net-dagpaiue and the actual damping factor
of the poorly-damped poles of the system. Finally, the siahg effect of adding a notch filter
in the direct-voltage controller of an unstable system waseoved and assessed through a net-
damping approach.

Having utilized a frequency domain approache in the analgtithe closed-loop stability of
the two-terminal VSC-HVDC system, the following chapteshhe same goal but attempts
to analytically describe the poles of a simplified versionhef same system. In this way, it is
desired to derive closed-form expressions, containinghallphysical and control parameters
of the system, thereby providing immediate information lo@ teal and imaginary part of the
system’s poles and thereby, the closed-loop stability amdging.
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Chapter 5

Stability in two-terminal VSC-HVDC
systems: analytical approach

A numerical approach and thereby pole movement of the sys&genvalues is a very pow-
erful tool to investigate the stability of a system and th@aat of different variables (either
system or control variables) on the system performance.gderyone flaw in this kind of ap-
proach is that it does not provide a proper understandinigeoimpact of each parameter on the
system stability. This is where the major advantage of atytioal over the classical numerical
approach lies; by using an analytical method, the eigeegati the system can be expressed
in symbolic form and this provides important assistanceetiigg a deeper understanding on
how each single parameter impacts the stability and, mogemeral, the pole movement. Fur-
thermore, with the analytical approach it is possible toarsthnd how a certain parameter
contributes to the placement of a pole and can therefore ibeedtin understanding how a
system can be simplified for easier further analysis.

This chapter focuses on the derivation of closed-form ditallyexpressions for the description
of a system'’s eigenvalues in terms of their real and imagipart. The objective is to provide
a tool in thoroughly understanding the dynamics of the sgsighile at the same time main-
taining a desired level of accuracy on predicting the apipnate location of the poles. One
method to achieve this is the existihgR iterative algorithm, an overview of which is given
here. Additionally, a new method for the analytical derivatof eigenvalues, addressed to as
the Similarity Transformation MatriXSMT), is proposed and its concept and applicability are
analyzed. Since both of the examined methods utilize the-sf@ace representation of a sys-
tem, the chapter concludes with the derivation of the stptese models of two systems whose
eigenvalues are desired to be analytically described:t@pdaerminal VSC-HVDC system and
(b) the dc-transmission link that connects the two VSC aitatiof the former.

5.1 Analytical investigation of dynamic stability

As observed earlier, a dynamic system may become poorly edrop even unstable under
certain conditions. A deeper knowledge of how a specificrpatar (or group of parameters)
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appears in the eigenvalue expressions of a system, is ofiamue in understanding the mech-
anisms that govern the stability of the latter and can benéurtised as a tool for its proper
design. Considering VSC-HVDC applications, poorly-dathpesonances between the con-
verter stations and the transmission system can appeamadint-to-point and multiterminal
configurations. An analytical description of the systeneppln terms of damping and charac-
teristic frequency, can provide useful information on thethe control parameters, amount of
power transfer, direct-voltage level or values of passleenents can contribute to conditions
of poor-dynamic performance. The derivation of analytegbressions can therefore be used
to predict and correct the behavior of a system of future idemation or modify an existing
VSC-HVDC installation to improve its dynamic propertiesowkver, a great obstacle is that
the analytical description of the eigenvalues of a higheosystem is challenging and in many
cases impossible. Although the eigenvalues of polynomiitls a degree up to thecan be
found analytically, the resulting expressions are usuadly complex and uninterpretable if the
degree is greater than two. Modeling a VSC-HVDC connecti@ntaining a good level of
complexity, can lead to a system whose order can easily ssitha 18 order. However, under
valid approximations, the description of a two-terminalG/8VDC connection can be reduced
to a 4"-order system. Any further attempt to reduce the systentgrowould imply the sac-
rifice of fundamental control components or critical passlements that define the dynamic
response of the system. Other approaches, as the onesddsarihe previous chapter, must
be considered if a more detailed model of the system is needed

5.1.1 Cubic equation

If it is possible to represent a system by a third order charetic polynomial, there is an
analytical way to derive the symbolic eigenvalues. The gdrierm of the cubic equation is

a4+ b +cx+d=0 (5.1)

with a# 0. The coefficients, b, candd can belong to any field but most practical cases consider
them to be real (as will be the case below). Every cubic eqoatith real coefficients will have
at least one real solution, with xo andxgz being either both real or a complex-conjugate pair.

The general formula for the analytical derivation of the&pn’s roots is, as in [63],

1
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where

—1+iv3
ul:]_’ UZ:%\/_

o 3/ N++/02—4N3
-V 2

A= b2 —3ac

—1-iv3
Uz = > V3

)

A, = 2b3 — 9abc+ 27a2d

Even though[(5]2) does not appear complicated, the existehthe rooty” within it is very
problematic if there is a complex-conjugate pair of solusiowhose real and imaginary parts
are desired to be treated separately. It is possible toalstigh expressions for complex roots
of the equation, as in_[64], but they always include complesimes and arc-cosines. This is
not practical when it comes to presenting a direct relatietwben a coefficient of the cubic
equation and the final roots. Nevertheless, complex systamsarely be approximated by a
third-order characteristic polynomial, rendering theueabf [5.2) even more questionable.

5.1.2 Quartic equation

As mentioned earlier and will be shown later, a two-termW&C-HVDC system can be repre-
sented, at least in general terms, by'aatder model, whose analytically derived eigenvalues
can theoretically be found. As with the cubic equation inghevious section, the general form
of the quartic equation is

ax* +bx® + o +dx+e=0 (5.3)

Every quartic equation with real coefficients will have: ajf real roots, b) two real roots and
a complex-conjugate root pair or, ¢) two complex-conjugatg pairs. The general formula for
the analytical derivation of the equation’s roots is, ai |

X12 = —4—2—5:&% —482—2[3—}-%

X34 = —4—%+Si%~/—482—2p—%

(5.4)
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Fig. 5.1 Roots of a% order characteristic polynomial of a simplified VSC-HVDGssm;x; (gray
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where

p= 8ac—3b? q= b3—4abc+8ad
8?2 - 8as

S EEICE

Q= 3/ N+1/DN2—4N3

2

S—

NI

Ao = ¢ —3bd+ 12ae
A = 2¢® — 9bcd+ 27b2%e+ 27ad? — 72ace

The full expansion ofi(5]4) is too large to be presented herplying that the practical value
of such expressions is doubtful. Just as in the roots of th&e@quation, the existence of the
root 3~ within the quadratic solutions is very problematic if thése complex-conjugate pair
of solutions, whose real and imaginary parts are desired explicit in form. Another problem
is related to the consistency of the solutionginl(5.4). Wwiwately, each of thg;, X, X3 and
X4 expressions cannot consistently describe a selected fabé @ystem while performing a
variation of the system’s coefficients. This can be vieweHig[5.1 where the roots of thé"4
order characteristic polynomial of a simplified VSC-HVDGm are plotted using (5.4). The
cable length of this system is varied from 20-400 km in step&0okm, causing a movement
of the eigenvalues along the arrow-paths indicated in thedigrhe system has a pair of poles
which retains a complex-conjugate form for the whole cdéiegth variation, as well as two
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other poles that start as a complex-conjugate pair and thléa sito 2 real poles. Each o4,
X2, X3 andxy is plotted with a distinctive marker.

As one can see, the root expressions are not consistenialviih Xo, X3 andx, failing to track
their dedicated pole. This means that even if the expressofh.4) present a simple form, they
are not useful in describing specific poles.

5.1.3 Alternative solutions

Even if it is theoretically possible to derive the analytipales of a 3 and 4" order system, it
was shown that there are practical obstacles that preveonittaking place if the exact solu-
tions are to be described. A solution to this problem is toetlgy approximating methods that
can provide such analytical descriptions for equivalendei®having poles that are sufficiently
close to those of the initial systems.

In 28,29/ 66], the approximate solutions of the generdligigenvalue problem def — A)=0

are sought, where the matrix pendl,(B) is computed by the semistate equations of an elec-
tronic circuit. The solutions are found by an extensive elation of those entries iA andB

that are insignificant to the computation of a selected eiglele, until the characteristic polyno-
mial of the system become&'br 29 order. This method has been developed into the commer-
cial tool "Analog Insydes” as a Mathematf€application package for modeling, analysis and
design of analogue electronic circuits. However, this pssanay not always be successful and
could lead to a significant loss of information. Followingiffetent approach, the poles of an
analogue circuit are calculated through the time constatitixof the system in [30]. However,
only the first two dominant poles are computed and any othlernequires major simplification

of the system. In [31=33,67], thdR iterative method is used to calculate the symbolic poles and
zeros of analogue electronic circuits, based on their statteix. This involves intricate com-
putations which may quickly exceed the computational cditiab of a typical computer [32].
Subsequently, the state matrix should not exceeds@n size while there should be no more
than four symbolic variables. Nevertheless, numerousIffiogiions are still required to pro-
duce compact final expressions. Despite these problemsRheethod appears to be the most
adequate candidate among the mentioned methods, in aitbgnipanalytically describe a rel-
atively high-order system.

5.2 Approximating methods

In this section, two major approximating methods are priegskrin an effort to establish a
foundation for the analytical investigation of the eigdoes of a VSC-HVDC system. THeR
method is described in detail with special mention to iteeptal in symbolic approximation of
eigenvalues, along with its advantages and disadvantéjesther method is a newly proposed
algorithm which tries to achieve the same goal of analyijjadé¢scribing the eigenvalues of a
dynamic system, but in a non-iterative way.
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5.2.1 Similarity Matrix Transformation

TheSimilarity Matrix TransformatiofSMT) is a proposed method that is first introduced in this
thesis and aims to analytically derive the analytical eigares of a dynamic system, which is
described in a state-space form. The entity that contalrtb@inecessary information for the
eigenvalue characterization of the system is the stateixmatrin general, a direct extraction
of analytical expressions of the eigenvalues is not poss#d stated earlier, for systems higher
than second order. However, under certain conditions wregire matrixA to appear in a
special form, it is possible to extract the symbolic formlud eigenvalues. The concept of the
SMT relies on a proper manipulation of matix while the latter remains in purely symbolic
form, in order to produce an equivalent matrix with the sargemvalues but whose form allows
the extraction of analytical expressions of the eigenvalue

Eigenvalues of triangular and quasi-triangular matrices

The eigenvalues of a generic non-singular square mAtrae calculated by setting its char-
acteristic polynomiap(s) = |sl — A| equal to zero and solving in terms af The solutions
correspond to the eigenvalues &f However as mentioned eatrlier, if the characteristic poly-
nomial contains symbolic expressions and its non-zerongaaes are more than two, it is
very challenging to derive interpretable symbolic solofiavhile for more than four non-zero
eigenvalues, it is mathematically impossible.

The determinant of a matrix that is triangular in form (ertbpper or lower triangular) equals
the product of the diagonal entries of the matrix. If magixs triangular, then the matrisl -A,
whose determinant is the characteristic polynomialpfs also triangular. Consequently, the
diagonal entries oA provide the eigenvalues @&. If an eigenvalue has multiplicityn, it will
appeamtimes as a diagonal entry. Considering the previous prgpérnatrix A has strictly
real entries and is in the following triangular form (lowdanhgular in this case)

a1
az 2 0
A — ay k (5.5)
4 j an-1n-1
L ann _
its eigenvalues will be the set By 1, a2, ..., &k, --- @-1n-1, ann} and will all be real.

If matrix A has strictly real entries, has a quasi-triangditam and is known to have pairs of
complex-conjugate eigenvalues, then for each eigenvaluegp2x 2 sub-matrix will be found
along the diagonal of A. However the opposite does not appiythe existence of such a2
sub-matrix does not necessarily imply the existence of gotexaconjugate eigenvalue pair. The
existence of a non-zerox22 sub-matrix along the diagonal of a triangular matrix cepands
to the existence of two eigenvalues which can be either a agonjugate eigenvalue pair or
two real eigenvalues.
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Assume that matrix A has the following form

aii
a2 0

A— Ak k A k+1 (5.6)
A+1k AK+1k+1

g j an—1n-1
i ann |

The eigenvalues of this matrix will be the set of real eigdimea represented by all the diagonal
entries ofA (excluding those found within the 22 sub-matrix) as well as the eigenvalues of
the 2x 2 sub-matrix itself. The latter two eigenvalues will be

&kt A1kl + \/aﬁk + Ak 18 1k — 2K kB Lk+1 aE+l,k+1

A 5.7
12 > > (5.7)
If the expression under the square root is negative, i.e.
A |+ 484t 18+ 1k — 20 kK Lk 1+ Ay 11 < O (5.8)
the two solutions in((5]7) represent a pair of complex-cgata eigenvalues
Ak + At kit \/’aﬁk + 48y k413 1,k — 28 k& +1k+1 T a|%+1,k+1
A== T 4 (5.9)

2 2

otherwise[(5.I7) represents two real poles. If quasi-diagoratrix A is known to havem pairs
of complex-conjugate eigenvalues, there willrb@ x 2 sub-matrices sufficing (35.8), along the
diagonal ofA.

Suggested method

In linear algebra, twam x n matricesN andN are called similar iilN=P"INP for ann x n non-
singular matrixP. The transformation dfl—PINP is calledsimilarity transformatiorof matrix
N, where matrixP is the similarity transformation matri§68]. An important property of the
similarity transformation is the fact that maintains the same eigenvalueshasSince matrix
N has the same eigenvalueshast is theoretically possible to appropriately choose matrix
that will causeN to be triangular or quasi-triangular. If this is achievétrt the eigenvalues of
N, and therefore ofl, can be extracted from the diagonal entrieBloHowever, formulating an
appropriate matri¥’ can be difficult and often impossible, especially if all nzds are given
in symbolic form.
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In this thesis it is desired to mainly investigate the dynasmf a two-terminal VSC-HVDC
system. As will be shown later in Sectidn (513.3), such aesystan be sufficiently simplified
to a 4" order state-space representation. Given the task of éxigagymbolic eigenvalues, a
similarity transformation is supposed to be applied to §stean’s state matrix. As such, matrix
N is equated to the latter and will bex#4 in size. The system is dynamically described by four
eigenvalues. Without replacing numerical values to thel®yliro entries of the matrix, it is not
possible to have an initial idea on the nature of these eajeas. There are three possible cases:

1. All eigenvalues are real
2. There are two complex-conjugate eigenvalue pairs

3. There is one complex-conjugate eigenvalue pair and talceigenvalues

Even if the nature of the eigenvalues was known for a certagice of numerical values for
the variables of matriN, a slightly different choice of values might totally chartpe nature
of the eigenvalues. This is of great concern if it is desicedtitain analytical solutions for the
eigenvalues and observe the results while sweeping thewvalficertain variables within a wide
interval. In this case, the obtained solutions may provensistent.

To overcome this problem, it is assumed that the nature aiggenvalues is unknown. However,
as mentioned earlier, a>22 sub-matrix along the diagonal of a quasi-triangular medtmts

the existence of two eigenvalues which can be either a coagaejugate eigenvalue pair or
two real eigenvalues. Therefore, all three of the previmses can be covered(if is quasi-
triangular with two blocks of % 2 sub-matrices along its diagonal while one of the remaining
2 x 2 blocks is filled with zeros, depending on whetheis upper or lower triangular. For the
lower triangular case\l has the following form

a1 a1 0 0
a1 a2 0 0
a31 ag2 | ag3 az4
Aq1 2 |43 44

where each of the 2 2 enclosed sub-matrices is related to two eigenvalues. [biek Hiagonal
matrix N will have at least one zero non-diagonal block matrix, whioplies that at least four
elements ofN should be equal to zero; this leads to four equations to hedol

2
I

(5.10)

A 4 x 4 similarity transformation matri is used to perform the similarity transformation of
N. Its general form is

X11 X12 X13 X14

P_— X21 X2 X23 X4 (5.11)

X31 X32 X33 X34

Xa1 X42 X43 X44
Performing the similarity transformation df based orP gives

-1

X11 X12 X13 X14 X11 X12 X13 X14
~ _ Xo1 Xoo Xo3 X Xo1 Xoo Xo3 X
K= pINP= 21 X22 X23 X4 N- 21 X22 Y23 Xoa |
X31 X32 X33 X34 X31 X32 X33 X34
Xa1 X42 X43 X44 X41 X42 X43 X44
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Y11 Y12 Y13 Y4

Yo1 Y22 Y23 Y24 _{Yll le} (5.12)
Y31 Y32 Y33 Y34 Yor Yo

Y41 Ya2 Ya3 Yaa

The form of matrixN must comply with[[5.10), therefore it is required that

2
Il

y13=0
Y13 Y14 Y14=0
Yi2=0 =0 5.13
=== { Y23 Y24 } 7 y23=0 (5:13)
yo4=0

Equation [(5.1B) dictates that the definition of an appraerieansformation matri requires
the solution of four equations. However, eachyf, y14, Y23 andy»4 is a non-linear function
of all elements ofP which renders the solution of (5]13) very cumbersome. Aolditlly, if
all sixteen elements d? are expected to be defined symbolically, a solution is theaiéy
not possible to be reached since there are four equations solbed with sixteen unknown
variables to be defined. If a solution is expected to be foanky,four entries oP are considered
to be symbolic variables while the rest must be replaced mitnerical values. The more zero
entries matriXP has, the easier the task of solvihg (53.13) becomes.

Even limiting the symbolic entries d¥ to only four, does guarantee the solution[of (5.13) by
default. A random choice of the four necessary element wifll most likely lead to a large
expression oP1 which, in turn, shall lead to very complex expressiong@f y14, Y23 andyoa.
Consequently, it is important to ensure such a choice ofetésinP thatP* will have a simple
form.

By definition, the inverse of matrik is

1
p-1_ dj(P 5.14
det(p) > i(P) (5.14)
A first step of simplification is to choose suclirdhat detP) is as simple as possible. The best
choice is to consider a triangulBrwith all the elements across its diagonal being equal to 1. In
this case, deR)=1. This leads to the expression

1 X2 X13 X14
10 1 X3 X4

P= 0 0 1 xa (5.15)
0 O 0 1

As stated earlier, only four of the variable entriedin ($ d&n be kept in symbolic form. Choos-
ing to equate terms;» andxa4 to 0, the final form o and corresponding™ are

0 X13 X4

1 Xo3 Xoa . I X
01 0 _{o J (5-16)

0O 0 1

(oMo Nell o
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1 0 —x13 —Xu4

1|01 —x3 —Xa| |1l =X

P = 00 1 0 10 | (5.17)
00 0 1

This choice has give® andP! a convenient form, where the remaining four unknown en-
tries are clustered in a:22 block sub-matrix. This will ease further steps of the asislyThe
similarity transformation oN can now be performed, utilizing (5115) and (3.16)

N:plmp:{' —IXHNM leHl x}j

0 N21 Noo 0 1
N N1z —XN21 N7p1X —XN21X +Nip—XNoo } _ { Y11 Y12 } (5.18)
N21 N21X 4 N22 Yo1r Y22 '

The condition expressed bl (5113) needs to be fulfilled, thes2x 2 sub-matrixY ;> must
suffice the following

N12X — XN21X + Niz— XNop = { Y13 y14} —-0 (5.19)
Y23 Y24

If (6.19) can be solved, resulting in an analytical defimitaf the entrieis, X14, Xo3 andxoa,
the eigenvalues of the system can be determined by the fiolip2 2 block matrices of(5.18)

Y11=N11—XN21 (5.20)

Y22 = N21X + N2z (5.21)

Each ofY 11 and Y, will provide two eigenvalues in the general form pf (5.7)oRded that
X13, X14, X23 andXp4 have been defined analytically and mathixis maintained in symbolic
form, the previous eigenvalues will be completely anabjtexpressions.

It is important to notice that the closed form solution [ofi®). cannot be guaranteed and even
if it is possible to be defined, the derived expressions casdbkarge that offer no practical
advantage in trying to describe the system'’s eigenvaluabsically. It is possible however to
apply simplifications which allow the approximate solutafr{5.19). In this case, variablegs,

X14, X23 andXxp4 are still derived in analytical form but are not completetgarate, compared
to the solution provided by a numerical solution[of (5.19)entall variables are replaced with
numerical values. The amount of deviation between the sporeding approximate symbolic
matrix P and its accurate numerical counterpart defines the accofahg analytical model.

5.2.2 The LR algorithm

The LR algorithm belongs to an extended family of related algonghcalled "Algorithms of
decomposition type’ [69], that calculate eigenvalues agdresectors of matrices. The two best
known members of this family are thd&k andQRalgorithms|[[70]. Other related, but less used,
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algorithms in the same family are t&d&Ralgorithm [71] and théiR algorithm [72]. The authors
in [69] develop a general convergence theory for the previglgorithms of decomposition
type, while an effort to answer to the question of how sucloitigms can be implemented in
practical problems is performed in [73].

The common principle in the attempt of all these algorithmsdlculate the eigenvalues of a
matrix A, is the use of an iterative action which bears the followiegeyic characteristics

1. Initerationm, a matrixA, whose eigenvalues are expected to be calculated, is pobvide
as an input to the algorithm.

2. Matrix A, is decomposed into a number of matrices of special form.

3. These matrices are used to construct a matgix; which issimilar to Ay, thus having
the same eigenvalues.

4. The matrices produced by the decompositioAgf are appropriately created such that
Anm+1 approaches in form a triangular or quasi-triangular matsiin [5.6) i.e. the numer-
ical value of the elements of its upper or lower triangulgsrapch zero.

5. Matrix Am+1 Serves as the input of iteration+ 1.

6. The iterations are terminated when the form of the finarmautputA, is sufficiently
close to a triangular or quasi-triangular form. The apprate eigenvalues can then be
extracted from the diagonal elementsAg§.

7. Matrix A is the input to the first iteration of the algorithm.

QR algorithm

TheQRalgorithm is currently the most popular method for calaaigathe eigenvalues of a ma-
trix [74]. A descendant of Rutishausel’R algorithm [75| 76], it was developed independently
by Francis|[77, 78] and Kublanovskaya [79]. The fundameidzh in the iterative process of
this algorithm is to perform R decompositiom each iteration i.e. decompose a matrix of
interest by equalizing it to a product of an orthogonal nxadnd an upper triangular matrix.

In principle, letA be the real matrix whose eigenvalues are to be computed ding de = A.

At the m" iteration (starting with m=1), th@Rdecompositio,, = QmRm is computed where
Qm is an orthogonal matrix (i.eQ" = Q) andRy, is an upper triangular matrix. The matrices
Qm andRy, are then used to construct the mathix+1 = RmQm, used as input in the following
iteration. Note that

Am+1 = RQO = Qn_11QmRQO = Q#AQO

which is a similarity transformation, proving that all tidg, matrices aresimilar and have
the same eigenvalues. Under certain conditions [80], thieieeaA, gradually converge to a
triangular type of matrix, allowing the extraction of thgenvalues from the diagonal elements.
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Even though th&R algorithm converges in much fewer iterations thanltRealgorithm, ma-

tricesQm andR, can be very intricate in form, starting with the very firsrégon. As a result,
the QRalgorithm is not deemed the best approach for symbolic tations but is still the best
solution for the numerical calculation of the eigenvaluka matrix.

LR algorithm

The LR algorithm is a major representative of the "Algorithms ottdmposition type” and
was first introduced by Rutishauser [75] [76]. The main idehihd it is the application of a
form of theLU decompositioof a matrix during each iteration of the algorithm. In nurcati
analysis, LU decomposition (where "LU” stands for "Lower ") factorizes a matrix as the
product of a lower triangular matrix and an upper triangaiatrix. The LU decomposition can
be regarded as the matrix form of Gaussian elimination.

The algorithm follows the typical iterative steps descdilearlier. Let am x n non-singular ma-
trix A be the subject of investigation. This matrix will serve asitftial input to the algorithm.

In the ni" repetition of the algorithm, matri&, (calculated in the previous iteration and is the
input of the current iteration) is factorized to a lower migaular matrix and an upper triangular
matrix as below

a171 e aLn
a2
Am = ak,k = Lm . Um (522)
an—-1n-1
| an1 ann |
-1 -
1 0
Lm= 1 (5.23)
Il’] 1
i 1.
_ Urs -
Uz 2 Ui
Un= Uk k (5.24)
0 Un—1,n-1
L Unn |
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Notice thatL, in (5.23) is not just a lower triangular matrix but has a umyitdiagonal. The
formulation of thel ,, andU,, matrix in each iteration is performed via the following aiigiom
Initialization L m = Identity matrix of sizen
Um — Am

for(i=21,i<n-1i=i+1)

for(=i+1j<nj=j+1)
U (5.25)
(Rowj of Up) = (Rowj of Up,) — 5= - (Rowi of Up)

| = i
LT wj
end
end

As described above, during the formulationlaf and Uy, a division by the elements;; is
performed. This could cause problems if anyis equal to zero (something not uncommon in
sparse matrices). In order to avoid this issue, a partiaitpig of matrixA,, must be performed
in principle, ensuring that the elements in the diagonahefinitial Uy, are non-zero. However,
a zero element in the diagonal does not automatically imgliyngularity. As shown in (5.25),
a row of U, will appropriately update its successive row, alteringvatues and possibly turn
a zero diagonal entry into a non-zero entity; thus elimmgthe problem. In practice, pivoting
matrix A so thatay 1 # 0 is sufficient to avoid subsequent singularities.

Following the previous decomposition, a new matkix.1 is constructed such that

by1 ... bin T
b2 o

Ant1=Un-Lm= b K : (5.26)

Ph—1,n-1
bn1 . bn,n

L )

This new matrix bears the feature of
Am+1=UnLm=LLmUmnLm =L AmLm

which is a similarity transformation, proving that all thg, matrices aresimilar and have the
same eigenvalues. Therefore, in the end of every iteratibmesulting matricef\+1 retain
the same eigenvalues as the original ma#fixThe result of performing the action described
in (5.26) is that whe\+1 is compared t#\n,, the elements in the lower triangular portion of
Anm+1 have smaller values than the same elemens,inThe rest of the entries &,+1 have

also been altered during the transformation in (5.26) bsttas had no effect on the eigenvalues
which are the same as thoseAy,.

89



Chapter 5. Stability in two-terminal VSC-HVDC systems: tiaal approach

If the starting matrixA has strictly real eigenvalues then after a certain numbdéerdtions

(e.g.v iterations), the resulting matrik,.+1 has acquired the following general form.

di1
do 2

Av+1 =

small
values

d|’]

dn—1n-1
dn,n

(5.27)

If the elements below the diagonal are sufficiently closedmzit is possible to extract the
approximate eigenvalues of the matrix from the diagonahelets ofAy.; as the set ofd; 1,

do2, ..., Ok, -

- On—1n-1, dnn} and will all be real. If matrixA is known to have pairs of

complex-conjugate eigenvalues, then for each eigenvaluiggn2x 2 sub-matrix will be found

along the diagonal oA,.1 as below

di1
do 2

dy K
Av-i-l -
small

values

O k1

Ok1k Okt

dl,]

dnfl,nfl

dn,n

(5.28)

where the elemem, 1 x has not necessarily been forced to approach zero. In thes tesap-

proximate eigenvalues will be the det; 1, do 2, . . ., €ig ( [

Ok Okt
Ok+1k  Okgiket

:| ) 3 ey dn—l,n—l,

dnn}. As mentioned in Sectior (5.2.1), the existence of suchx&2Zub-matrix in a result-
ing Ay+1 matrix does not necessarily imply the existence of a comptejugate eigenvalue
pair. The existence of a non-zerx2 sub-matrix along the diagonal of a quasi-triangular ma-
trix corresponds to the existence of two eigenvalues whashle either a complex-conjugate
eigenvalue pair or two real eigenvalues. Regardless af tiadire, the eigenvalues of thix2
block of Ay+1 will be described by the general expression

A2 = >

2 2
Ok + Ohs e N \/ A + 4k k2016 — 20 kO 1 k1 + 0k g g
2

(5.29)

If the expression under the square root is positive or zEBr@9j will represent two real eigen-
values. Otherwise, if the same expression is negativewthsolutions in[(5.29) represent a pair
of complex-conjugate eigenvalues. If matAxis known to havey pairs of complex-conjugate
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5.2. Approximating methods

eigenvalues, there will bg 2 x 2 sub-matrices along the diagonal&§.,, with all remaining
elements below its diagonal and outside the boundariesesétBx 2 sub-matrices, being close
to zero in value.

The advantage of theR algorithm is that it only uses the actions and symbols "+7, "«” and
"I" (as well as VA for complex eigenvalues) compared to the QR algorithm Wwitdae to the
orthogonal transformations uses more complicated express

Convergence and computational issues of the LR algorithm

As an iterative process, there should be a criterion acegrth which the iterations can be
interrupted. This criterion is the proximity in value, be@n the final approximated eigenvalues
and their exact counterparts, based on a predetermineshtiideerrore. The convergence and
stability of theLR algorithm is investigated in [81—83] as well as in other segrin the literature
and depends on several factors with the most important leefpllowing

1. The sparseness of matAx An abundance of zero elements in the matrix at the beginning
of the iterations greatly reduces the amount of iterationschieve sufficiently approxi-
mated eigenvalues

2. The proximity of the eigenvalues. Clustered eigenvatasslt in a slower convergence.

3. The arrangement of the elementsAn The authors in[[31, 32, 67] suggest that a pre-
liminary ordering ofA satisfying|ay 1|>|az2|>...>|ann| can reduce the computational
complexity. This ordering can be achieved by changing siamglously a pair of rows be-
tween them and the same pair of columns between them. Suciian does not alter the
eigenvalues of the matrix. This practice is however coetést [33] where the authors
claim that a re-ordering of the diagonal elementsfoin decreasing order can lead to
supplementary iterations.

4. The threshold errag. The choice of a very small errarcan lead to an increased number
of iterations.

5. The orden of the system does not seem to affect the convergence spéee aforithm
but significantly increasing the complexity of the entriésnatricesA n+1.

The implementation of theR algorithm with a numerical input matri& should not normally
cause computational time issues, even for large matriceseker, when symbols are intro-
duced in the entries oA, and especially wheA is fully symbolic, the computational capa-
bilities of a modern computer can be quickly overwhelmedcerifor small symbolic matrices
(e.g. 6x 6), achieving convergence may be impossible. It is theeef@cessary to implement
techniques that can reduce the computational effort, isipdes, and lead the algorithm into a
guicker convergence.

An important information is the fact that different eigelues converge at different speeds. It
can be common that an eigenvalue converges after only atimiimber of iterations while an-
other needs considerably more (even orders of magnitud@gfuterations to achieve that. This
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Chapter 5. Stability in two-terminal VSC-HVDC systems: tiaal approach

can cause problems because every additional iteratioreddltforithm significantly increases
the size of the entries & n+1. If the algorithm manages to converge, the final expressabns
the eigenvalues could be prohibitively large to be of angfpeal use. In this case, a technique
is used such that, every time a diagonal elenbgqtof An+1 converges to a real eigenvalue of
A, a new matrixAn, + 1 will be used instead, in the subsequent iteratdi.. 1 is equal to the
version ofAm+1 with the k! row andk!" column removed as if (5.80), reducing the size of the

matrix to(n—1) x (n—1).

i byg - bk by n T
 bys . .
o bk | -
Amii=|[bk1 - brga| bk [ bk 0 benl (5.30)
N TS
: : bnfl,nfl
| bpy o bk b |
.. . . bk,k bk,k+l 1 . .
Similarly, if a 2x 2 block matrix on the diagonal ofAn+1 has eigenvalues
Prrik Briiksr |

which converge to a complex-conjugate eigenvalue paik ahenAny.1 will be replaced by
Am + 1. The latter is equal té\y+1 whosek andk + 1 rows and columns have been removed as

in (6.31), reducing the size of the matrix io— 2) x (n—2).

b1g - bik  brxya - by

: b1k Bx—1k+1 :
bei -0 bek-1 | bk brksr | bBkks2 o0 ben (5.31)
bei1ar o Brgpak-1 | Bepak Brpiker | Beeake2 o0 Brgan

Ami1=

Priok  Diyokst

bn 1 T bn,k bn,k+1 T bn,n

)

Nevertheless, the expressidng (for the real eigenvalue case) or ¢i Bk Brokra
' bk+1,k bk+1,k+1

(for the complex-conjugate eigenvalue pair case), are m®@rved as the approximations of
their respective eigenvalues while the algorithm continterating using thé, + 1 matrix.

Another technique to reduce the computational cost anditleeo$ the final expressions of the
approximated eigenvalues is the elimination of terms withe matrices during every iteration.
There is a possibility that certain terms in some entrieg{en complete entries) of matric&s
Am, Lm andUy, may have insignificant effect on the final convergence of tgerealues and
can thus be replaced by zero. This has to be checked at esmtion by replacing all symbols
with their numerical values, apart from the selected ternichvins set to 0, and executing an
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5.3. State-space modeling of systems under investigation

intermediate numericdlR algorithm [31]. If the algorithm converges, then the seddcterm
can be eliminated and the symbolic execution of ltfeecan resume. It is possible that only
certain eigenvalues & are desired to be approximated. In this case the previousat&an
be applied with regard to only those selected eigenvalues.

A final technique is derived from experimental results. fiessible that in the case of complex-
conjugate eigenvalues, either the real or the imaginary gfathe approximated eigenvalue
expressions seem to converge at a different speed. The fim&ssion of these eigenvalues can
then be formed by the combination of the real and imaginary g¢pgressions at the iteration
where each of them converged. This does not affect the dwpedd of the algorithm but can
reduce the size of the final approximated eigenvalues.

5.3 State-space modeling of systems under investigation

In a two-terminal VSC-HVDC link, at least one of the conversgations controls the direct
voltage, while the other station has the duty to control tbévea power. Consequently, the
active power is automatically balanced between the two exer stations. This balancing is
achieved by the action of the local control system of theatliveltage controlled converter,
trying to stabilize the naturally unstable dc-transmisdiok. The properties of the latter affect
the design of the control. As described in[14], the RHP pdla process, described by the
transfer functionGy(s), imposes a fundamental lower limit on the speed of respohsieeo
controller. The closed-loop system of the direct-voltagetwl has to achieve a bandwidth that
is higher than the location of the RHP pole @f(s) to stabilize the process. It is thus useful
to know in depth the dynamics of the dc-transmission link tresh proceed into describing the
dynamics of the complete VSC-HVDC link.

5.3.1 Investigated system
The system under consideration is a two-terminal symnatnmnopole VSC-HVDC link, as
in Fig.[5.2. This is practically identical to the model exaetd in Section[(4]2) and shown in

Fig.[4.2(b). The connection is comprised of two VSC statj@sswell as ac- and dc-side com-
ponents. Assuming a strong ac grid, the arrangement congsidtthe ac grid, the transformer

Power flow direction

Direct-voltage

Active-power
controlled converter

controlled converter

N Re  La o
3 AN AN ; —
YV Ie Ic ol o I
— I conv I dc dc I convI ~
= = 1 Cable poles L = =
=~ Station 1 dc-transmission system Station2 =

Fig. 5.2 Model of a the two-terminal VSC-HVDC system invgatied in this chapter.
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Py P>
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Fig. 5.3 (a) Detailed dc-transmission link description), db-transmission link description with lumped
capacitances.

and the ac-harmonic filters is represented by a voltage sobtrthermore, the phase reactor is
assumed to be lossless and is represented by a single inducto

Regarding the dynamic description of the system, the cléegplresponse of the current control
is typically much faster (at least an order of magnitudehttiee closed-loop response of the
outer (direct-voltage and active-power) controllers [SHjerefore, a valid simplification is to

consider an infinitely fast current control, causing theide dynamics to be effectively ignored.

5.3.2 DC-link transmission model

The process of expressing the dynamics of the dc-systermissalidentical with the process
followed in Section[(4.2]1), but with a number of customi@as and nomenclature changes to
accommodate a more generic approach to the investigatienpaéssive elements comprising
the dc-link transmission system can be seen in[Eig. 5.2 eshfects within the gray area. The
figure shows that both stations have dc-link capacitors thighsame valu€.qn. A more gen-
eral approach of the system can be considered here whenedlepacitors are not identical,
with one having a generic capacitancedgfny1 and the other havinGcony2, respectively. This
convention is followed only in this section and the resgtieneric dc-transmission link can be

seen in Figl 5.3(&).

Capacitor.onv1 and its adjacentyc are connected in parallel. The two pairs can be replaced
by the equivalent lumped capacita@s = Cgonv1+ Cyc and Co = Ceonv2+ Cye, @S shown in
Fig.[5.3(b). Considering powd} being injected from the left side of the dc-link transmissio
and powerP, from the right side (representing the instantaneous pofrens Converter 1 and
Converter 2), the system is linearized as

dUgc1 _ Pr

C
Yt Udc1
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dAUgc1 1 Pio 1 .
= — = NAUgc1— =—AI 5.32

representing the dynamics of voltagg., across the capacit@; and

dUgc2 . P
C = —
2 dt dc+ Odea =
dAuges 1 .. 1 Po
—— = —NAige+ AP, — =~ AU, 5.33
dt C, dc C2Udc2,0 C2U§czo dc2 ( )

dig .
|—dcd—,[C = —Rycldc — Udc2+ Udc1 =
= —AUge1 — —ADlge — —AU 5.34
dt de dcl de dc de dc2 ( )

representing the dynamics of the curréqt flowing across the cable resistariRg and the
cable inductancégc.

The state-space model of the considered dc-transmiss&temyis created by considering
(5.32), (5.38) and(5.34). The states of the systemxare Augc1, Xo = Aige andxz = Augeo.
The inputs arel, = AP, andu, = AP,, while y; = Augc1 andy, = Augco Serve as the output of
the system. The resulting state-space model is

B Pio 1
_Clugclo G 0
Adc-link = i _§“
1 0
| O C_Z _Czugczo
e (5.35)
C1Udc10 )
Bdc—link = 0 ?
| 0 CaUgc20
1. 00 00
Cdc—link = 00 1} » Ddc—link = [ 0 0}

5.3.3 Two-terminal VSC-HVDC model

This section regards the two-terminal VSC-HVDC system ofti®a (5.3.1) as a complete
entity, with the aim of merging the dynamics of the contrdtgyns and the dc-link transmission
into a common state-space model. This model will effecyividscribe the interaction between
the physical system and the controller structures.
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Direct-Voltage Control

The portion of the complete model that describes the dyraofithe direct-voltage controller
is presented in Fig. 5.4. A difference in the treatment ofdinect-voltage controller compared
to the design approach of Chapter 2 is the fact that the dyssaohithe converter capacitGeony
cannot be considered separately from the capaCijoof the equivalent dc-linkl-model. The
dynamics of the two capacitors are restricted by their commutage vgc;. The combined
energy stored in these dc-capacitor@ony + Cac)U3.;/2, With the valueW = vZ_, being
proportional to this energy. The dynamics of the combingzhc#dors become

dw
dt

3 2
W= Pn — R 5.36
S(Cconv+Cdc> ( n Hlne) ( )
with P, andPRjne the active power drawn from the ac side and the propagatedwergeyond
the capacitoCyc of the dc-linklM-model, respectively.

A
= I:)ln_ I:1ine t

1
é (Cconv+ Cdc)

The direct-voltage controller used here is the same asiblesdn Section[(2.4]3), featuring a
power-feedforward term. Assuming no losses on the phastorethe converter and the dc-side
capacitors, the controller integral gaifh can be equalized to zero. Thus, as earlier described,
the expression of the direct-voltage controller can thewtigen as

Ph=F(@) W -W)+R =K, W' -=W)+R =

P, = Kp (W* —W) +H (s) Py (5.37)

The transmitted dc-side power is measured after the canvespacitoCeony, as also shown
in [43]. This corresponds to powé¥, in Fig.[5.4(a). PoweR;,e is not a measurable quantity
because it exists only in the equivalent dc-lifkmodel. Thereforel is equal to the filtered
value ofPy, by means of a first-order low-pass filter with a transfer fioreH (s) = a¢ /(s+ &),
whereas is the bandwidth of the filter.

Assuming perfect knowledge of the grid-voltage angle andnéinitely fast current-control
loop, the requested active powf, can be immediately applied, thig,=P;,. Substituting

(5.38) to [5.37) gives

2Ky . 2H (s) P 2

W= - Rine =
2Kp + S(Ceonv+ Cac) 2Kp + S(Ceonv+ Cac) " 2Kp + S(Ceonv+Cqc) ne

Ffm I:>Iine

Pin Pin Pm ﬂrle

—

» L ]_l L «
SNING C s w =k 2
?NS = 1 convI Udc l dc W O a@ in ~ Fin @ S(CCDHVZ+ ) w

tation 1

(@) (b)

Fig. 5.4 (a) VSC rectifier (b) Closed-loop rectifier controbpess.
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W = Gep-W* +Yep1- P — Yep2- Rline (5.38)

whereGgy is the closed-loop transfer function of the voltage comerdior Pyc=0. If the com-
bined value ofCcony+Cyc) is known, then as suggestediin[52], the proportional gaseliscted
asKp = aq(Ceonv+ Cdc) /2. Considering the previou€cp is now equal tag/ (s+ aq) which is

a first-order low pass filter with bandwidty. However,Cqc is not easily measured, or even
the equivalent1-model is not exactly valid in reality. As a result, the onlyadable value is
Cconv Which can be measured on the real dc-side capacitors of ties¥&ion. Therefore, the
proportional gain is selected &g = adCcom,/Z.

Based on the arrangement of Hig.15.4, as well as relafiodl{4p@wersP,,, P, and Rjne are
connected in the following way

Cac Ceonv
Pn = CtotP.n o Rine (5.39)

whereCi is equal to the added capacitan€ggn, + Cyc.

Using [5.37) and{5.39), and considering tkiét is equal to(ua‘c)2 (Whereuj, is the corre-
sponding voltage reference fogc1), the dynamics of the power-feedforward term become

o1
A =H () Pn = &2 P = SR = —aRt + &P —

Qo
=z
|

—aP +aPn = SR = afPf‘f‘afC“Pm‘f‘af CO”VHmei

W= —aP +a g [Kp(W* —W) + R + a5 L™ 0gerige =

L\ 2

W= —ar (1- &) R+ o GEKp (U50)” - ar & KpuZy + 8 MUl o =

dAP Ce Ceonv Ceon
T —& ConVAH‘ + o &adccoandclOAUdc & (c::d adCconvUdc10AUdc1+ 8 —— Coor UdclOAldc+ &~ Coot |chAUdcl =
dAR _ C:convAPf a a3CdcCconvUdc1,0 — Ceonvide,0 AUge1+ 3 CeonUdc10 Dige+ afadcdccconvudc],o AU, (540)
dt Ciot Cot Cot Ciot

Furthermore, the dynamics of the dc-voltage capacitoreatdiminals of the voltage controlled
station become
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%Ctotdditv = Pn —Rine = P, — Rine =
ICot I = Kp (W* —W) + P — Pipe =

1~ dw _ %\ 2 2 ;
?CtOtW - KP [(Udc) - udcl] + P — Udcalde =

dUécl _ adCeonv %2 _ agCeonv;,2 2 2 :
dt = "o (Uge)” — “Ca™UGer+ 6P — G Vdetide =

idco
CiotUdcL0

dAUdcli a3Ceonv *)2 agCeonv

— _ AUd 1=
dt 2Ci0tUdc10 ¢

1 1 .
AUgc1+ ——— AP — —Aigec —
Ctot ol CiotUdcL0 Ciot ¢

dAugct  adCeonv (adcconv Idco > 1 1.
= Avj.— + AUgc1+ —— AP — —AI 541
dt Ctot de Ctot CtotUdc10 det CtotUdc10 Ctot de ( )

Modeling of the dc system

Figure[5.5 shows the related dc system and VSC Station 2. Brgeneral perspective and
assuming that the dynamics of the current control of St&iaere not neglected, the dynamics
of the active-power transfer in Station 2 are independemt fthe dynamics of the direct-voltage
control and the dc circuit. This happens because, with dsgarthis station

1. the current controller beneath the active-power coletroloes not use any properties or
measured signals from the dc-side to impose the cu'r?ethat tries to follow the current

reference; .

2. The PCC voltage for the considered strong grid is cons@tleonstant. Even if a weak
grid is considered, the change of the PCC voltage is relatétket ac side physical prop-
erties and the current flow caused by the current contrdilezrefore, the PCC voltage
dynamics are not related to the dc-side.

3. The active-power controller uses a feedbaclPgf to produce a current refereni:ﬂ-:-*.
HoweverP,, is the product of§j and Ug. As referred above, neither of these are related
to the properties on the dc-side of Station 2.

Therefore, the flow 0Py is related only to properties of the active-power controtlee current
controller and the associated ac-grid structure. Addaiignassuming linear operation of the
VSC, the current controller’s operation is not affectedt/level ofugc ». Therefore, the active-
power controlled VSC acts as an ideal power source, tramsfgrowerPy; between its dc and
ac side, withPyyt seen as an externally provided input by the rest of the system

The dc-cable dynamics are provided as
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. Pout
Piine lgc Rac Lac -— Pout
> /\N\’ Y'Y Y\

dcll Cdc% ic

J— -—

Y,

i

Station 2 =

Fig. 5.5 DC cable and inverter station of the VSC-HVDC link.

dld .
Ldc dtc = —Rycldc — Udc2+ Udc1 =
dAige 1 Ric .. 1
= —AUge1— —AI —AU 5.42
dt de dcl de dc— L & dc2 ( )

while the dynamics of the dc capacitor located at the tertsiogthe power controlled station
will be

(Ceonv+ Cdc) _dUdcz =lgc+ Pou _,

Udc2

Cuor“¢% = Mg — 5> Doz + ez OPout =
dAuge, 1 P20 1
=~ Aig 7Aud r+—— AP 5.43
dt Cot  CrotV3 dc20 7 Cotac2o " (5.43)

whereP, o is the steady-state value Bfy.

State-space representation

The state space model of the considered two-terminal VSOEINs created by considering
(5.40)-[5.43). The states of the system &re= AR, Xo = AUqc1, X3 = Aigec and x4 = AUgco-
The inputs arel; = Uj. anduy = APy, While y; = ugc1 andy, = AR, serve as the outputs of
the system. The outp&R, is derived usingl(5.37) and the earlier assumption Bpat Py, as
follows

Ph=Kp(W"-W)+PF = Pn= @ [(Uéc)z_ Ugcl} +hR=

APy = 2o 120401 0AU S, — 2Ude10AUgc1] + AP =
ARp = adCcoanch,OAUf;c — adCconvUdc10AUdc1 + AR (5.44)

Regarding the steady-state of the system, the steadyvstlake of B, is Py o. As a resultjgco
can be expressed Bgo = P10 / Ugc],o =-Pypo / Ugczo. Under these conditions, the state-space
model of the system becomes
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" 5 Cconv _ adCconCdcUdc10 _ CeonP20 Ceondc10 T
& Cor X < Cot CiotUdc20 & Cor 0
1 _a4Ceonv _ _ P10 _ 1
C 2
Anvoe = totlé)dclo Ciot . CrotUge10 ?Rt;: .
Lac "~ Lyc ~ Lac
1 Po
| tot CtOtUdCZO
r U
afadCdcccé;;lt dc10 O (545)
adCconv 0
Bhvpc = Cg‘ 0
1
L 0 CiotUdc20
C [0 1 00 D 0 0
HVDC = HVDC =
| 1 —asCeonWdcro0 O 0]’ adCconUdc1o O

5.3.4 Validity of VSC-HVDC model simplifications

The purpose of deriving the simplified state-space modelwbaterminal VSC-HVDC model

in Section [(5.313), is to sufficiently approximate an oraihigh-order system with a much
simpler and lower-order model. The eigenvalues of therattk be approximated by the ana-
lytical methods described earlier. It is thus importantrtewgre that the derived expressibn (5.45)
of the linearized simplified model, represents to a fairlpdalegree the equivalent complete
high-order system, with small loss in accuracy.

Modeling of systems

The first step in the verification process is to describe tHerfadel which will later be simpli-
fied. This model appears in Fig. 5.6(a) and is in essence the aa Figl 5J2. Both converters
feature a current controller as described in Section (Pwiith a closed-loop bandwidti.

The direct-voltage controlled station features a corgratlentical to the one described in Sec-
tion (2.4.3), which is exactly the same as(in (5.37). GiveefarenceN*, this controller pro-
duces areferend&, which when divided by the modulus of the ac grid volt&ge, will provide
the reference of the current controller. The current controller of theedirvoltage controlled
station will then impose a currenf across the inductandg, causing the flow of power,,.
The active power controller of Station 2 is a Pl-based cdletras described in Section (2.4.4).

Taking into consideration the simplifications mentionedha previous section, the previous
model can be simplified into the one shown in Fig. 5J6(b). Ashsuhe strong grid and an
infinitely fast current controller causes the dynamics efdlgnamics related to the ac sides and
current controllers to be effectively ignored. Having ittty fast current controllers means that
P;, andP;, from the direct-voltage and active power controllers camij@sed instantaneously
asP, andP,, respectively. The two stations can then be replaced wittepsources which
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Power flow direction

Direct-voltage Active-power
controlled converter controlled converter
Fi)n P . . I:c>)ul /
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source P . P, ) . P. source
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(b)

Fig. 5.6 (a) Complete model of a two-terminal VSC-HVDC lirlk) Simplified current-source based
model of a two-terminal VSC-HVDC link

cause the flow of powerB,, and Py, respectively. This can be represented electrically with
current sources that provide dc curreits Py, /Ugc1 andiz = Pout/ Ugco.

The procedure described in Sectidn (5.3.3) is effectivalinaestigation of the dynamic prop-
erties of the simplified model in Fig. 5.6{b). This model isdmear and was thus linearized
to provide the expressioris (5145). A difference betweentioas that the dynamics associated
with the active power controller have not been considerdtieninearized model because, as
claimed in Section (5.3.3), they can be treated separatety the dynamics of the rest of the
circuit (which are of specific interest) afyy; can acts as an external input to the system. This
will be verified in the following comparative simulations.

Comparative simulations

The three different models described earlier are here coedpander the same conditions and
scenarios. This will clarify whether the simplified modedsid especially the linearized model)
sufficiently approximate the initial detailed model, inrtexr of dynamic response. If the approxi-
mation is acceptable, the linearized model can be usedstustinfor the analytical identification
of the system’s eigenvalues.

The complete two-terminal VSC-HVDC model shown in Fig. 8)6@s well as its simplified
current-source based equivalent of Fig. 5J6(b) are siradlat PSCAD, while the linearized
model of [5.45) is applied in Simulink. It should be notedtttiee first two models feature a
fully functional active-power controller, in contrast Withe linearized model. All of the mod-
els are then operating using the values of Table 5.1. Theatsiission system comprises of
cables-type of lines. The direct-voltage controllersrafieto regulate the voltageyc: (via its
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Fig. 5.7 Response afj; andR,, after a direct-voltage reference step of 1 kV, for zero stestdte power
transfer. Complete model (dashed black), simplified cutsenrce based model (solid black),
linearized model (solid gray).

equivalent energyV) so thatugcy = Ug. = Vac b Furthermore, two different steady-state power
transfer scenarios are investigatégl;; = 0 MW and P,y = B, = 1000 MW. In any case, the
systems will react to a direct-voltage reference step of k= 0.02 s.

Figure[5.Y present the reaction of all three models for a gwady-state power transfer. The
response of the linearized model is practically indistisjable from the simplified model,
regarding botlvgyc1 andPRy,. It can also be observed that both of these models approxiveay
sufficiently the behavior of the complete model, with minirwss of accuracy. The voltage-
step scenario is then repeated Ry = 1000 MW, with results presented in Fig. 5.8. Both
of the simplified and the linearized models approximate tramete model sufficiently well,
regarding bottugcr andPy.

TABLE 5.1. RATED VALUES OF THE MODELED VSGHVDC LINK

R rated active power 1000 MW
Vic,b rated direct voltage 640 kV
Ceonv shunt converter capacitor 20F

ag bandwidth of the closed-loop direct-voltage control  30@/sa

a bandwidth of the power-feedforward filter 300 rad/s

Ace bandwidth of the closed-loop current control 3000 rad/s

Lc phase reactor inductance 50.0 mH
length cable line length 100 km
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5.3. State-space modeling of systems under investigation
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Fig. 5.8 Response afyc; andPy, after a direct-voltage reference step of 1 kV, for 1000 MViadtestate
power transfer. Complete model (dashed black), simplifisdent-source based model (solid
black), linearized model (solid gray).
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Fig. 5.9 Response afyc; andPR,, after a direct-voltage reference step of 1 kV, for 1000 M\\adiestate
power transfer. Linearized model (solid black), lineadizaodel with modified linearization
points (solid gray).
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Fig. 5.10 Response &f, andP,; of the complete model after a direct-voltage reference stdpkV at
t=0.02 s, for 1000 MW steady-state power transfer.

The behavior of the linearized model theoretically reliesily on the initial condition# o,

P> 0, Udc20 @andugc 0. However, given that the losses on the transmission linksuelly a small
fraction of the transmitted power, the difference betweghnandP, o, as wel as betweemyco o
andUgc1o, is usually small. An approach that could simplify the degsan of the linearized
model and contribute to a more compact analytical desongif its eigenvalues, is to consider
the approximation?, o = P> o, which is equal to the desired steady-stat€gpf, and at the same
time Ugc20 = Ude10 = Vdc b Under this simplification, the response of the modifieddmzed
model, in comparison with the complete and simplified madeislotted in Figl. 5.0. This figure
clearly shows that the linearized model behaves pracicihtically to the simplified one, with
the same dynamics and steady-state response. Finallypbtitem have very close dynamics
and behavior as the complete model, with only a slight o¥enasion of the damping properties
of the systems poles. Judging by these results, the lateptiBtation of the linearization points
is always considered in all the analysis that follows.

A final remark regards the earlier consideration tRgt is treated as an external input by the
rest of the system, with dynamics that are unrelated to tbbdee direct-voltage controller and
dc-transmission link. Figule 5.110 shows the behavior ofcaplete HVYDC model, with the
active-power controller operating (th&gy; could vary if the power feedback of the controller
was disturbed). The direct-voltage reference stdp-ad.02s has, as expected, effectnbut

no effect at all orP,t. This proves that the dynamics leading to the creatioR,@fare totally
isolated from the dc-dynamics of the system. As a reBult,can indeed be treated as an input
to (5.45) and Station 2 can be, indeed, regarded as a poweesofiP,, ;.

Concluding, the assumptions taken to simplify the origimad-terminal VSC-HVDC model
leading to the final linearized expression[of (5.45), wemvpd to be effective. This means that
the linearized model can be safely considered as reprasentlthe original complete system,
in terms of dynamics, and will thus form the basis for the upitg analytical investigation of
the system’s eigenvalues.
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5.4. Summary
5.4 Summary

This section highlighted the value of an analytical apphaadhe analysis of dynamic systems,
with emphasis given on two-terminal VSC-HVDC transmissgstems. Initially, the problems
encountered in a conventional approach to the analytidatisn of a higher than ® order
characteristic polynomial were discussed. As part of atteve processes to solve these prob-
lems, theSMT method was introduced as a powerful tool to derive the aicaly¢igenvalues
of a 4" order system. Its concept and algorithmic process weretiytily presented, followed
by an overview of the already establishie® method, whose value in the field of analytical
eigenvalue derivation has been proven.

In order to demonstrate the effectiveness and compare thesmethods, an advanced two-
terminal VSC-HVDC system was sufficiently approximated Isyraplified 4" order state-space
model that is suitable for use by both methods, without camsing a lot of the accuracy in the
dynamic description of the original system. Furthermahne, dc-transmission link connecting
the two VSC stations contains vital information for the desof the system’s direct voltage
controller. Given the subsequent interest in the desongif its poles, the state-space model of
a generic dc-transmission link is developed.

The following chapter considers the application of ®EIT and LR methods to the earlier
described models, with the objective of extracting usefial eompact analytical expressions of
their eigenvalues.

105



Chapter 5. Stability in two-terminal VSC-HVDC systems: tiaal approach

106



Chapter 6

Applications of the analytical approach

The previous chapter focused on the establishment of thEpealSMT analytical method, the
presentation of the iteratideR method, as well as the formulation of the state-space repres
tations for a & order dc-transmission link model and & 4rder two-terminal VSC-HVDC
model. In this chapter, the previously described methodspplied on the latter model, in an
attempt to derive the analytical expressions of its eigemsa Additionally, theLR method is
used to estimate the analytical eigenvalue expressiomgeafd-transmission link model, being
more suitable than thEMT method in performing this task. The models are transforméal i
a suitable form for use by each of the methods and the accofdbg analytically derived ex-
pressions is assessed by comparing their values to those nfitnerically derived eigenvalues,
for a wide range of parameter variation.

6.1 Application of Similarity Matrix Transformation

In this section, th&MTmethod is applied in an effort to demonstrate its potenidetermining
the analytical eigenvalue expressions of a two-terminal\F8/DC connection. The simplified
4™ order model described in section Section (3.3.3) is salexséhe object of the investigation.

The SMT method utilizes the state matrix of a linear or linearizedaiyic system. As such, a
4 x 4 state-matri¥As is set equal to the state matrix provided in Section (5.4&)taining all
the necessary information for the estimation of the sysengenvalues.

[ _ 4 Ceonv _adCcon\pchdcl,O _ CeonPp CeonUdc10 T
X Cor K ( Cot CiotUdc20 &~ Cor 0
1 _aCeonv _ _ P10 _ 1
CiotUdc10 Cot CiotU? Cot
As = totdc10 6.1
S 0 1 _Rgc _1 (6.1)
Ldc ]dec Lgc
0 0 1 _ "0
| ctot Ctotugczo |

In order to proceed further, an appropriate similarity sfanmation matrix? needs to be de-
fined, which will transformAs into a similar 4x 4 matrix A whose form is a lower quasi-
triangular block matrix as in.(5.10). Given the descriptifthe suggested method presented in
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Chapter 6. Applications of the analytical approach

Section[5.211), if a® order system is considered, the optimum choice of a sirhyjltransfor-
mation matrix should have the form ¢f (5116). Reaching a fxglression for the 4 eigenvalues
of the system requires a number of simplifications to be peréal. The validity of these sim-
plifications is greatly dependent on the numerical valuethefsystem’s unknown parameters
and their range of variation. Specific symbolic terms inrimediate stages of the analysis may
have negligible impact on the final results, when replacetl thieir numerical values and can
thus be neglected. This approach will simplify further stepthe analysis and will allow final
closed formed expressions to be derived.

6.1.1 Parameter values

The state matriXAs described in[(6]1) contains ten unknowns, i.e. four stesidte value®; o,
P 0, U1,0 and ugc1,0 four de-circuit parameterByc, Ldc, Cdc andCeony; two controller design
parametersy andas. The rated parameters of the VSC-HVDC link are presentedinel5.1.

In steady-state, the voltage controller stabilizgg; so that its reference value Y§c , thus
Udc1,0= Vde b The steady-state power transfer with a direction from thegy controlled station
to its ac grid is represented Wyt 0 and is considered to be equal to the rated active power,
Pout o= Fb. Therefore the steady-state value®fs P> o= —Pyt 0. FOr a negative power transfer
P, (exported from the power controlled station to its ac gna)ltage uqc2 will have a value
slightly lower thanuyc1. However, in steady-state the difference between the titages is
only dependent on the cable resistance and is thereforenely small (no more than 0.5% at
maximum power transfer). As a result, it is valid to considgs2 0= U4c1,0 Without the loss
of significant accuracy in terms of system dynamics. Comsigdow losses on the resistance
Ryc leads to a further simplification 9Py o| = |P of; thusP; o = Pout,0. Matrix As now takes the
form

B _a Ceonv as _adcconvcdcudclo CeonPouto CcomUdc10 7]
f " Crot Ciot CiotUdc1,0 Cot
1 _adCCOHV o Pout,0 _i
CiotUdc1,0 Crot CiotU? Coot
A= , 00510 6.2
S 0 1 _Rac _1 (6.2)
de de de
O O i POULO
| Ciot CtotUe10 -

6.1.2 Matrix simplification

Before performing the formal similarity transformationrogtrix A, it is possible to re-model
its entries in an appropriate way, for easier further calttohs. Having entries that are simple
in form and possibly appear multiple times within the mathiat will be subjected to similarity
transformation, is desirable because they ease the taskdiing compact final expressions for
the eigenvalues.

By definition, asimilar matrix has the same eigenvalues as the original matrix tatwitiis
similar. ConsequentlyAs may be subjected to an abstract number of consecutive sityila
transformations, with the resulting matrix still maintag the same eigenvalues As. An
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initial objective is therefore to find a similar matrix 8& which will have simplified entries. A

corresponding similarity transformation matiVk must be defined to achieve this. The form of
M is chosen as

m1 O 0 0

| 0 mpx 0 o0
M=| 0 0 ma o0 (6.3)
0 0 0 my

UsingM to perform a similarity transformation of matrixs produces a similar matrif&g as

1
m ? 0 0 a1 a2 a13 ais m 0 O O
- 0 &+ O O a1 a2 a3 ax4 O m O O
Aog=M1AM = mp
0 S 0O O % 0 a31 az» az3 am 0O 0 m O =
OOO% a4l 2 w3 A4 0 0 0 my
mall %312 %313 %314
—1a. a 8953 43
Po— | T D1 mzzz m, 223 m 04 (6.4)
@331 @332 azs @334
Ml a2 d43 A4

The choice ofny, mp, Mg andmy for optimum simplification of the entries @& is such thai
becomes

Udc1,0 0 0O
O 100
M= O 010 (6.5)
O 001
with the resultingAo matrix becoming
[ . Ceony _ adCeonCy CeonvPouto Ceonv i
o o (- Mgne 4 o) G
1 _ agCeonv _ _ Pouto _ 1 0
Ag=M"1AM = Crot Crot CrotVZ.1 0 Crot (6.6)
0 1 _ Rac _1
Lac Lac Ldc
0 0 1 POULO
| Cot Ctotucho |

The immediate benefit of using (6.5) is the fact tbaf; ohas been eliminated from the matrix

elementsAs 21 and As 13in (6.2) if they are compared with the corresponding eles@pb;
andAp 13 in (6.8). This not only simplified some of the original ensribut allowed them to
now appear multiple times in the same matrix. Aiming at reoigithe visual complexityAg is

re-written as

a
—C
—R-e
C

0
0 | _|Aun A
—e A1 Ax
f

(6.7)
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Substituting the nominal values of Talble]5.1, the previoasgrix elements becomie = 2.92,
a=22326,b=0.0846,c = 372093,d = 3141, e = 3165 andf = 90.84. In terms of mag-
nitude comparison, the former translates iate- a,d, e, f > b,R. This relation is critical for
simplification steps that will follow.

6.1.3 Similarity transformation

At this stage, matri\o is subjected to a similarity transformation that will preguasimilar
matrix A, in the form of [5.1D). A similarity matri¥ identical to the one iri{5.16) is thus used,

giving
~ | —X A A | X
-1 - A A |
A=P Aop_[o | } [Aﬂ Azz] {o |};$
_ | An—XA21 AnX —XA2iX+A12—XAz2 | _ | Yu Y2
A2 A1 X +Ap Yo1 Y22

As mentioned earlier in the method description in SectiaB.{§, the condition that needs to
be fulfilled in order to giveA a quasi-lower triangular form is that the upper right 2 block
matrix Y12 in (€.8) is a zero matrix:

A (6.8)

Y12 = Ap1X — XA 21X + Az — XAy = {yl?’ y“} —-0 (6.9)
Y23 Y24

which when broken down to its 4 individual elements, prosittee following relations that must
be fulfilled at the same time

yii=a—a-Xj1+e-R-xg1—c- X2+ (b—e-x11) X1 =0 (6.10)
yiz=e-Xj1—a-Xi2— f X2+ (b—e-x11)x2=0 (6.11)
Y21=—C+C-X11+€ R-Xo1— (d+€-X21) X1 —C- X2 =0 (6.12)
Y22 =C-X12+€:Xo1— f-Xoo— (d+€-X21) X2 =0 (6.13)

Extraction of expressions

Directly solving the non-linear equatioris (6.10)-(6.183ds to large symbolic expressions of
no practical use. Furthermore, when the values of the @éifttunknowns are replaced and a
certain parameter is swept, the pole movement is not camiisileading to an undesirable type
of closed form solution similar to what a numerical solvemebderive for a &' order system,
as demonstrated earlier in Chapter 5. Reaching compaatsipns that describe the poles of
the system, requires further simplifications to be appliedrder to achieve this, it is necessary
to observe the numerical behavior of the transformatiorrimantries for different parameter
sweeps. The numerical studyxaf, X1, X201 andxy» is given in Fig[6.11.

The solutions okj1, X12, X201 andxoz are calculated by fixing three out of the four parameters
ag=300 rad/sg;=300 rad/slength=100km and,,;=1000MW, and studying the transformation
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6.1. Application of Similarity Matrix Transformation

matrix variables with respect to the remaining parametarafetersy anda; are each swept
from 10-1000 [rad/s], the cable length is varied from 10(Kin] and the power transféi
can vary from 10-1000 [MW]. Consequently, the graphs carel@agommon horizontal axis in
the range of 10-1000 units.

Figure[6.1 shows that for a wide variation of all the paramsetender considerationg; has a
value between -1.5 and 0.2%& is negative with an absolute value between 0.9 andxi 5,
takes very small positive values below 0.02, whije is negative and exhibits large variations
for the different system parameters. It is interesting tbaeahat sweepingq andas results in
the same graph pattern for both casesx@fandx,,.

Relations[(6.700) and (6.]11) can be expressed as

X11 | | a—eR+ex; ¢ ’1' a+ b N
X12 | | —e+exy a+f bXo2

a*+a[f+e(—Rixa1)|+elcHf (—RXp)—Cx2] | s
a(etbxpr—€%2) +be(x21—Rxo)
a?+a[f+e(—R+x1)]+e[c+ f (—R+X21) —Cx22)

a?+af+abxi+bfx—bex,
{ X11 } _

X12

« a?+af—bcxs
11 | ~ 2+eq1—
o m| S 610
a2+eo(17xz2)

The last approximation is based on the fact that a,d, e, f > b, Rand that the value o6 is
much smaller tha@a. Sincec is much larger than the other parametarb, d, e, f andR, the
term ® = eRx; — (d+ex1) 21 in (6.12) is negligible ifjx21| is small enough. Consequently
(6.12) becomes

()
—C+CX11—|—CD—CX]_1:O:> —1—|—X11—|—E—X22:O:> —1—|—X11—X22%0:>

Xoo = X11— 1 (6.15)

An early positive assessment on the validity[of (6.15) cambée by observing the graphs of
X11 andxys in Fig.[6.1, for the sweeping of the same parameter. Combi(@il4) and[(6.15)
provides the approximate solution for; as

a® y/a*+2a?bc+ b2c? + 4c2e? — dace f

~l+—+—— A
X + 2e + 2ce 2ce (6.16)
which can be further simplified to
a® /a*+2a?bc+ 4c?e? — dacef
X11 =~ 1+2—e+ Sce 2o (6.17)

Finally, utilizing (6.13), [6.14),(6.15) an@(6117) prdess the approximate solutions fap, xo1
andxy, as follows
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Fig. 6.1 Numerical study of;1, X12, X201 andxy, for sweeping parametegs, a4, cable length ané,,:.

a <a2 +bc—2ce— \/a* 4 2a?bc+ 4c2e? — 4ace f)

X12 = — (6.18)
c (az —bc+2ce+ /a% 4 2a2bc+ 4c2e? — 4ace f)
y N£+a_2_\/a4+2a2bc+402e2—4acef (6.19)
22~ 2e " 2ce 2ce '
—(d+f
Yoi = cxaz— (d+ f)x (6.20)

e(x22 — l)
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Eigenvalue analysis

After the proper selection of the entries of transformatmatrix P, the eigenvalues of the
original state matriXAs are determined by the following22 block matrices oA in (6.8)

~ —a b-e-x

A1:A11—XA21:{ o _d_e.)l(;l} (6.21)
~ —e-R+e-x; —e+e-x
A2:A21X+A22:{ . 21 ; 22] (6.22)

Simulations considering a wide variation of the unknowrapagters of the system, show that
A, almost always provides the solution for a poorly damped deraponjugate pole pair whose
frequency is closely associated with the resonant frequehthe R-L-C dc-circuit of the sys-
tem, comprising of the dc-cables and the capacitors of #t@ss. Further in the analysis, these
poles will be referred to asPborly-damped polés Taking into account relations (5.7)-(5.9)
and [6.21), the analytical expression for the stated coxapbmjugate eigenvalue pair will be

\/’ (f +eR—ex1)? +4ce(x2 — 1)

)\1’2 = 2 + J 2 (6.23)

A1 will then provide the other two poles of the system, whichaading to the different choice

of parameters are either a well-damped (compared to théeypiepole pair) complex-conjugate
pole pair or two real poles. Both of these forms are exprebgd@.24), where the sign of the
expression under the square root defines the complex oromaldf the solution.

A d— a-+d+ex%1)? —4(—bc+ad+cex +aex
P dz @01, V Y (2 1+ 2ek) (6.24)

Further in the analysis, these poles will be referred tovesli>-damped polés

6.1.4 Results

In this section, the exact eigenvalues of the two-termireCvHVDC system, found by numer-

ically extracting them fronf\s, are compared to the analytical eigenvalues expresséd23)(6

and [6.24). Different scenarios are investigated whereahees of all the system’s parameters
and steady-state entries are set to be constantly equal t@lihes of Table 51, with the excep-
tion of a parameter that is allowed to vary. The interest img®o is to observe the accuracy
of the analytical expressions compared to the exact ei@gesafor different values of the se-

lected parameter. It should be further noted that the valfidable[5.1 are considered typical

for actual installations, based on the references provid€&thapter 2 and any variations around
them define deviations from the norm. Five scenarios areidersl

1. Variation ofas between 10-600 rad/s
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2. Variation ofay between 10-600 rad/s

3. Variation ofag = af between 10-600 rad/s

4. Variation of the cable length between 20-600 km
5. Variation ofPyt o within the interval 0-1000 MW

Each scenario is assessed based on a common figure pattety,|the movement of the exact
and approximated poles of the system for the variation ofidsered parameter (or parameters)
is presented. All poles, both tHeporly-damped poleand Well-damped poleare originally
presented in a common graph, highlighting their relativaatoon in the complex plain. Given
the fact that thé?oorly-damped poletypically have much higher characteristic frequency than
the Well-damped polegapproximately 1 order of magnitude larger), the depictdrall the
poles in the same graph could obscure the differences bettieeexact and approximated
poles, especially if the level of approximation is very highcloser view of each of the two
type of poles is thus provided, ensuring a better visualgngpn of the fine differences between
the exact and approximate solutions.

A separate figure shows the nominal algebraic magnitude &i@m for each of the poorly and
well-damped conjugate pole pairs that normally appearpleipresent a nominal set (design
point) of then unknown parameters that describe a given condition of teiesyp c R"), g(p)
the expression for the exact solution of a pole and h) the approximation of gi). Then the
nominal algebraic magnitude errey nom Of this pole is here defined as

e o — 19— (P)]
| lg ()l

This expression considers not only the magnitude diffexdmetween the exact and approxi-
mated pole solutions, but also their angle differences.

(6.25)

It was observed that in some cases, while varying the selsgtstem parameter, two poles con-
stituting a well-damped pole pair would eventually becoee poles of unequal magnitudes.
Furthermore, this did not occur for the same values of thecsedl parameter in the exact and
approximated systems. This causes complications sincedimparison between a pole pair
and two distinct real poles does not provide useful inforamatFor this reason, the pole mag-
nitude error of the well-damped pole pair is shown only whethlthe exact and approximated
expressions are complex-conjugate in form.

Since the poorly-damped poles are of greater importancéhinvestigation of a system'’s
stability than the well-damped poles, more information presented for the former. Thus, a
separate figure is used to present the error of the poorly edmpple pair approximation, split
into real part erroey req and imaginary part erray imag and defined as

_|Relg(p)] —Re[h(p)]
BN real = ' Re[g(p)] ’ (6.26)
~_|Im[g(p)] —Im[h(p)]
S R ©:20
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At this point it should be mentioned that expressidns (6([@5X71) may take large values if the
location of gp) is quite close to the origin of the axes of the complex plaugn if the absolute
error difference is not large. The fact thapy(s in the denominator of the prevous expressions
implies that the division with a small value could lead t@k@errorsen nom, &n,real ANAEN imag,
which may not reflect fairly the quality of the approximation

Variation of af

The bandwidttes is usually chosen to be close or equal to the direct-voltémged-loop band-
width ag [43]. The current scenario examines the impact of a variédrdnce between the two
bandwidths, while keepingy constant. Fid. 6]2 presents the results of the parameteegwf
a. The poorly-damped poles appear to be stiff in terms of feegy variation, as observed by
the relatecey imag €rror which does not exceed 2.2%. The well-damped polesastdwo real
poles and at around:=35 rad/s, split into two complex-conjugate poles with @asing fre-
guency and almost constant damping. In the same figure, grexmated poles clearly follow
closely the exact values, both of poorly- and well-dampédédsgpderrorsen nom anden imag of the
poorly-damped poles increase almost linearly for an iremeda; but remain below 1.82% and
1.7% respectively. Errogy rea Of the poorly-damped poles follows the same increasingdtren
and is limited to 4.97% for the maximum valueaf

The match of exact and approximate values is quite closénéowell-damped poles with their
error &y nom Starting at around 3.6% fa;=35 rad/s, then quickly dropping below 0.77% and
gradually increasing up to 4.48%. The initial relativelghierror followed by a rapid decrease
happens because in that region, the absolute value of tiet pake is relatively small and
as explained earlier, its use in the division witlgignom leads to a numerically high error as a
percentage which is not representative of the overall sefffi@pproximation. Observe however,
that this error is fairly small.

Variation of ag

This scenario examines the impact of a varied differencevéxt the two bandwidthay and

as, while keeping the main bandwidth of the direct-voltagetoalfer ag constant. In Fig, 613,
the movement and relative position of the poles for a vammatf a4 is very similar to the one
observed earlier in Fidg. 8.2 for a variation af Once again, the approximated poles follow
closely the numerical values and movement trend of the eales for the whole variation
region ofay, both for poorly- and well-damped poles. Err@gnom andeéy imag Of the poorly-
damped poles are constantly below 1% while the correspgretiorey rea has a peak value of
2.2% aroundy=442 rad/s.

The erroren nom Of the well-damped poles starts just below 6.5%dgr36 rad/s, but quickly

drops and stabilizes below 2.8% throughout the range of6[3@-rad/s. Similarly as in the
previous simulation scenario, the proximity of the acoeifadle to the origin of the axes for
small values ofy, causegn nom to be relatively high in that region.
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Concurrent variation of ag and a

As mentioned earlier, the bandwiddh of the power-feedforward filter and the bandwidth
of the direct-voltage controller are normally chosen to ppraximately or even precisely the
same in value. This scenario examines the case wiei® and vary from 10-600 rad/s. As
observed in Fid. 6]4, increasing the value of parameigras causes the real part of both pole
pairs to drastically reduce. The poorly-damped poles raairtheir characteristic frequency
quite close to 1500 rad/s all the time, while the well-dampelits seems to feature a virtually
constant damping throughout the sweeping ranggod;.

The approximation achieved in Fig. 6.4 is exceptionallyliel all the values of the swept
bandwidths. Regarding the poorly-damped poles, their exyg,ag has a peak value of 0.74% at
ag=as=505 rad/sgn nom Is constantly increasing from 0.2% until 1.44% in the avalgaregion

of bandwidth variation while errogy rea follows the same pattern of constantly increasing
value from 0.38-6.82% in the same region. The egkkom Of the well-damped poles starts just
below 3.54% folayg=10 rad/s, but quickly drops and then keeps increasing toxamnuen value

of 5.97% at the maximum value af=a;=600 rad/s.

Variation of cable length

The analysis of the results shown in Hig.]16.5 show that thecqipated eigenvalues follow the
movement trend of the exact eigenvalues, for both pole plairsthe relative errors are a bit
higher compared to the previous scenarios, especially Wieeoable length is at its maximum
value. A general comment is that for increasing cable lerthinreal part of both poorly- and
well-damped poles increases algebraically while the imegyipart of both pole pairs decreases.
The rate of imaginary part decrease is large in the case gidbdy-damped poles, hinting a
close relation between the frequency of this pole pair ardptfysical properties of the dc-
cables, unlike the other pole pair whose rate of imaginary(pa. frequency) decrease is much
more limited.

All the measured errors of the poles have a constantly isgrgarend for an increase of the
cable length. Regarding the poorly-damped poles, eB@ksm, &N real ANAEN imag r€ach a peak
value of 4.67%, 8.84% and 4.27% respectively for a cablettenf§600 km, while the error
N,nom Of the well-damped poles has a peak of 8.72% at the same eaglthl

In order to relate the range of length variation used in thdien with actual values, it can be
mentioned that typical transmission-lengths for VSC-HVBy&tems of existing and planned
sites are in the range of 100 up to 400 krm [3, 84], with the netakception of Caprivi-link that
measures 950 km [85].

Variation of transferred power
The results for varying transfer power in Hig.16.6 show a gayproximation of the exact poles.

It is interesting to notice that the pole movement for therergower variation interval is quite
minimal, implying a poor correlation between transferresvpr and system eigenvalue, for the
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6.1. Application of Similarity Matrix Transformation
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Fig. 6.2 Pole movement and approximation error studies enas #1 wheres is varied.
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selected properties of the given HVDC. Just as in the caloigtihevariation scenario, all the
measured errors of the poles have a constantly increagengd for an increase of the cable
length. Regarding the poorly-damped poles, erefisom, &n real aNden imag Feach a peak value
of 0.63%, 1.91% and 0.60% respectively for a maximum povearsier of 1000 MW, while the
error en .nom Of the well-damped poles has a peak of 1.88% at the same prawmaféer level.

6.2 Application of the LR algorithm to a VSC-HVDC system

In this section, the.R algorithm is applied to a two-terminal VSC-HVDC connectidrhe
objective is to demonstrate the potential of this methodnialically determining the eigen-
values of this system, investigate the complexities inedlas well as the advantages, disad-
vantages and limitations of tHeR method compared to the earlier sugges$&diT technique.

In an attempt to perform a comparison with ®MTtechnique, the simplified2order model
described in Section (5.3.3) is again selected here as fleetalf the investigation. The state
matrix of the complete model i _(6.1) was further simplifiedthe one in[(6.2). The refined
version of the latter is provided ib_(6.6), whose visualiypplified version is given in(617) and
repeated below.

-a b a 0
c -d -c 0
0 e —-Re -—e
0O O C f

A1 =

The nominal values of the VSC-HVDC link are the same as ind&bl and the LR algo-
rithm will investigate the eigenvalue movementAf for a perturbation of the system’s val-
ues around the nominal quantities. As described in SecBd®3), the convergence of the
algorithm is assisted if the diagonal elements are reaedmny a descending order, as far as
their absolute values are concerned. For the nominal valtidable[5.1, it is observed that
|—d|>|—a|]>|-R-€|>|f|. Matrix A; is thus pivoted to the expressidn (6.28), having its diago-
nal elements in descending order.

-d c —C 0
b -a -a 0
0 e —-Re -—e
0O O c f

(6.28)

The authors in[31-33], have used ttiR method in sparse state matrices of analogue electronic
circuits using at most four symbolic variables. Mathix is however not sparse and it is desired
to acquire eigenvalue expressions which reflect the effeatl the parameters of the system.
As such, the entries df (6.28) are going to be treated fullglsglically, as well as the variables
each of these entries represent.
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6.2. Application of the LR algorithm to a VSC-HVDC system

6.2.1 General expression of eigenvalues

Using the steps described in Sectibn (5.2.2), a similarimAty, is produced at the end of the
mt" iteration of the algorithm, whose general form is given[ir?@j. Given the characteristic
form of the initial matrixA1 in (6.28), matrixAn+1 is observed to have the following form

bi1 bi2|—c O
| bo1 bbbz O | | Aux Ap
Am:1= by bz bz —e | | A Ax (6.29)
0O O [bsz by

where the elements; are different in every iteration. Just as in the case ofShH, the four
approximated eigenvalues #8f; are found from the diagonal block matricAs; andAy; in
(6.29). MatrixA11 provides two eigenvaluek, » as below

b11+boo N \/bi1+4' b12-bp1—2-by1-boo+ b%’z

Ao = 6.30
12 2 > ’ (6.30)
Part A Part B

In all the examined cases in this chapter, the expressioardhed square root is negative and the
above expression represents a pair of poorly-damped carsplgugate poles with a real part
equal toPart Aand an imaginary part equal {Bart B|, as these are defined [n(6130). Likewise,
matrix Ay, provides two eigenvaluek, » as below

b33+ b4 n \/b§,3+4' (—€)-bg3—2-bz3-baa+ bi4

Aag= 6.31
374 N 2 NG 2 / ( )
Part A Part B

In most of examined cases in this chapter, the expressioerdind square root is negative, with
the above expression representing a pair of usually welkt deast better-damped complex-
conjugate poles with a real part equaPart Aand an imaginary part equal Bart B|, as these
are defined in[(6.31). However, in some cases the expressiter the square root is positive,
leading to two real poles alPért A + Part B) and b) Part A - Part B).

The same nomenclature as in Section (5.2.1) is going to ki thees referring to eigenvalues
A1 as "Poorly-damped poles” and to the eigenvaldgsas "Well-damped poles”.

6.2.2 Convergence of eigenvalue expressions

The accuracy of the results provided by the expression8)4&331) increases with every iter-
ation of the algorithm. However, each additional iteratamlus further complexity to the sym-
bolic form of theb;; terms in the same expressions. A compromise needs to be retwleen
the accuracy of the solutions and the size of the final eigaawexpressions.

An investigation of the convergence of thR algorithm is performed by applying scenario #4
of Section[[6.1.4) where the cable length is swept from 20468, using the data of Tahble 5.1.
As expected from Fig. 615, the system will have two a pair ofptex-conjugate poorly-damped
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poles and a pair of complex-conjugate well-damped pé&lag;AandPart Bin (6.30)-[6.31) are

expected to express the real and the imaginary part of tigenealues, respectively. Fig. 6.7
presents the results for separately considering the rebinaaginary parts of both eigenvalue
pairs, as obtained by different iterations of the LR aldonit Their values are then compared to

the exact values, corresponding to the numerical solutidimeoeigenvalue problem.
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6.2. Application of the LR algorithm to a VSC-HVDC system

Figure[6.7(3) and Fig. 6.7(c) show that after tffitration of the algorithm, the real parts of
both eigenvalue pairs quickly converge to their exact nigaéwralues, with the 8 iteration
resulting in an almost perfect matching with the exact sohg The imaginary part of the
poorly-damped poles has started to successfully convere earlier, by the '8 iteration as
seen in Fig[ 6.7(b). However, Fig. 6.7/(d) shows that the imerg part of the well-damped
poles needs more iterations to converge. After thfiteration, the approximated expression
starts approaching the exact solution but will need more fine iterations to get close to
matching conditions. The previous observations are ctergisvith relevant scenarios where
other values of the system are swept.

The results of this investigation demonstrate that the lg®@thm can provide reliable results
within few repetitions of the algorithm, as well as the fdwittthe convergence rate of the real
and imaginary parts, or to be more preci®at A andPart B (to include the eigenvalues that
become real), of complex poles may vary. This conclusiontineigroperly utilized, combined
with the fact that the symbolic expressions may become dwvelimingly large after only a few
iterations.

6.2.3 Analytical eigenvalues expressions

As areasonable compromise between accuracy and size afdhexpressions, the 4 eigenval-
ues of the system are chosen to be represented byRariA from the 39 iteration and their
Part B from the 29 iteration. Any higher iterations provide expressions sgdan size that
have no practical value when it comes to symbolic descrpticeigenvalues. Nevertheless, the
chosen iteration results are still large. A simplificationgedure must take place during the LR
procedure, erasing any terms that have small effect on thkrésults.

Within the previous context, the final symbolic expressifmighe poles of the system will be
as described below.

Part A of Poorly-damped poles

The expression foPart A of the poorly-damped poleks; » is

Ki+Ko
4eRa+d)(ad—bc+ ce) — 2c[a(6bd — 2de) + e(4bc— 2ce+ d?)]

(6.32)

where

Ky = a’ce+a?[6bcd— cef—d(d+eR) (3d+2eR)| — € [c*(—4bR+d+ 2eR— f) + 2cdeR + d%eR’] (6.33)

K, = 3abc[ce+ 2d(d+eR)| — ea[c’e+ ¢ (4deR+d f + 2¢°R?) + dR(d+eR(2d+eR|  (6.34)
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Part A of Well-damped poles
The expression foPart A of the well-damped poleks 4 is

f(ad+ce? —c?e?(a+d)
4c2e2

(6.35)

Part B of Poorly-damped poles

The expression of Part B cannot be easily simplified to a sitegin but can be represented in
the format of[(6.30), replacing

c[a?(e—b)+ae2d +eR) +e(2bc— 2ce+ 3d? +2deR) |

—ce(a+eR) —2cde+d3 (6-36)

b11=

c?e[a? (ce— 3d?) — 2ace(d + €eR) + ce(4bc— 2e(c+dR) +d?) |

(bc—ad)[(ad — bc+ce)2 + c€R(a+d)] (6.37)

JIPES

bis— c€(bc— ad)(2ad+ aeR— 4bc+ 2ce) (6.38)

(ac(b—€) + 2bcd— 2cde— ce2R+ d3)?

c3e(3b? — 4be+ 2¢?) (d? —ce)

bLa = (ad—bc+ce)?[ce(a+eR) + 2cde— d3] (6-39)

Part B of Well-damped poles

Similarly, the expression of Part B cannot be easily simgaditio a single term but can be repre-
sented in the format of (6.81), replacing

a(d+f)—bc+df c&(a’+ad+bctd?)

b33 = = Card—1) (a1 d)(ad co? (6-40)
4 _ad)2
bas — c*e’(bc— ad) i (6.41)
[c2€?(a+d) — f(ad+ce)?]
bc—ad
baa =" (6.42)

Practically, all of the term$ (6.82)-(642) can be furthemgified in such a way that sufficient
or even improved level of accuracy can be guaranteed in @warea of variation of all or
selected variables of the system. However, a more gengoedagh is considered for the rest of
the analysis, using expressions that are sufficiently ateum a wide range of variable variation.
Thus, the previous terms are going to be used in the compuleteat that they have been given.
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6.2. Application of the LR algorithm to a VSC-HVDC system

6.2.4 Results

The previously obtained eigenvalue expressions are téstéaeir accuracy through a series of
scenarios where different parameters of the system vargluevFor consistency purposes, the
examined scenarios are exactly the same as those in Ségtlo#)(which are summarized as

1. Variation ofas between 10-600 rad/s

2. Variation ofay between 10-600 rad/s

3. Variation ofayg = af between 10-600 rad/s

4. Variation of the cable length between 20-600 km
5

. Variation ofPy o within the interval 0-1000 MW

This approach provides an opportunity to assess the eféass of both methods on the same
type of model and conditions, while drawing some conclusitsam their comparison. Once
again, the same type of assessment is used as in Secficf)(@tere:

e a visual inspection of the approximation of the eigenvalaggerformed by plotting the
pole movement of the exact and approximated poles of thersyfir the swept parame-
ter. Both theLRandSMTresults are plotted to highlight how well each method penfar

¢ the nominal algebraic magnitude erm nom for each of the poorly- and well-damped
complex-conjugate pole pairs are plotted for tfealgorithm. The erroen nom is defined

in (6.28).

e the real part errogn req and imaginary part erray imag 0f the poorly-damped complex-
conjugate poles are plotted for th® algorithm. These have been defined[in (6.26) and

(6.27) respectively.

Variation of as

Figure[6.8 presents the results of the parametric sweegp. Gthe LR-approximated poorly-
damped poles appear to follow in general the track path of é€xact counterparts. The asso-
ciated errofey real reaches a maximum of 10.54% for the maximum valuerdfut constantly
lies below 3.7% in the regioa €[10-400] rad/s. A smaller error is observed for the imagyar
part of the poorly-damped poles which never exceeds 5.06&irteresting to notice that all
the characteristic errors of these poles are minimizederatiea around the nominal value of
as, with an increasing trend ag deviates sharply from 300 rad/s.

A slightly different behavior is observed for the well-dagaipoles which, even though follow
correctly the movement of the exact poles, appear to havenanagligible magnitude error
&n,nom for as <100 rad/s. This happens because in that region, the absalute of the exact

poles is relatively small and its use in the division witkifhom leads to a numerically high error
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as a percentage. However, for the greatest part of the marieggion ofa;, the well-damped
poles have a small magnitude error (constantly below 3.6%afe[115-600] rad/s), in fact
achieving a better approximation than B T-derived expressions for great valuesagaf

Variation of ag

In Fig.[6.9, the movement and relative position of the potesafvariation of the bandwidth of
the direct-voltage controller is very similar to the one idegd in Fig[6.8 for a variation cd.
Furthermore, all the errors for thdR-obtained eigenvalues seem to follow the trends observed
for the variation ofa; but are smaller in absolute values. As far as the poorly-déahpples are
concerned, their errors real and ey jmag NEver exceed 3.2% and 2.7% respectively, while the
combined erroey nom takes a maximum value of 2.69% for the maximum valuesof

The erroren nom Of the well-damped poles takes, once again, high valuesdor ow values
of &, but quickly drops and stabilizes below 3.62% throughoetridnge of [42-600] rad/s.
Similarly as in the previous simulation scenarioaf the proximity of the accurate pole to
the origin of the axes for small values a&f, causesn nom to be relatively high in that region.
Overall though, th&MT-derived poles seem to converge slightly better to the exalaes.

Concurrent variation of ag and &

As observed in Figl_6.10, increasing the value of paramedgrs; causes the real part of
both pole pairs to drastically reduce, while the well-dathp®les seem to maintain their
damping factor throughout the variation region. Regardivgpoorly damped poles, the LR-
approximated eigenvalues are relatively close to theictezaunterparts, even though the cor-
respondingSMT-derived eigenvalues appear to have a better convergespecilly at high
and low values ofg=a;, the LR-derived poorly-damped poles show a non-negligible viamat
in their imaginary part as reflected by their erelimag. However, the same error becomes very
small for a great range around the nominal valuagfa;=300 rad/s. Conversely, errey real

of the same poles remains low for most of the area of paramat&tion, with an increasing
trend for increasingg=as, reaching the highest value of 5.37% &rFa;=600 rad/s.

Regarding the well-damped poles, the detailed view of[Ed 8hows a very good tracking of
the exact pole movement for thé&k method; even better than the one achieved bySié. In
fact theLR-approximated poles seem to retain a damping value clogéetone of the exact
solutions. The level of approximation in terms of magnited®r ey nom iS also acceptable with
the latter lying below 3.7% in the regiay=a; €[85-600] rad/s.

The deviation in the poorly-damped pole approximation eacyiof the imaginary part between
the LR andSMT method, is attributed to the necessary simplification tlaak to be performed
on the terms ofPart B of these eigenvalues, as these are finally expressdd IN){&3).
These simplifications were carried out considering an dvgoad approximation level, without
focusing on a specific variable. As shown here, the behavitreoLR-approximations is not
the optimal for large or very small values af=as, compared to th&MT method results.
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Fig. 6.9 Pole movement and approximation error studies enas #2 where@y is varied.
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Nevertheless, they are still acceptable with a maximunr &gjgnag of 15.2% for the poorly-
damped poles at the lowest valuesgEas=10 rad/s.

Variation of cable length

The results shown in Fig. 6.11 show that ttie-approximated eigenvalues closely follow the
movement trend of the exact eigenvalues, for both pole p&lhe nominal magnitude error
&N,nom Of the well-damped poles is relatively low within the vaitat range of the cable length,
remaining below 6.1%, with thieR method achieving even better results thanSMT for large
cable lengths. A good level of approximation is also achietgr the poorly-damped poles
whose real part is approximated with an ergQrea Which starts at a very low value of 0.17%
and keeps increasing until 7.13% for the maximum length efctible.

However, the error of theR-method on the imaginary part of the same poles is not in theesa
level. The related erray imaglies below 5.78% for the first 200 km and then constantly iasre

ing until 21.2% at 600 km. This consequently affects thel tateninal magnitude error of the

poorly-damped poles considers both the real and imagireng pf the poles. The description
of these poles is better using t8& T-method.

Variation of transferred power

The results for varying transfer power in Hig. 6.12 show atre¢ly good approximation of the
exact poles while using theR-method. It should be noted that even though the pole movemen
is quite minimal for the exact numerical system, tiiealgorithm tends to derive approximate
poles with a slightly wider range of variation, unlike tBMT-method which presents a minimal
pole movement. Observing the poorly damped poled, Bixenethod achieves an approximation
with constantly declining errorsy nom, & real @NAEN imag, CONtrary to theSMT-method whose
respective errors followed a constantly increasing trendegen in Fig._616. All of these errors
are no larger than 5.1% for thdR-method at the worst case of zero transferred power.

As far as the well-damped poles are concerned | fRenethod approximates the exact poles
with a consistently smaller real-part divergence tharSNE-method, but a greater imaginary-
part divergence. Nevertheless, it correctly shows theseming trend of its imaginary part for
increasing power transfer, unlike t&T-method. The nominal magnitude er@ nom of the
well-damped poles for theR-method starts at 2.13% and reaches 3.58% for the maximum
amount of power transfer.

6.3 Application of the LR algorithm to an HVDC transmis-
sion system

A second example of theR algorithm is demonstrated in this section, by applying ithe
34 order model of the dc-transmission system described in@e@.3.2). The objective is to
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6.3. Application of the LR algorithm to an HVDC transmissgystem

analytically describe the physical dynamics of this ndtyranstable system, which the direct-
voltage controller attempts to stabilize during the operadf the complete VSC-HVDC link.
The authors in[14] make an attempt to characterize analijtithe poles of the dc-transmission
system but can provide symbolic expressions only when tiserero power flow across it,
essentially reducing the problem to the estimation dF%o2der system with the third eigenvalue
being real and zero.

It must be noted that, contrary to what expected SME method fails to produce approximate
expressions for the eigenvalues of this system, even ifatisr in order that the order VSC-
HVDC model investigated in Section_(6.1). This happens bsean approximation similar to
(6.18) cannot be made in the case of the dc-transmissiormyistivestigation, which would
lead to the solution of the non-linear equations that appear

The initial matrix inputA; to theLR algorithm is the state matrix of the dc-transmission system
model, as described ih (5)35) and repeated below.

__Piwo _1 0
Cli’gcm gdl L
_ 1 _ Rde _1
Al - de de de (643)
0 1 i
G CaUgea0

The capacitances used [n (6.43) are define@ias Ceonvi+ Cyc andCy = Ceonva+ Cyc, With
reference to Fid. 5.3(p). Given the usual practice in tweteal VSC-HVDC links, the con-
verter capacitors have the same value. This mean€thatC, = Cji,x can be considered here.
The transmission model is regarded to be part of a stable M8DE system. This means that
the two steady-state electrical values of the system akediby the relations

UdC:LO 1/ 4P20R+ U(%C:LO (6 44)

ldc,0 = 2Rac
Udc20 = Udc1,0 — 1dcoRdc (6.45)
PLo =ldcoUdc1o (6.46)
P20 = idc,0Udc20 (6.47)

Consequently, onl{? o andugc1 0 need to be defined externally.

The nominal values of the overall VSC-HVDC link (to which tthe-transmission mod€l(6.43)
theoretically belongs) are the same as in Tablé 5.1 and Rhalgorithm will investigate the
eigenvalue movement éf; for a perturbation of the system’s values around the nongjnah-
tities. As described in Sectioh (5.8.3), the convergencthefalgorithm is accelerated if the
diagonal elements are rearranged in a descending ordei, as their absolute values are con-
cerned. For the nominal values of Tablel5.1, it is observatl th

Pio

P
Cou2
2Y%dc20

B 2
C1U8c10
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Matrix A; is thus pivoted to the expressidn (6.28), having its diagelements in a descending
magnitude order

Py 0 1 P 0 1
C, Ugczo C Ciink Ugczo Ciink
P P
Al — 0 o 1,0 1 — 0 o 1,0 1 —
C UgclO (@] Ciink UgclO Ciink
_1 1 _ Rac _1 1 _ Re
de I-dc I-dc de I-dc I-dc (648)
a o0 C
=1 0 b -—c
-d d —-R-d

wherea = —P27o/ <C|ink U§c20>’ b= —P17o/ <C|ink Uéc],0>’ c= 1/Clink, d= 1/de andR = Ryc.

6.3.1 General expression of eigenvalues

Using the steps described in Sectibn (5.2.2), a similarimatt is produced at the end of the
mt" iteration of the algorithm, whose general form is given[i26j. Given the characteristic
form of the initial matrixA1 in (€.48), matrixA+1 is observed to have the following form

b
b;z _ {All A1 ]
Ax1 A

b11 b1z
Amir1= | b1 by
b1 bzo | b33

(6.49)

where the elements; are different in every iteration. Matri&; has three eigenvalues, which
for all the parameter-variation scenarios where observdzbtconsisting of a real eigenvalue
and a complex-conjugate eigenvalue pair. The real appmbeidheigenvalud; of A; is found
from the diagonal block matrices,, as below

A1 =A2=Dbs3 (6.50)

Matrix A11 provides the approximated complex-conjugate eigenvadire\p 3 as below

butba /03144 bio by —2-b1y - byp+ 13,

A 51
23 > - > ’ (6.51)
Part A Part B

The expression under the square root is consistently megdéiading to a pair of complex-
conjugate poles with a real part equaRart Aand an imaginary part equal Bart B.

6.3.2 Convergence of eigenvalue expressions

Owing to the nature of theR algorithm, the accuracy of the results provided by the esgoms
(€.50) and[(6.51) increases with every iteration of the @flgm, with each additional iteration
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6.3. Application of the LR algorithm to an HVDC transmissgystem

adding further complexity to the symbolic form of thg terms in the same expressions. Simi-
larly to Section[(6.2]2), an investigation of the rate ofwengence of[(6.50) and (6.,51) needs to
be performed. The objective is to get an impression of whemltporithm should be terminated,
guaranteeing satisfactory convergence at the same time.

A modified scenario #5 of Sectiopn_(6.11.4) is performed, wlteesgpower transfejP; o| is swept
from 0-1000 MW, using the data of Tallle b.1. A difference with original scenario is that the
transmission link is considered to be overhead lines, widngth of 600 km. Such a choice is
made because the high inductance of overhead lines causeatamenvalue variation of the
eigenvalues. This provides more visual data to evaluatedheergence of theR algorithm.

10 : : : : — 235
___________ 230
54 r 2254
o % 2201
< - - -1S%teration solution <
tS) ’ | 5] |
< O 2 "%jteration solution m 215
= —— Exact value 5
& & 210
-5 205 T _
. - - -15teration solution
i 200 2"jteration solutio
— Exact value
-10 i i i 195 T T . .
400 600 800 1000 0 200 400 600 800 1000
Power transfer |§J [MW] Power transfer |§J [MW]
@ (b)
10
5,
o
_57 L
. - - -1%teration solution
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Power transfer |§’O| [MW]

(©)

Fig. 6.13 Convergence of the different parts of the eigemsalifor different iterations of theR algo-
rithm, compared to the exact numerical solution. The cadfgth is 600 km andP, | is
swept from 0-1000 MW. (a) Real part af 3, (b) Imaginary part of, 3, (C) A1.
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Figure[6.13(d) presents the real part of the complex-catgugigenvalued, ;. As it can be
observed, there is a great leap in the performance of theitilgobetween 3 and 29 iteration,
with the real part already converging sufficiently afteryoblterations. The same comment can
be made about Fi§. 6.13|c) and the real eigenvajuénterestingly enough, the imaginary part
of the complex-conjugate eigenvaluksz converges at the first iteration of the algorithm as

seen in Fig[ 6.13(b).

6.3.3 Analytical eigenvalues expressions

Judging from the results of the previous section, a reader@mpromise between accuracy
and size of the final expressions implies that

o the real eigenvalue of the system will be approximated byeitpeession of the™ itera-
tion.

e the real part of the complex-conjugate eigenvalues willggeximated by the expression
of Part A from the 2 jteration.

e the imaginary part of the complex-conjugate eigenvaludshei approximated by the
expression of Part B from theéiteration.

Within this context, the final symbolic expressions for tlugs of the system will be as de-
scribed below.

Part A of complex-conjugate poles

Regarding, the complex-conjugate pole pBart Ais evaluated as

(a+b)[a%b? — (a®+ab-+b?) cd] + (a®+ b?) cd?R

.52
2a2b? —2(a2+b?)cd (6-52)
Part B of complex-conjugate poles
Part B of the complex conjugate pole pair is evaluated as
1 2(a—b)2cd = (a+b)2c2d?
= _p)2
2\/ (@—b)2+——r 202 (6.53)
Real eigenvaluei;
The real eigenvalue of the dc-transmission system is etexdiss
abdbc+ a(c—bR)] (6.54)

—b%cd+ a2 (b2 — cd)
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6.3. Application of the LR algorithm to an HVDC transmissgystem

Observations

Part B of the complex-conjugate poles is found to be almost idahtathe resonant frequency
wres Of the dc-transmission link which is defined as

1
a)res = — (6 55)
LacS

Minute deviations in the imaginary part of the complex p@esattributed to the resistankg.

of the lines, which slightly alters the dynamics of the tramssion link. This observation was
made in all the scenarios examined for the model of the dtsingssion system and to a lesser
extent in the poorly-damped poles of the VSC-HVDC model intiea (6.1) and Section (6.2),
where the interaction with the direct-voltage controlesads to small but noticeable differences
in the imaginary part of these poles.

Without the resistancByc, the dc-transmission link would be a pure LC-circuit withotmar-
ginally -stable complex-conjugate polesia¢s The presence of the resistance additionally im-
proves the damping of the complex-conjugate poles but atdhee time leads to the existence
of the unstable pold;. In fact, an increased value & movesA; further towards the right
of the RHP, deteriorating the stability of the closed-looplBC system. This effect is however
profoundly observed only when overhead transmission lnesised in the HVDC link. As will
be shown in the following section, a relatively large movetad the unstable pole is observed
only when overhead transmission lines are employed. Whabla ¢s used instead, the unstable
pole deviates much less and remains in the vicinity of the axgin.

Observe that the teriR = Ryc may not be visually present in all of the expressidns (6(®&Z4)
but it exists withina andb as part ofP, g andugez .

6.3.4 Results

In a similar pattern as in Sectidn (6.11.4) and Secfion (.2 previously obtained eigenvalue
expressions are tested for their accuracy through a sdisesmarios where different parameters
of the system vary in value. The dc-transmission systemrndestigation is considered to be
under temporary stability (as if it were part of a functiomMSC-HVDC link). The steady-state
electrical values of the system are normally o = 640 KV andP, o = —1000 MW, withugc20
andP; o being calculated from (6.44)-(6.47). Four examined sdesare examined. These are
summarized as

1. Variation of}onj between 0-1000 MW with cable type of transmission system
2. Variation of|Py| between 0-1000 MW with overhead-line type of transmissigstesm

3. Variation of the transmission-line length between 20-&M, using cable type of trans-
mission system
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4. Variation of the transmission-line length between 20-Bt, using overhead-line type of
transmission system

The values of the converter capacitors and cable propete$ound in Tablé 511 while the
overhead line properties are found in Tablel 2.1. The same tymssessment is used as in
Section[(6.14), where:

e a visual inspection of the approximation of the eigenvaiagserformed by plotting the
pole movement of the exact and approximated poles of thesy&tr the swept parame-
ter.

¢ the nominal algebraic magnitude erspinom for each of the complex-conjugate pole pair
and the real eigenvalue are plotted. The e&@fom is defined inl(6.25).

o the real part erroey reas and imaginary part erray jmag Of the complex-conjugate pole
pair are plotted. These have been definedin {6.26)[and (G2@gctively.

Variation of P, g with cable type of transmission system

The results in Fig._6.14 show that the dynamics of the dcstrassion system are practically
immune to the level of steady-state power transfer overittes ) especially the complex poles.
Furthermore, the real pole is shown to be permanently ulestalbnon-zero power transfer
conditions. This is expected because the transmissiorhiigeno natural way to balance the
input and output powers after a deviation, leading to an otrotled behavior of the voltage of
the capacitors. Regarding the effectiveness ot Ralgorithm, it is clear that the approximated
and numerically derived results cannot be visually distislged from each other. Indications of
the good level of approximation are the erregs,om of all poles which are constantly below
3 x 1073 %, with &y rea €vEN lying below 2 107° %.

Variation of P, o with overhead-line type of transmission system

The same type of power variation as above but using an oveliveg has similar results in
terms of restricted pole movement but the complex poles sed®m much more under-damped,
as seenin Fig. 6.15. This provides an early information athmustability of the complete VSC-
HVDC system. Compared to the cable-type of dc-transmissialirect-voltage controller with
fixed bandwidth settings would now try to stabilize a proosgh worse damping characteris-
tics. This would cause the closed-loop poles of the overtieatbased system to have worse
damping characteristics than with the cable-type of lines.

Once again, the approximation achieved by tifemethod are very sufficient witby nom of

all poles remaining under % 102 % for any power transfer. Exceptionally good results are
observed for the complex poles of the system véiimag and e real reaching a maximum
value of 92 x 1074 % and 34 x 10~* % for the maximum power transfer, respectively.
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Fig. 6.14 Approximation studies on scenario #1 whéye| is varied over a cable-based system.
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Fig. 6.15 Approximation studies on scenario #2 wh&g| is varied in an overhead-line based system.
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Fig. 6.16 Approximation studies on scenario #3 with cabdegmission lines of varying length.
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Fig. 6.17 Approximation studies on scenario #4 with oveddi@@es of varying length.

144

(%)

N,imag

Imaginary part errore_ .



6.4. Investigation on the accuracy of the approximatinghoes

Variation of cable length

In Fig.[6.16, the power transfer is set to its maximum valud tre length of the cable is
increased. This has a fundamental impact on the complexs pbline line, with an increasing
length leading to a constantly decreasing imaginary patie@poles. This is explained because
as mentioned earlier, the imaginary part of these polesrisalese to the resonant frequency
of the transmission system, which depends highly on thetteoigthe line.

As far as the approximation of the poles is concerned, itilisnsgh with the magnitude error
&n,nom Of the unstable real pole reaching a maximum of 0.105 % at 8®fklength and the
same error for the complex poles reaching a maximum of 0.026tte same cable length. The
high level of accuracy is observed on the real and imaginarispof the complex-conjugate
poles, withey rea aNdEN imag PEaKING at 22 x 1023 % and 0.027 %, respectively.

Variation of overhead-line length

The impact of the length variation of an overhead dc-trassion line is observed in Fig. 6J17.
Compared to the same scenario for a cable-type line, theheadrline results differ greatly.
The complex-conjugate poles are distinctively closer &ithaginary axis while their real part
decreasing noticeably for an increasing transmissionléngth, increasing their damping; a
phenomenon that was not observed in the complex poles oétile-based system, where their
real part was stiff for length changes. Another, and pogghe most important, difference is
observed on the unstable pole. The shifting of its locatovards the right of the RHP is much
more profound than the cable-based system, reaching vasusigh as\1=9.37, compared to a
maximum value of 1.98 in the latter. This acutely unstable po combination with complex-
conjugate poles being very close to the imaginary axis, leadclosed-loop VSC-HVDC sys-
tem with worse dynamic performance when overhead linessed,uather than cables.

The level of approximation achieved by th&® algorithm is very satisfying in this case as
well. This is evident by the magnitude err@$nom Of the unstable real pole and the complex-
conjugate poles, peaking at 0.081 % and 2 %, respectively. Furthermore, the ernekSeal
anden jmag Of the complex-conjugate poles feature maximum valuesaz&% and & x 1073

%, respectively.

6.4 Investigation on the accuracy of the approximating me-
thods

6.4.1 Accuracy of the Similarity Matrix Transformation

The accuracy of the analytical expressions in closed fomtHe eigenvalues of the system
is directly related to the level of accuracy in approximgt{.15). As mentioned earlier in
Section [(6.1.13), the factor which determines the level aliaacy in this approximation is the

term $ = eR’Ql’(dje"zﬂxﬂ which should be the closest possible to a zero value. The there
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factor% deviates from zero and becomes comparabla i@ndx,o, the worse the accuracy of
the final eigenvalue expressions.

All the unknown parameters of the system contribute to thed 8rpression o%, thus affecting
the quality of the final symbolic eigenvalue solutions. Hoere the degree to which each of
these parameters affect the resulting expressions vaiesmajority of the system unknowns
does not seem to have great impact on the approximationamcut was observed that the
only unknown which had a significant impact on the final residtthe inductance of the dc-
transmission link, where the greater its value, the lessiracy in the resulting expressions
compared to their numerically extracted values.

A series of parametric scenarios display the effect of areamsed inductance in Fig. 6.6, where
scenarios 2, 3, 4 and 5 from Sectién (6.1.4) are repeatedthgtbnly difference being that the

cable is replaced by an overhead line. Overhead lines t§ypicave much greater inductance
per kilometer and much lower capacitance per kilometer ttadoles of equivalent power and

voltage ratings. The overhead line used in this section hkes defined in Table 2.1.

Figure[ 6.18(8) shows the results from the modified scen&iohereay is varied. The approx-
imated poles closely follow the numerical values and movenrend of the exact poles for
small values oBy but when the latter becomes greater than 300 rad/s, thexap@i@d poles
start to deviate, especially considering the real partefiborly-damped poles. This is because
the approximation in((6.15) does no longer hold for largeigalofay. This is however of not
significant importance sinca; normally lies close to 4 pu or 300 rad/s [86], [43]. The error
&n,nom Of the poorly- and well-damped polesat=300 rad/s is 9.84% and 19.41% respectively.

Figure 6.18(B) presents the results from the modified sce#8rwherea; anda; vary. The ap-
proximation achieved is sufficiently well for values of thenolwidths up to nominal, mapping
the exact eigenvalues in a correct way. However, for largan nominal values of the band-
widths, the tracking of the poorly-damped poles starts teritrate. A representative example
of this is when the bandwidths are set to their maximum vafug00 rad/s. The numerically
exact solution shows a system which has a pair of unstablplexreonjugate poles, while the
approximating algorithm presents the same poles as stabf@brly-damped. Still, this is not
an important issue because in practice the related banuswidt not reach such high values.

Figure[6.18(d) presents the results from the modified se@#drwhere, in this case, the length
of the transmission line length varies. As reflected in therBgthe approximated poles manage
to follow the movement path of the exact poles most of the@aighe transmission line length
but the well-damped pole pair fails to split into two real golfor high values of the length.
The erroren nom Of the poorly-damped poles reaches a maximum of 30.14% ahdrd50 km

of line length while the same error reaches a local maximu2Bo47% at 140 km, managing
to stay below that level until 466 km of line length. For themioal length of 100 km, the
same error for the poorly- and well-damped poles is howevwermhower at 9.84% and 19.41%
respectively.

Finally, Fig.[6.18(d) presents the results from the modifieehario #5 where the amount of the
transferred powel,; o varies. Comparing the results to those in Eigl 6.6, a firseokadion is
that the pole movement, when alteriRg o, is quite significant in the presence of transmission
lines instead of cables, where the poles are almost indiftéo the transmitted power level. The
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Fig. 6.18 Approximation studies of the system for a changl®table to overhead transmission lines.
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results for varying transfer power in Fig. 6.18(d) show atigkly good approximation of the
exact poles with a magnitude error for both the well and podaimped poles below 20%. The
poorly damped poles are in fact approximated with an efiigfom Which reaches a maximum
of 9.84% for the rated power transfer and keeps droppingdorehsind ot o

Overall, theSMT method seems to be able to provide reliable results for a veidge of vari-
ation of the system’s unknown parameters around their nalnaadues. The greatest impact on
the accuracy of the method is caused by the inductance ofdaherission medium between
the stations (cable or transmission line), where it was shihat a large but realistic value of
the inductance can raise the approximation errors fromahge of 1-5% (in the case of cable)
to 10-30% (in the case of transmission line).

6.4.2 Accuracy of the convergence of the LR algorithm

By definition, the derived symbolic expressions for the desion of the system’s poles us-
ing the LR-method are created without taking into consideration tinmerical values of the
symbolic entries. This cannot guarantee, however, theialr level of accuracy of the same
expressions for different values of the system’s unknowhsg.LR-algorithm will usually con-
verge within the first few iterations but it is often the cdsattfor a different parameter-setup of
the same system, the method will require a considerable auailadditional iterations to con-
verge on specific problematic eigenvalues. It should bended that every additional iteration
adds further complexity to the symbolic expression of thiego

A possible solution in these cases is to significantly litmé perturbation margins of the desired
unknowns of the system. This implies that the final symbaofigressions are expected to be
valid in a very confined area of parameter variation. If tlusvention is respected, it is possible
to attempt a drastic simplification of the intricate eigdneaexpressions into simpler forms,

still without any guarantee that the final expressions walldompact enough to be considered
useful or presentable.

The application of théR-algorithm in the transmission-line model showed no netixde ef-
fect of the system’s parameters and steady-state valugga@ctturacy of the solutions, which
remained at high levels in all of the examined scenarios. differences between cable and
overhead-transmission line had also no impact on the cgamee, even though that implied
large changes in the considered inductance and capacaatieedc-link. Unrealistic values of
the system’s unknowns were not examined but this would befaire scope of this thesis.

Some considerations on the accuracy of the algorithm areevemrisen when the complete
VSC-HVDC model is regarded. The parameters of the VSC-HVD&ieh examined in this
chapter were varied in an attempt to assess the accuracyawergence of the algorithm. Just
as in theSMT method, it was found that the value of the inductance of thegatsmission link
has the greatest impact on the convergence dfBialgorithm. In fact, the greater the value of
the inductance, the less accurate the approximation becantemore iterations are necessary
to achieve reliable results.

To demonstrate the effect of an increased inductance, soghé of Section[(6.1]4) and Section
(6.2.4) where the transmission link length is varied frorr620 km is repeated. Only now, just
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Fig. 6.19 LR-algorithm convergence for a high inductancdimic whose length is swept from 20-
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as applied in Sectiof (6.4.1), the cable is replaced by arheae line. Overhead lines typically
have much greater inductance per kilometer and much lowmacti@nce per kilometer than
cables of equivalent power and voltage ratings. The overlira used in this section has the
same characteristics as the one used in Se¢tion(6.4.1).

As mentioned earlier, Part A and Part B of BR-derived eigenvalue expression converge at
a different iteration rate. Fig. 6.19 shows a series of teswith a combination of Part A and
Part B, calculated at different iterations of the algoritlach row of figures features Parts B
stemming from the same iteration, whereas each column akfsgeatures Parts A of the same
iteration. It should be noted that

e the approximated results are based on expressions thanbaween subjected to any
symbolic simplification.

e the earlier results in Section (6.2.4) are based on the Higthexpressions of Parts A of
4 iteration and Parts B of'8iteration, as presented in Sectién (612.3).

It is interesting to observe that in all of the Figufes 6.J(a the approximated poorly- and
well-damped poles do not manage to keep a consistent movémed from their starting point
until the ending point. On the contrary, the expressionasgnting the poorly-damped poles
shows a good level of approximation for small values of thdimlc length, then diverges and
for large length values converges to the location of the tewatl-damped poles. The opposite
happens for the approximated well-damped poles. Therefii€isat approximation for low
cable lengths but then follows a great divergence until 8taxt converging to the exact poorly-
damped poles for high length values.

Figure[6.19(a) presents the results for A iteration Part A and '8 iteration Part B of the
eigenvalues. Any expression of higher iteration will bdidifit to be presented symbolically.
Both well- and poorly-damped poles feature the convergéetavior described earlier with
nominal magnitude erroiy nom below 20% only for approximately 0-100 km and 450-600 km
(the latter regards convergence to the opposite type oftholegh).

Higher iterations of Part A and Part B show that the convesgamproves for both poorly-
and well-damped poles but there is always a cable lengtlomeghere an approximated pole
starts to diverge and then follow the path of the other typpadé. This behavior persists even
after 100 iterations of the algorithm, but the previouslgaéed 'swapping’ between poles
occurs abruptly at a single dc-link length value. This psotleat theLR-method, in this case,
will finally follow accurately the true eigenvalues of thesggm, but a single expression in terms
of (6.30) or [6.311) is not consistent enough to describeusxetly a single type of pole (either
poorly- or well-damped). This is an aspect that did not ognuhe SMT method, where the
consistency is respected but the accuracy of approxima#onot be further improved.

6.5 Summary

In this chapter, th&MT andLR methods described in Chapter 5, were implemented in the cal-
culation of analytical eigenvalues expressions of VSC-HMielated state-space models. More
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specifically, both methods were applied to'a drder two-terminal VSC-HVDC transmission
system model, while theR method was further applied to th&rder model of an HVDC-
transmission link.

Regarding theSMT method, a number of valid conventions were used to simplié dtate-
space VSC-HVDC model from its original form, in such a wayttbaveral of the state-matrix
entries could become identical. This provided more comfinat expressions. The solution
of the eigenvalue problem requires the solution of nondirexjuations, which under a certain
convention can be simplified and solved. The accuracy ofdginplification was shown to be
the key factor determining the accuracy of the derived eiglele expressions.

As far as thd.R method is concerned, the entries of the original stateespaudels were mod-
ified in a similar manner as in th®MT method, to possess a plurality of identical terms and
provide compact final eigenvalue expressions. Additign#tle order according to which the
states were positioned in the state-matrix was re-arratayéatilitate a faster convergence of
the iterative algorithm. It was observed that the real anagimary part of complex conjugate
eigenvalues, achieve sufficient accuracy at different emgence rates. This behavior, along
with the fact that every additional iteration of the algbnit increases the complexity of the fi-
nal solutions, led to the practice of separately deriviregahalytical real and imaginary part of
complex poles from those iterations that provided sufficaacuracy.

Both methods demonstrated satisfactory results, witht@eeuracy in the expression of the
eigenvalues of the examined systems, for a wide variatiaronfrol and physical parameters.
Nevertheless, in the case of the two-terminal VSC-HVDC nhdatle SMT method appeared to
provide consistently increased accuracy thanfRenethod, especially for the poorly-damped
complex poles, which are of great concern during the desggaf such systems. This implies
that in relevant studies on two-terminal configuratione SMT method should be prefered to be
used as the tool of choice. The chapter is finalized by an ilgasn in the convergence of the
two methods, showing that the use of dc-transmission lindgslarge inductance per kilometer
(i.e. overhead lines) in the two-terminal VSC-HVDC modehyraffect the accuracy of the
analytical solutions, with th8MT results being less affected than those derived by Belrhe
same observation was however not made in the case of thamknirssion link eigenvalues,
where theLR method seemed to provide accurate expressions.

From an overall perspective, once the desired analyticgn®alue expressions are obtained
by one of the previous methods, it is possible to simplifyntite a great extent, in a way that
the resulting expressions are valid in a relatively smalgeaof parameter variation around a
nominal set of parameter values. Such an analysis may efiektended to a degree that only
one critical parameter is allowed to vary, making the sifigations even more drastic. As a
result, it may be possible to acquire such simplified fornat thesign criteria for an HVDC
system can be derived. This objective can be part of a futudy®n the subject.
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Chapter 7

Control investigation in Multiterminal
VSC-HVDC grids

The expansion of the point-to-point HVDC transmission aptento a multi-terminal arrange-
ment, broadens the possibilities for a more flexible powendfer between ac grids and pro-
vides the means for a reliable integration of dispersed)-bapacity renewable power sources
to highly interconnected power systems. However, moviogifa two-terminal to a multiter-
minal scale, increases the technical requirements andcaxhdglexity to the control strategies
that can be applied.

This chapter functions as an introduction to the ideasprsiand challenges behind the multi-
terminal concept, focusing on VSC-based MTDC grids. Exgstiontrol strategies are presented
and new types of controllers are proposed, aiming to enhidweceerformance of the system or
accommodate new power-flow needs that current solutions @idficulty in handling. Exam-
ples utilizing four- and five-terminal MTDC grids, demoratt the effectiveness of the proposed
controllers by comparing their performance to that of camal control concepts, both in
steady-state and in cases of large disturbances.

7.1 Multiterminal HVYDC grids

The use of HVDC technology has traditionally been restddte point-to-point interconnec-
tions. However in recent years, there has been an incredbe interest for MTDC systems,
given the technological advances in power electronics &@ ¥echnology, as well as the chal-
lenges that rise from the need for the interconnection gelgrower systems and the intercon-
nection of remotely located generation sites. An MTDC gystan be defined as the connection
of more than two HVDC stations via a common dc-transmissetwark. Just as the concept of
a conventional ac grid relies on the connection of multigaayation and consumption sites to
a common ac transmission system, the MTDC comprises obetathat inject or absorb power
from a dc-transmission system.
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Fig. 7.1 ABB’s HVDC grid vision in the 1990’s [88].

7.1.1 Technologies and initial projects

Since there are two types of HVDC converters (LCC and VSCY, types of MTDC grids
can be realized: an LCC-HVDC based and a VSC-HVDC based MTXC igybrid versions
combining the two technologies have also been introducedrsepts [87], but the operational
and protection challenges appear to be hindering factora faractical realization. The first
multi-terminal HYDC was an LCC-based system that was eistadd in Quebec-New England,
Canada, in 1990. The existing HVDC line of 690 MW was extenttedards north, over a
distance of 1100 km to connect a new 2250 MW terminal and allogt south, over a distance
of 214 km to connect a 1800 MW terminal. In 1992 a new 2138 MWihiral was added to the
already operational multi-terminal system. Nevertheldespite the potential of transferring
large amounts of power compared to the VSC technology, eper has shown that LCC-
based MTDC grids appear to have important difficulties frocoatrollability and flexibility
point of view.

The first time that an MTDC was installed using the VSC tecbggiwas in 1999 at the Shin-
Shinano substation in Japan. The system comprised of tHB€2NVDC terminals in back-to-

back connection and has been used for power exchange betieéno isolated 50 Hz and
60 Hz ac grids of Japan [36]. However, the lack of dc-transiorslines in the system, do not
render it an MTDC grid, in the conventional sense. Even thahegre is no "true” VSC-based
MTDC grid commissioned yet, the VSC technology has beemesitely used in point-to-point

connections, overcoming the technological limitationd disadvantages of LCC-HVDC and
proving that it can constitute the cornerstone of future NCT@ids.
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(@) (b)

Fig. 7.2 (a) ABB vision for a European DC grid [89], (b) DESHRT vision from 2009[[90].

7.1.2 Visions

The potential presented by the HVDC technology in bulk epérgnsfer over long distances,
triggered an early interest by the academic and induswialnounity for highly interconnected,
continental-wide, power systems. This was aided by an ase@ deregulation of the European
electricity market and the development and planning of tetgdocated renewable power-
plants, as different visions started rising regarding thare of power systems. In this context,
there is a requirement of a flexible system that is able tsfeara large amount of power across
the continent.

Inspired by the early advances in multi-terminal HYDC, ABBeady in the 1990s presented its
vision of the future highly interconnected, European-wpdaver system as shown in Fig. 17.1.
As observed, this plan considered the reliance of the Earopaergy needs on a bulk import
of renewable energy (from wind, solar and hydro power pldiggersed around the continent)
over a large mainland MTDC grid. The latter would constitateoverlying layer on top of
the existing ac-system. However, the available LCC-HVDéhimlogy of the time proved to
be a weakening agent, since it could not offer the power-flod grid flexibility required for
the realization of such an ambitious vision. The advancekenvSC-HVDC technology to-
wards the end of the decade, revived the ideas for large MTid3.gConsequently, similar
plans have been re-assessed and further developed by attiespe.g. the DESERTEC foun-
dation in Fig[ 7.2(B), while ABB presented its detailed ogpicof a European MTDC grid, as
in Fig.[7.2(a).

As a step towards the realization of large scale grids, dpfalgrids are expected to be initially
developed and connected to the main ac system. This willitestoncept and determine future
requirements for an expansion of the grids. Such a prop@sabken presented for a three-
terminal HVYDC grid in Shetland, UK, as shown in Hig. 7.3(a8)eNorth Sea is a location shared
by many nations and featuring high wind power potential. SEhproperties make it an ideal
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Fig. 7.3 (a) Example of possible three-terminal HVYDC gridJK [89], (b) EWEA vision from 2009
[91].

area to develop small-scale multi-terminal connectiorth wifshore wind power integration.
Several relative proposals have been made, as if Fig. [7.3(b)

7.2 Keycomponents for future large scale Multiterminal con
nections

The realization of MTDC grids presupposes the use of a numfb@mponents which are nec-
essary for the operational and safety integrity of the gi&igh devices are either not developed
yet or are in the final stages of their development, withoutrigabeen commissioned yet.

7.2.1 DC-breaker

Devices for switching and protection of dc grids are vitalgalize MTDC grids, especially for
meshed grids. A dc-fault affects the complete dc-transomsgrid and if the faulty segment
of the lines is not isolated, the entire MTDC system wouldehovbe taken out of operation.
Circuit breakers are widely used in transmission and dstion grids to interrupt short circuit
currents.

Figure[7.4(d) shows a schematic representation of a dc gddruvhere a dc-fault occurs as a
short circuit between the dc cables. Due to the terminal@apeof the VSC station, which is
charged aty in steady-state operation, the system on the left of the & be described by
a constant voltage source @ji. voltage, together with the impedance of the cable pair betwe
the converter and the fault location. The latter consisanoéquivalent resistané®apeand an
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Fig. 7.4 DC-fault conditions: (a) Schematic representatibdc grid under short circuit condition, (b)
Equivalent circuit of a dc grid under short circuit conditio

equivalent inductancecapie as shown in Fid. 7.4(b). Upon occurrence of short-cir¢bi,full
grid voltage appears across the equivalent impedanceidaoimg a very small value dR.apie
this voltage is approximately applied entirely acrbggye causing a fault currentyy; with a
constant rise ratéiy;/dt = Ugc/Lcable The grid inductance does not limit the fault current
which will keep increasing as long ag is sustained. For very low values bfapje (Which

is the case for dc-transmission lined)say;/dt may reach values of hundreds of kAls [92].
Therefore the fault current would rise to a very high valua short amount of time and needs
to be interrupted quickly.

The important fact for interrupting off short-circuit cents in ac system is the natural zero
crossing. Since the natural zero crossing of current doesaooir in a dc system, one important
guestion is how to interrupt short-circuit current or loagrent. In [92], a brief overview of the
concept of dc-circuit breakers is provided but no actuailgtess The only HVDC breaker whose
operational effectiveness has been verified, was presegt@®B [93] and is ready for actual
implementation. The principle of operation of this brealeshown in Fig[75. The hybrid
HVDC breaker consists of three essential components: adoadnutation switch (LCS), an
ultra fast mechanical disconnector (UFD) and a main breakérsurge arresters in parallel.

In normal operation, the load current flows through the ddd&D and the LCS. When the
dc-fault occurs and the control of the system detects iththe breaker is switched on and
the LCS is switched off (with this sequence). As a result,hHigh fault current can now keep
flowing through the main breaker and UFD can be opened safelgrwirtually zero current
and without the fear of an arc across it. Finally, the mairakee is switched off and the fault
current flows through the highly resistive surge arrestaeasduickly limit and finally extinguish
it. The complete fault clearing time is in the range of ms (] [@@ntions 2 ms).

7.2.2 DC-DC converter

The interconnection of ac systems with different magnisudeoperating voltages is easily
performed through the use of transformers. In the futureDi@grids may be developed with-
out necessarily following the same direct-voltage spetiimis. Given the benefits of having
interconnected power systems, from a power stability arvdepanarket perspective, the pos-
sibility of interconnecting such grids would prove invabla A lack of adequate concepts for
transforming direct voltages in high-power dc grids is ohthe major challenges for the real-
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Fig. 7.5 Hybrid HVDC breaker operation principle: (a) notdead current path, (b) fault initiates oper-
ation, (c) LCS interrupts and commutates the current to thmforeaker, (d) the main breaker
interrupts and commutates the current to the arrester.

ization of interconnected MTDC grids of different voltaggings. This requirement has been
highlighted in [94] where a benchmark for future dc-gids bhasn suggested.

DC/DC converters have extensively been used in variousviotage/low-power applications
such as switched power supplies for electronic applianday. simple topologies are usually
considered like the classic buck or boost converters. Ratively higher power applications,
different topologies have been developed using DC/AC/Dlmgies with a medium or high-
frequency ac-link as discussed in [95] and|[96]. The genstraicture of these converters is
shown in Fig[ ”Z.6. A medium/high frequency ac link includetsaasformer to step up or step
down the voltage between the dc-input and the dc-output seeilting in an advantageous
galvanic isolation, especially for high power applicasomhe frequency of the ac link depends
on the power level and varies between a few kHz to several MHz.

The galvanic isolated DC/DC converter consists of an imreat the input side, transforming
the direct voltage into an alternating voltage of a certadgfiency. In contrast to conventional

w R0
dcl Vdc2
—l /MU =l .

Fig. 7.6 General topology of a galvanic isolated DC/DC coware
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converter applications for grid connections or drives,rausoidal output is not needed in this
kind of devices. Consequently, the frequency of the outpwicdtage is equal to the switching

frequency resulting in a rectangular waveform applied sottansformeri[97]. This makes fil-

ter elements unnecessary. The high operating frequendg teaa significant reduction in the

volume of the transformer. Finally at the output side, aifiectis connected to change the alter-
nating voltage at the output of the transformer into a divettage. For a bi-directional power

transfer, both converters should have the form of an actiggfier.

Presently, DC/DC converters are available for power letbelsveen a few kW up to 1 or 2
MW [98]. It should be mentioned that although in the work [08]9a total output power of
1.5 MW has been realized, the converter has a modular steuatiiere each module has an
output power of only 0.19 MW. This power level of a single mtedis significantly lower than
the requirements in HVDC grids, where the nominal power egnfgom several hundreds of
MWs up to GWSs. Three-phase topologies offer significant athges for high-power appli-
cations [99]. Furthermore, standard three-phase tramsfocores are available with various
materials, reducing the total volume of the system. Sunumayithese aspects, three-phase
topologies seem to be the most advantageous concepts wimgnused in a multi-megawatt
DC/DC converter[92].

7.3 MTDC-grid topologies

Several types of MTDC connection concepts are possible testeblished in practice, each
presenting a number of advantages and drawbacks. The mpsttant of these designs and
probable to be actually implemented are summarized below.

Independent HVDC links

This grid configuration, presented in F[g. 7.T7(a), followag ttoncept of having a grid with
independent two-terminal HVDC links where a cluster ofistad are located in the same geo-
graphical area, sharing the same ac busbar. In this caies albnnections are fully controllable
without the need of a centralized control to coordinate théans. It may consist of a mix of
LCC- and VSC-HVDC links, operating at potentially diffeteroltages. This setup is ideal to
incorporate existing HVDC lines into an MTDC grid and has eed of dc-breakers.

Radial grid

Owing to the simplicity of the design and the possibility feo a sufficient level of power-flow
flexibility between multiple stations, the radial grid tdpgy presented in Fig. 7.7(b), will most
likely be applied to the majority of the first MTDC grids. Itdesigned like a star without closed
paths forming. The reliability of this configuration is lomthan the other type of connections
and in case of a station disconnection, portions of the dtapuld be "islanded”.
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Fig. 7.7 MTDC topologies: (a) independent HVDC links, (bdlied connection, (c) ring connection, (d)
meshed connection.

Ring grid

The ring topology, shown in Fig. 7.7{c), connects all coteestations in a closed serial cir-

cuit, with each converter featuring two dc-connectionstteeostations. The advantages of this
connection type lie on the simplicity of the constructiord aperation. However, this type of

connection suffers from low reliability and high losses tluéhe long transmission lines (if the

geographical location of the stations is big), which areessary to close the grid loop. The
impact of the latter is intensified in the presence of remtatgans which need to be connected
to the rest of the grid with two separate dc links.

Meshed grid

The meshed grid topology is presented in Fig. 7]7(d). Asritloa observed, this type of grid
constitutes a "dc” replica of an "ac” transmission systemrdducing redundant paths between
dc nodes. An additional advantage of this connection schemhat a station may be added on
certain point of an HVDC link with a separate cable connegtigithout the need to interrupt
the initial HVDC link and introduce the station at the intgstion point. The meshed MTDC
grid allows multiple power paths between dc nodes, incretdseflexibility of power exchange
between the respective ac nodes, increases the overabili&}i and reduces the shortest con-
nection distance between two nodes in the grid. Howevemaemuence of these features is the
need for advanced power flow controllers and an increaseeindhle cost since more (and po-
tentially long) connections need to be established. Furibee, the use of dc-breakers at every
station is considered necessary to ensure the viabilitgegtid in case of dc-faults.
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Fig. 7.8 Voltage-margin control in a three-station MTDCdgiThe desired operating point is indicated
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7.4 Control of MTDC grids

The voltage and power control within a VSC-MTDC grid has baeihallenge, given the task
of coordinating a large number of stations with the final obye of establishing a desired
power flow in the grid. A limited number of solutions have b@eaposed so far, with the most
important of those being theoltage-margincontrol and theévoltage-droopcontrol. Altered
versions of these fundamental control strategies are émttyufound in the literature, but the
core of their philosophy remains the same.

7.4.1 \oltage-margin control

The voltage-margin method presented in[36,37] suggeatgdch converter follows a voltage-
power pattern where, according to the dc-grid voltage |@hel converter can be automatically
assigned duties of either direct voltage or constant poaeircl. There can only be one direct-
voltage controlled station operating in the complete MTD{d.g

An example of the method can be demonstrated in[Eig. 7.8,engrid of three converters is
considered. The direct voltage of the grid in steady-statelitions can vary betweeycmin
and Ugemax- Assume that a power flow plan requires Station 1 to inject WO to its ac-
side, Station 2 to inject 300 MW to its ac-side and Station Bject 400 MW to the dc grid
(guaranteeing the power balance), while the voltage of tltkig maintained at a level afqc 1
(assuming very small voltage deviations around this va&restation terminal to allow dc power
flow). Once the stations have been started-up and brouglgriheoltage to an initiabgc min,
each of them follows their custom voltage-power patterncaigd in Fig[ 7.8. The system then
reacts in the following steps.

1. Stations 1, 2 and 3 are dictated to inject +300 MW, +200 MW 4500 MW of power
to the dc grid, respectively. This gives a net power of 1000 k&¥sfered to the dc grid,
causing the direct voltage to start increasing.

2. When the direct voltage reacheg; 3, Station 1 becomes direct-voltage controlled while
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Stations 2 and 3 keep injecting +200 MW and +500 MW to the dd, gespectively.

3. Station 1 changes its power to maintain the direct voltage power balance until it
reaches -100 MW which is not enough to compensate for the WA@0injected by the
other stations. This causes the direct voltage in the gridd@ase, exceedingc s, and
Station 1 becomes again power controlled injecting 100 M\istac side. The net power
in the dc grid is now constant at +600 MW and the direct voltagthe grid increases
constantly.

4. When the direct voltage reacheg », Station 2 becomes direct-voltage controlled, being
able to support a dc power from +200 MW up to -300 MW. This is emdugh to com-
pensate for the combined power of +400 MW, injected to therdtlgyy Stations 1 and
3. This causes the direct voltage in the grid to increasesexkogugc», and Station 2
becomes again power controlled injecting 300 MW to its ae.sidhe net power in the dc
grid is now constant at +100 MW and the grid voltage increasestantly.

5. When the direct voltage reachegg 1, Station 3 becomes direct-voltage controlled, being
able to support a dc power from +500 MW up to -500 MW. This istggioto compensate
for the combined power of -400 MW, injected to the dc grid bgtlins 1 and 2.

6. The system stabilizes with Station 1 exporting 100 MW @it side, Station 2 injecting
300 MW to its ac side and Station 3 keeping the direct voltagey@ while injecting
400 MW to the dc grid. This matches the desired power flow st@na

If Station 3 is lost, Stations 1 and 2 keep injecting powe@®-WW and -300 MW, respectively,
to the dc grid. This gives a net power of -400 MW, which caus$esdirect voltage to start
decreasing. Once the latter reachgg,, Station 2 becomes direct voltage controlled while
Station 1 is still in power control mode, injecting -100 MWagon 2 can provide a power of
+100 MW to bring a power balance while maintaining the voltagugco. The system thus
stabilizes.

Concluding, the voltage-power curves of the stations caddsegned in such a way that in
case a station is lost, another station will automaticagume the control of the direct voltage,
which is vital for the survival of the MTDC grid. The inheretdisadvantage of the method is
that the single station which is in direct-voltage contrade, has to bear the possibly large
changes of net power that could occur following the loss dataan.

7.4.2 \oltage-droop control

A method sharing some common traits with the voltage-magginirol but overcoming its dis-
advantage of having a single station bear the changes obnetrffollowing the loss of a station,
is the voltage-droop control. This method follows a simdancept with the frequency-droop
control of synchronous generators being simultaneousiyected to an ac grid. In this case,
the change of grid frequency causes all generators to reaetms of power, with the indi-
vidual contribution being decided by their frequency-podeop characteristic. In the voltage
droop control, the change in the direct voltage in the dc gaalses the MTDC stations to react
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with a change of their power transfer. The method was ityt@démonstrated in LCC-MTDC
grids [38] and later adapted for VSC-MTDC grids for offshari@d power integratiorn [39,40].

An example of the applicability of the method is shown in . The scenario is the same
as in Section[(7.4]11). Once the stations are started up andirbct voltage of the grid reaches
Udcmin, all three stations inject power into the dc grid, raising Woltage. At a voltag@qc 1,
Station 1 exports 100 MW to its ac side, Station 2 injects 30 kb its ac side and Station
3 injects 400 MW to the dc grid. This means that the net poweoninto the dc grid is zero
and the direct voltage is stabilized. Assume now that theagel momentarily decreases. The
stations will then follow their droop curves and as a ressiations 1 and 2 will decrease their
export of power to their ac sides while Station 3 will injecora power to the dc grid. This
implies a positive net power injection to the dc grid, cagdime voltage to increase. In the same
manner, if the direct voltage exceeglg 1, Stations 1 and 2 will increase their export of power
to the ac grid, while Station 3 will decrease its injectiorpofver to the dc grid. This will cause
a deficit of net power to the dc grid, causing its voltage taease back to its original position.

Assuming for example that Station 3 is lost, Stations 1 ande2stll extracting power from
the dc grid. This implies that the grid voltage will start dpong until a valueugcnew Where
P1(Udcnew) + P2(Udcnew) = 0. Itis obvious that such a point exists abaygmin because at that
voltage level both surviving stations are already injegoower to the dc grid, stopping any
further decrease ing; and start raising it again. It is evident that in cases of pasanges in
the grid (such as the loss of a station), all surviving drooptlled stations contribute to the
new power distribution instead of just one station as in thleage margin control.

Voltage-droop controller

The steady-state droop curves illustrated in Eig] 7.9 regaicertain type of control in the
MTDC stations, with two possible options presented in Ei@07As it can be seen, the core of
each controller can be either a conventional direct-vel@antroller (DVC) or an active power
controller (APC). In Fig[ 7.10(&), the droop control can ige in a way that an error between
a power setpoinPsePNtand the actual power floR?““a of the converter (corresponding iy

Udc,max---

Odc1 ——

Ude,min =~

P

~100MW a -300MW i a00MwW |
'Pl,rated Pl‘rated 'PZ‘raled Pz,rated 'P3,rated P3,raled

Station 1 Station 2 Station 3

Fig. 7.9 Voltage-droop control in a three-station MTDC grldhe desired operating point is indicated
with ’ x’.
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Fig. 7.10 Droop controllers and steady-state voltage-paueve.

that is measured at the phase reactor as defined in Chaptewvi)gs a corrective droop signal,
weighed by the droop constdntto a DVC which without the added droop signal tries to follow
a direct-voltage setpoint af5*"™™as reference. In steady-state, and assuming that therimite
at the output of the DVC has not been saturated, the totat empor to the DVC will be zero, or

Uggtual (Psetpoint > K Usetpomt
Uggtualz <Psetp0|nt Pactual) K+ Usetpomt (7. 1)

This relation expresses the angled droop line in[Fig- 7)1 @(eere the poinf PsetPoint (3ePoiny

is a point along the droop line and the p&pactual uggt“aﬂk are the actual power and direct
voltage conditions at the specific station. At the same titme tangent of the droop line will
be equal to—k. What this implies is that once the setpoint pair and the plroanstant are
defined, if the actual powd?®@ the VSC will regulate the voltage at its dc terminals to be
equal touaCt“a' which is found by the intersection of the defined droop caneéP2° @ From

a dlfferent perspective, if the power flow is different tHa§§P°" the DVC tries to follow the
voltage reference e ™ modified by a value of PSePoint_ p+) k, which is added to the latter.
This acts like loosening the action of the integrator in theéCDand instructs the controller
to follow a slightly different voltage reference tha@cwa' with the choice ofk affecting the
magnitude of the deviation.

In a similar manner, the same droop action can be achieved B¥& which is trying to follow
a referencePSetPoint modified by the weighted error 5™ vactua) /i This controller is
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shown in Fig[ 7.10(b) and the steady-state relation betwekages and powers is given again
by (Z.1). This means that the DVC- and APC-based droop certsmperate on the same droop
curve and produce the same steady-state results.

In an MTDC with a number of droop-controlled stations, theick of setpoints for each con-
verter dictates how the steady-state power flow will be distadd. If the desired power flow
and the direct-voltage at the terminals of a selected ctewvare known, it is possible to execute
a power flow calculation in the MTDC grid so that all the neeegsactual powers and direct
voltages at the terminals of each station are evaluated.CHhiulation should take into account
losses on the dc lines, the filter inductor, added harmonergiland the converter itself. If the
resulting power and voltage pairs are provided as setptoritse MTDC converters, the grid
will settle with actual power and voltage values being id=ito the given setpoints, regardless
of the choice of droop constant for each station. This is agswtool in the accurate control
of the MTDC grid.

Contingencies and secondary control

Once a scheduled power flow has been established in the doowmwlbled MTDC grid, any
unplanned changes to the grid structure and operationalitcmms will set a new power and
direct-voltage balance. As an example, the loss of a statitime unpredictable influx of power
by a station which is connected to a wind-farm will cause atainchange in the net injected
power to the dc grid. The direct voltage of the grid will thusange and all droop controlled
stations will follow their voltage-power droop curves,ezibg their power outputs until the
system reaches a state where the net injected power is z&thewoltage settles. The reaction,
in terms of power, of each station to a given voltage changdefined by the slope of its droop
curve and therefore its droop const&niThe steeper the curve (largk the stiffer the station
will be in terms of power change. This is an important infotima regarding the prioritization
of stations in the system during contingencies, in casetisea demand for selected stations to
preserve their power transfer as much as possible.

Following such unexpected events, it is obvious that theesy®perator would desire to restore
part of the initial power scheduling or establish a totalgmwnplanned power pattern. Conse-
qguently, there is a need for a secondary, higher level cbrithis will monitor the conditions
of the grid, communicate with all the stations, take intocact the needs of the system oper-
ator and give localized orders to the stations to adjust tr@iage-power curve settings until
the complete grid reaches the desired steady-state. yd#a#i controller should solve a new
power flow problem in the MTDC grid and provide the stationgwiew setpoints. The authors
in [100,101] suggest similar types of secondary contrsligithout the need for an accurate
solution of the power flow problem, with sufficiently good ués nonetheless.

7.4.3 Control strategy for connections to renewable powerlants

An important area of application for MTDC grids includes #ennection of distributed and
remote renewable power sources to the ac grid. The role MeC grid would consider the
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collection of power from the power plants and a planned tadigion of the latter to selected ac
grids. However, the power in-feed from intermittent sosyeag. offshore wind-farms, cannot
be accurately predicted. Therefore, it is not possible toasgreselected power flow and an
MTDC grid relying entirely on voltage-margin or droop casitcannot be established.

An MTDC station that is connected to a cluster of such powerass would have to be ope-
rating as a fixed ac voltage source to which the power plantddvoonnect and inject all
their available power. This control strategy is exactly $aene as the one used in existing two-
terminal VSC-HVDC connections to offshore wind-farms![38]the amount of neighboring
power plants is large, it could be desired to have more th@aNfDC converters connected
to it. This would provide the MTDC operator with the flexilbylito select how the power is
going to be shared among the converters for a more efficiem¢pdistribution, but also offers
redundancy in case a connected converter is lost. In this ¢ths power plant cluster would
not necessarily have to shed its power and shut down but weipoould be absorbed by the
remaining stations, if the power rating of the latter allotv#f the produced power exceeds the
capacity of the remaining connected stations, a portiohe@power sources could be shut down
but the rest can remain connected.

For such a power flow scenario, the MTDC stations connectetieégower source cluster
should follow a control strategy similar to the one employed conventional ac grid. There,
multiple synchronous generators are connected to a commarié and each of them is
frequency-droop controlled via a governor, sharing thé laxiations according to their droop
setting. In the same manner, the connected MTDC stationgdwmel acting as virtual syn-
chronous machines [102], with a droop setting to controlwlag the stations share power
during variations from the cluster or when an MTDC statiolog.

On the other hand, the stations connecting such an MTDC gritié¢ external ac networks

should operate under the assumption that there is an ucpabbti amount of power injected to
the MTDC grid. A solution to the problem is suggestediin [108here all these stations are
featuring direct-voltage droop control with power setpgsiequal to zero and common voltage
setpoints. As a result, when there is no influx of power from plower sources, the affected
MTDC stations establish a common voltage to the nodes of ¢hgrid, ensuring zero power

flow between the dc lines. When there is power influx, the samat@as will react based on

their droop curves, sharing the power according to the ewiithe droop characteristic at each
station.

7.5 Controller offering direct-voltage supportin MTDC gri ds

Within the droop-control context in MTDC grids, a modifiedodp controller is proposed at

this stage that can be utilized by any voltage controlleddisd constant-power controlled

stations connected to the grid. The benefit of such a coatrlds in the fact that contrary to

a conventional constant-power controlled station, theaiigbe proposed controller offers the
possibility of controlling the grid voltage during contieigcies while ensuring the transfer of the
requested power in steady-state conditions. The priregfleperation and simulation scenarios
proving the effectiveness of the proposed controller aesgmted in the following sections.
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7.5.1 Direct-voltage support in MTDC grids

Abrupt and unscheduled power changes may occurs in an MTIC Igr these cases, the
MTDC stations that are droop-controlled will react accogio their droop curves, in an effort
to support the stiffness of the direct voltage in the grid bgrang their power transfer. It is there-
fore deduced that a plurality of droop controlled stationghe grid increases the direct-voltage
support.

Some of the stations in the grid may however operate undetaonpower control, without the
provision for a droop functionality. These stations wijl to sustain their power transfer before
and after an unexpected power change in the grid. While $themneficial from the scope of an
uninterrupted power transfer, it reduces the ability tacilyi support the direct-voltage stiffness
of the grid. It is essential that as many stations as possitaege their power during such events
so that large direct-voltage fluctuations with dangerotigiyh peaks, which could damage the
grid equipment, are avoided or quickly damped. The powetrotbed stations cannot provide
such an assistance to the grid.

7.5.2 Controller for direct-voltage support in MTDC grids

A controller, which can be used to solve the problem of prmgdadditional voltage support
to an MTDC with droop-controlled and constant-power califgbstations, is proposed in this
section. The same type of controller can be used in all ststids main design features are
shown in Fig[.Z.IM1. It constitutes a cascaded structuremdan be divided in two main parts.
"Part 1" is a Pl-based constant-power controller while tR241is a Droop-based Direct-Voltage
Controller (D-DVC). A selector is used to activate or deaate Part 1, setting the operation
of the complete controller to a constant-power or droopt@dmode, respectively. When Part
1 is activated, the controller is in its complete form andddr@ssed to as "Power-Dependent
Direct-Voltage Controller” (PD-DVC).

Voltage-droop control mode

In the Voltage-droop control mode, the controller redudsslii to the D-DVC Part 2 of the
complete controller of Fid. 7.11. This structure is similarthe standard droop controller as
depicted in Fig[ 7.10(f), but encapsulates a number of @sarithe voltage control is not per-
formed on the direct voltage but rather on the square of titer|& his is in accordance with the
description of the direct-voltage controller describedgction [2.4.8) and suggested inl[43].
Following the same controller design, a power-feedforwarnh is included where the dc power
Pyc of the converter is fed-forward through a low-pass filtg(s) = as/(s+ ar) of bandwidth
a.

The direct-voltage controller in Section (24.3), whichrédhacts as the core of the complete
droop controller, was designed to have only a proportional i§,. A key feature in the present
controller is the manner in which the droop mechanism isnpo@ated. Similar to the frequency-
droop in synchronous generators connected to ac grids,rdugds here desired to have an
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Fig. 7.11 Power-Dependent Direct-Voltage Controller: Gomplete structure of the controller, (b)
Droop mechanism for linear relation between power and sgoéithe voltage, (c) Droop
mechanism for linear relation between power and voltage.

impact only on the integral part of the direct-voltage colér, affecting its steady-state output.
Therefore, unlike the conventional design in Fig. 7.70ag,droop signal in the D-DVC is af-

fecting the proportional part of the Pl but operates exgkigion the integral part. In this way
a great part of the closed-loop dynamics represented byrtdpogional part (as the controller
without the droop was originally designed) remains unaéfdc

Regarding the droop mechanism block, there are two optiwatscain be selected. The first is
shown in Fig[7-T1(®), with the value amplifying the erRSfPoint_ pactudlheing a droop con-
stantk, exactly in the same way as in the conventional droop of[Ei0(&). However, if this

is applied the controller would impose a linear connectietwieen the steady-state power and
the square of the voltage, rather than the power and thegeoHa is observed in the conven-
tional droop controller. Instead, the relation between @oand the voltage will now be cubic.
Nevertheless, given the small deviation region of the divettage in operational conditions,
the cubic curve is still close enough to the linear curve anghdnotonous. The latter is more
important than the linearity for the droop concept to fumetin a grid application. As such, the

168



7.5. Controller offering direct-voltage support in MTDOdp

droop mechanism can be still designed with a droop constant.

If the linearity between steady-state direct voltage and/@power are to be respected, the
droop mechanism should be modified. Starting from the likeaop curve described ib(7.1),
it is possible to derive the following relation

actual __ setpoint__ pactua setpoint
paetal— _ (psetpoint_ pactual)  _ ) S=POIM ,
( Ug((::tua52 _ [_ (psetpoint_ pactuab k— U;gtpomﬂ -
) . ) )
actuah2 __ setpoint setpoint/ 5setpoint__ pactual setpoint__ pactual 21,2
(Udc b - (Udc ) +2Udc (P pont—p 5k+ (P pont—p b k=

( Ug(t:atpoint)2 B ( Uggtual) 2 I Zusgtpoint(Psetpoint_ Pactual) K (Psetpoint_ Pactual)2 k=0 (7.2)
This form is now compatible to be used in the droop contradfeFig.[7.11(d) and the droop
mechanism is modified to the one presented in[Fig. 7.11(c).

Constant-power mode

During this mode, the PD-DVC controller of Fjg. 7.11(a) ates in its complete form including
Part 1 and Part 2. This is a composite structure consistinlgeoD-DVC, with the addition of
a standard active-power Pl controller adding its outpubhalido the voltage error of the D-
DVC. Actively adding a constant to the voltage error is eglént to manipulating the setpoint
L3P As a result, the voltage-droop characteristic curve wontde in a parallel motion to

a new position.

Assume that a power-flow solver has calculated the necessgpwints for the stations of a dc
grid, including a constant-power controlled station. g on the latter, its power setpoint
PSEtpOi_”tis set equal to its desired constant power referdticavith its direct-voltage setpoint
v5eP*"peing provided by the power-flow solution. These values arengto the controller of
Fig.[7.11(d) and the station will ideally settle to a steathte ofPactual= psetpointgpngyactual —

LSO if all the other stations are provided with setpoints frdre power-flow solver). This
point is indicated with %” in Fig. [7.12, located on the droop curve of the station. hagiced
that Part 1 of the controller has not contributed at all irchéag this steady-state and its output

is equal to zero.

If a contingency occurs in the MTDC grid (i.e. a station ist)pthe droop-controlled stations
react by following their droop curves in order to support Woétage stiffness of the grid and,
as a result, re-adjust their steady-state power transféses.station with the PD-DVC would
react as well due to its droop characteristics, alteringdtser momentarily. However, in the
new condition of the grid, the setpoint pgiPsetoint y3eP°™ cannot be followed anymore.
Nevertheless, there is a request to respect the power seiiporder to ensure constant steady-
state power transfer. At this stage, Part 1 of the contra&culates a necessary corrective
signal, which is added to the error at the input of the droagratler in Part 2. This operation is
equivalent to the active calculation of a new voltage setidny an external master-level control,
with the added advantage that it is performed locally. Cqueatly, the change in setpoints
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Fig. 7.12 Operation of the PD-DVC before and after a conticgen the MTDC grid. <" indicates the
pre-contingency steady-state point whisé indicates the post-contingency steady-state point.

caused by the PI controller of Part 1 moves the entire drogpacieristic along the voltage
axis, as illustrated in Fi§_7112, until the pair@TP"and an adequate voltage setpoint, which
will allow the flow of PSetPintin the grid, can be found on it. This new point is indicatechi”

in Fig.[7.12. From the previous analysis it is also clear thatontroller will operate seamlessly

in pre- and post-contingency conditions, even if a randgf*°™is originally provided.

7.5.3 Comments on the PD-DVC
Based on the description above, when the selector is sesditqpo’l”, the controller is able to

1. accurately maintain a given power reference without teednof communication with
other stations

2. retain the ability to provide voltage support during @ogéncies, in a way dictated by its
droop constant.

To achieve such characteristics, it is necessary to delsggRltbased power controller of Part 1
so that the active power dynamics are slower than the duw@tdge dynamics, corresponding to
the design of Part 2. This allows the droop function to actkjyiduring a contingency without
being in conflict with the slower active-power control, wihiwill restore the correct power flow
at a slightly later stage. This is compatible with the corivaral design of a two-terminal VSC-
HVDC link where the direct-voltage control is designed tangch faster than the active-power
control.

Another comment regards the measurement of the actual feA#&® input to the controller.
It is possible to measure this power eitheiPasat the dc-side of the station or Bgat the ac-
side of the station, as shown in Fig. 2.16. These quantitiksliffer due to the system losses.
Therefore, depending on the location of measufAg'@ the power setpoin®SePointshould
be calculated accordingly, to account for these lossesi$nGhapter, it is chosen to identify
pactialyyith Py,
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Fig. 7.13 Testing configuration of a five-terminal VSC-MTDfGdy
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7.5.4 MTDC model-setup

The effectiveness of the PD-DVC will be verified through sled power-flow and contingency-
event simulations. For this purpose, a five-terminal MTD(@ g considered. This is an ideal
testing platform since it offers the possibility to simulépusly set a plurality of stations in
pure droop control and constant-power mode. For simplicitsl of the simulations the HVYDC
converters as well as their supplementary components [jogupductor, transformer, ac-filters
and dc-side capacitor) are considered identical in termatwfgs and physical values and their
properties are described in Tablel2.2. Any converter enipdpg droop functionality features
the same droop characteriskicequal to 2.5%. The layout of the five-terminal VSC-MTDC grid
is presented in Fid._7.13, where for visual reasons a dcgaieis shown as a single conduc-
tor. The grid is divided into distinct sectiohg-L7 of overhead lines with assigned lengths of
L1=25 km,L>=50 km,L3=100 km,L4=50 km,L5=100 km,Lg=70 km and_7=30 km.

7.5.5 Power-flow studies

At this stage, the functionality of the PD-DVC in establisfpia desired power flow to the
previously described MTDC grid is demonstrated. The cdietref Fig.[7.11(d) is applied
to all the stations. Among them, Stations 1, 3 and 4 are ssldct operate with the selector
in position "0”, effectively turning them into pure droomiatrolled stations while Stations 2
and 4 have the selector in position "1”, being constant-paeeatrolled. The gain values of the
PI1 controller in "Part 1” of the PD-DVC are chosen appropeiato provide a setting time of
approximately 1 s for a power-step reference. The droop areésim is chosen to be the one in
Fig.[7.11(c) ensuring a linear relation between voltage @owler change. For the purpose of
this example, all stations are connected to infinitely ggrgnds, which are thus represented by
400 kV voltage sources.

A selected power-flow schedule dictates that the active paveasured at the PCC of Stations
2, 3, 4 and 5 should be equal to -400 MW, 400 MW, -300 MW and -200, Mespectively.
The direct voltage at the terminals of Station 1 is choserakguthe rated value of 640 kV.
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The reactive-power contribution from the stations is sdl.tBased on these requirements and
using performing a dc-power flow calculation, it is possilolealculate the necessary setpoints
psetpointand u$eP™ provided to the stations, such that the desired power flowheilestab-
lished. These values are presented in Table 7.1.

The performance of the complete system is here evaluatashisittons when there is a prede-
fined power schedule and when unexpected power changesceeto changes in the demands
of constant-power controlled stations. A related power fi@attern is implemented in stages as
described below

1. Initially, all stations are provided witRS€®*°"=0 MW and Ujﬁtpomt—-640 kV so that there
is no power flow and the direct voltage of the MTDC is 640 kV atrguneasured point.

2. Between t=2 s and t=2.3 s, the setpoints of the stationirezarly ramped from their
previous values to the ones in Tablel7.1.

3. Att=4 s, the power setpoint of the constant-power colgdoStation 2 is changed step-
wise toPSetPoInE_600 MW.

4. Att=5.5s, the power setpoint of the constant-power odietl Station 2 is changed step-
wise toPSetPoinEQ My,

The results of the simulation are shown in Fig. 7.14 wherePif8°Mreferences of Stations 2
and 4 are depicted as well.

As expected, when all stations are provided with the caledlgaetpoints (until t=4 s), the steady-
state power and voltage match the given setpoints. At t=#a$i08 2 is given a power-setpoint
step-change, which follows accurately. At the same timati&t 4 reacts slightly due to the
droop functionality within its direct-voltage controllbecause there is a momentary change in
the grid voltage conditions, but quickly settles back taitshanged power setpoiRfePoint.
300 MW, as dictated by the constant-power setting of its al/eontroller. The pure droop
controlled stations however react based on their droopesuand since there is an unexpected
increase in the exported power from the grid, they have topsorsate to restore a power bal-
ance.

TABLE 7.1. SETPOINTS TO THE STATIONS
Station PSe®oniMW] 03T POMkV]

Station 1 515.472 640

Station 2 -400 638.166
Station 3 400 639.794
Station 4 -300 634.691
Station 5 -200 635.537
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Fig. 7.14 Active-power and direct-voltage response of atiéveninal MTDC grid using the PD-DVC. A
preselected power scheduling is applied, followed by comsee power steps at the constant-
power controlled stations.

As a result, Station 5 reduces the power it exports and $taficand 3 increase the power they
import to the dc-side.

In the same manner, the power setpoint of Station 4 is chatogezto at t=5.5 s and it promptly
follows it, with Station 2 briefly reacting to the sudden risevoltage in the grid (as there was
an unexpected reduction in exported power) but quicklyesettack to its unchangdefetPoint.
600 MW. The droop controlled stations once again react basdteir droop curves to resore
the power balance.

Overall, the simulation verifies the functionality of the #I¥C in an MTDC grid, achieving
simultaneous operation of three droop-controlled statiammd two constant-power controlled
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stations.

7.5.6 Dynamic performance under fault conditions

The performance and direct-voltage supporting propedfethe PD-DVC are demonstrated
through fault studies on the ac- as well as the dc-side. Téteskes are performed on the same
five-terminal MTDC grid as described in the previous sectfeaturing three droop-controlled
and two constant-power controlled stations. The objeaivine fault study is to compare the
performance of the PD-DVC to that of an active-power PI caligr that would conventionally
be used to ensure constant power flow. As such, two types of GAgEd control strategies are
tested:

e "Control Strategy 1": All stations feature the PD-DVC of Hig11(a).

e "Control Strategy 2”: The constant-power controlled stas feature regular Pl control
with a rise time that is chosen to be close to the one achieyduebPD-DVC in "Control
Strategy 1”. The other stations are chosen to operate watlptbposed PD-DVC in D-
DVC mode (selector in position "0").

For consistency purposes in both the ac- and dc-side faeitasos, the following common
settings are chosen:

1. The stations are set-up exactly as in Section ([7.5.5} ®tations 2 and 4 being in
constant-power control mode and the setpoints to all theataprovided as in Table 7.1.

2. The ac-sides of all VSC stations are connected to infiniseb apart from the stations
close to which the faults occur. These are connected to anéofgShort Circuit Ratio
(SCR) equal to 2.

3. DC-choppers have been omitted in order to observe thedynm@mics of the fault phe-
nomena.

4. The vector of the reference curremgq));‘nax to the current controller of all stations is
limited to 1.0 pu.

5. The reactive power reference is set to zero for all station

AC-side fault scenario

The distance of the fault location from the VSC station teras has a large effect on the
response of the station. The closer the fault is placed t& 8@ station, the more fault current
contribution is bound to come from the station rather thandbnnected ac-network. In the
present simulation scenario, the fault is chosen to be doceliose to Station 2. Namely, the
equivalent grid impedance of the associated ac-networictwias been calculated for SCR=2)
is splitinto two parts in series connection. The first onejisae to the 80% of the grid impedance
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Fig. 7.15 Active-power and direct-voltage response of the-terminal MTDC grid using the "Control
Strategy 1" and "Control Strategy 2” schemes. An ac-sidé faapplied close to Station 2 at
t=3s.
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and is connected to the infinite ac-source while the othdripaquated to the rest 20% of the
impedance and is finally connected to the VSC station terdsiidasmall resistor is connected
between the connection point of the two impedances and tfte, #arough a breaker.

While being in steady-state conditions, the breaker clas¢s3 s and then opens after 50 ms.
This causes the voltage at the fault location to drop to apprately 22% of the original 400kV.
The power and direct-voltage response of the system fonibdifferent types of control strate-
gies is presented in Fig._7]15. For the "Control Strategy@®@itml mode, the power references
of the inverters are closely followed throughout the evapgrt from the immediately affected
Station 2 which experiences a great power change. The resmdrthe droop-controlled sta-
tions is fast and the initial power flow is quickly restoreteatthe fault is cleared. On the other
hand, the direct-voltage, at the beginning and the cleaninige fault, exhibits large magnitude
deviations followed by relatively poorly-damped high fuemcy components.

When the "Control Strategy 1” scheme is used, the power respof all stations is affected.
During the fault, the power of the stations seems to chantieless severity than in the "Control
Strategy 2” scheme. In fact, the immediately affected 8ta® seems to be able to still export
almost 200 MW to its ac-side (rather than only 50 MW in the "@ohStrategy 2”), implying
that the droop controlled stations don’t have to signifiaalter their contribution. After the
fault clearing there is a low-frequency power oscillationtilthe systems quickly settles again
at t=4.2s. This low frequency oscillation is identified togheystems that feature a wide use of
direct-voltage droop and reflects the effort of the systerfinid a new power-voltage settling
point, based on the distributed droop curves. Its frequamdymagnitude deviation is mostly
affected by the droop constakt

In general, the direct-voltage response is less abrupt attdrizontrolled compared to the one
achieved with the "Control Strategy 2” control. The poodgmped oscillations experienced
previously are now slightly better damped but the majoredéhce is identified at the voltage
overshoot at the beginning and the duration of the faultctvis significantly reduced. In the

same manner, the voltage overshoot at the moment of fadtiolg is generally reduced with

the only exception of Station 3 where the "Control Stratefjsdheme features just slightly

higher overshoot than the "Control Strategy 2” control.

Nevertheless, the post-fault power response of the systepioging the "Control Strategy 1”
scheme exhibits relatively large oscillations, compaceithé system with the "Control Strategy
2" scheme. It was further found that their frequency is esdato the value of the droop con-
stantk. Despite the fact that these oscillations are quickly daih{ppproximately 1 s after the
clearing of the fault), their magnitude is large enough tosider such a power flow behavior
as undesired in an actual MTDC. This calls for modificationthie control algorithms.

DC-side fault and disconnection of a station
In this scenario, a fault is applied at t=1.5 s at the pointveen the upper dc-side capacitor
and the positive dc-pole at Station 1, which is connectedatthehrough a small resistance.

The station is provisioned to be equipped with DC-breakearbath of its dc terminals which
manage to forcefully interrupt the fault current after 5msl @isconnect the station from the
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Fig. 7.16 Active-power and direct-voltage response of the-ferminal MTDC grid using the "Con-

trol Strategy 1” and "Control Strategy 2” control schemesd@side fault is applied close to
Station 1 at t=1.5s, followed by the disconnection of théiata
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dc grid. For simulation purposes, after the disconnectibthe station, the fault location is
also isolated but the station is kept in operating mode. fiagssno effect on the system, whose
response is the main focus of the fault scenario.

The simulation results are presented in Eig.7.16. Durieddhlt, the surviving droop-controlled
Stations 3 and 5 experience a large inrush of active powenine "Control Strategy 2” is
used, which quickly reaches and slightly exceeds the rdd80 MW for Station 3. At the same
time, the constant-power Station 3 provides a very stiff @ogontrol while Station 5 exhibits
a poorly-damped power oscillation. In contrast, the povesponse under "Control Strategy
17, features contribution from all stations to the voltagggort. Station 3 quickly increases
its power but never exceed the rated 1000 MW. Station 2 reditsgpower extraction from
the grid and imports almost the rated power to the MTDC gritith® same time, the pre-
viously stiff power-controlled Station 4 responds by desiag its power extraction from the
grid. This prevents the converter capacitors of the dc griglickly discharge and is evident in
all the monitored direct-voltages, which are not allowedipexcessively right after the fault,
compared to "Control Strategy 2”. This is occurring becailmgeD-DVC part of the proposed
controller is operating in all surviving stations (rathleam just the pure droop-controlled) and
reacts immediately to the change of the direct voltage.

Nonetheless, the long-term direct-voltage response i siemilar for both control strategies
and in all the remaining stations, mainly characterized pgarly-damped 53.2 Hz oscillation
which is eventually damped after 0.5 s. However for the pilyraf the Stations (2, 3 and 4), the
direct-voltage overshoot occurring just after the begigrof the fault is always smaller when
the "Control Strategy 1” scheme is used. This becomes irapbi the cases of Stations 2 and 4
that feature the largest voltage peak and the "Control &ixat”. The sole exception of Station 5
where the "Control Strategy 1” surpasses "Control Stra®gin the highest monitored voltage
overshoot.

7.6 Control strategy for increased power-flow handling

The control aspect in VSC-MTDC grids is of great importareih voltage droop based me-

thods considered as the most attractive solutions. Thid é&drexisting strategies are normally
designed to maintain the level of voltage in the MTDC grid esthconstant during unexpected
events, thus sacrificing the power flow. The aim of this secisoto introduce a new droop-

controller structure which maintains the dc-grid voltagmese to the nominal values and at the
same time tries to preserve the power flow, following suchnessas faults or disconnection of
stations.

7.6.1 Comparison with standard strategies
In principle, droop-based strategies are designed in a wagdture that the direct voltage of

the grid lies within strict boundaries under normal opemratHowever, in a post-fault scenario
where there is a change in the dc-grid layout (i.e. an HYD@stas disconnected), this strategy
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would sacrifice the accuracy of the power flow.

Considering a conventional D-DVC in the form of Hig. 7.10@Yelatively small value of the
droop constank implies that the controller is restrictive towards voltagel will not allow a
large variation of the direct voltage for a large variatidritee power. In contrast, a relatively
large value ofk renders the controller restrictive towards power, allgyvansmall variation
of power in case of large changes of the dc-link voltage. IMADC grid, it is necessary to
maintain the voltage within a strict margin for proper operaof the system; at the same time it
is important to maintain the desired power flow in the différstations not only in steady-state,
but also in case of unexpected events such as faults or urgdatisconnection of a station.
Droop-controlled converters that are expected to mairkegim the power flow to a large extent,
require large values ¢fwhile converters that are mainly responsible for maintajrthe direct
voltage and are expected to contribute the most power dumegpected events require low
values ofk.

However, as investigated in [16], in a MTDC where there aai@ts using conventional droop
control with high values ok (in the range of 60-100% instead of the more conventional 2%)
the chances of reaching instability in the grid are very hijierefore a new controller is here
proposed to accommodate the use of large droop constantslén @ offer better dynamic
response during fault events or power scheduling changes.

7.6.2 Proposed Controller

The proposed controller is presented in Fig, 7.17 and is aflraddrersion of a conventional
D-DVC depicted in Figl. 7.17(&), which in turn is practicaitientical to the one in Fig. 7.11{a)
(with the selector in position ”"0”). The branch that prowsdbe droop-based correcting signal to
the voltage controller consists of a Pl-based droop cdetrtilat operates on the error between
the reference powe?sePOintfor the station of interest and the actual transferred pdRgee!
The controller’s corrective signal is added to the refeearj *°"of the standard direct-voltage
controller.

The version in Fig. 7.17(b) achieves a linear steady-sedétion between the actual power and
the square of the voltage (or "energy stored in the dc-céqérhile the version in Fid. 7.17(c)
achieves a linear steady-state relation between the gmuadr and the voltage. This is respec-
tively equivalent to the droop choices in the previouslygmeed controller of Fig. 7.11(b) and

Fig.[7.11(c).

Steady-state properties

The steady-state behavior of the proposed controller cambkyzed in the simpler case of the
version in Fig[ 7.17(). Observing the branch generatiegitioop signal, it is possible to derive
the closed-loop transfer function of the combined PI cdlgravith the negative feedback of
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Fig. 7.17 (a) Conventional D-DVC with linear relation betmepower and square of the voltage, (b)
Proposed controller with droop mechanism for linear retatbetween power and square of
the voltage, (c) Proposed controller with droop mechanisniifiear relation between power
and voltage.

gain 1/k. This will be equal to
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The steady-state gain, dc-gain of this transfer function is
k+ Kik -
G(s) SKpk + K _ Kk (7.4)

|$O: S(k+ Kp)+Ki &O_ ?,

This means that in steady-state, the investigated coetrbkhaves exactly like the conven-
tional D-DVC with droop constark of Fig.[7.17(d). Analyzing in a similar way, the suggested
controller in Fig[7.17(¢) behaves exactly as the convefiaroop controller, portrayed in
Fig.[7.11 with the selector at positions "0” and the droogesgbn of Fig] 7.11(¢). Therefore,
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the use of the conventional or the suggested controller baffect on the final power flow that
will be established in the MTDC grid, as long as the same sattp@nd droop constants are
provided to the respective stations.

Dynamic properties

In the conventional droop controller of Fjg. 7.17(a), theajr signal is created by comparing the
given power setpoirfeSeiPointof 5 station to the actual transferred powdiia amplified by the
droop constark and then added to the voltage setpaift """ This means that whenever there
is a difference between the power setpoint and its actuakydhe voltage controller will try
to set the direct voltage equal to the voltage representedeéogredetermined voltage setpoint,
corrected by the value of the droop signal. Wheis relatively large, rapid and large power
flow changes in the system could lead to a large droop sigredipg directly to the voltage
controller. This explains from a macroscopic point of viéwe instabilities observed in [16].

Conversely, the proposed controller features a Pl-basedpdsignal mechanism. Even if in
steady-state the droop part of the controller reduces tmpagptional gaink (in the case of
Fig.[7.17(D)), during transients it provides a filteringiant preventing large and rapid droop
signals from reaching the voltage controller. This allomproved dynamic performance when
changing setpoints, as well as in fault or station disconoeevents.

7.6.3 Application of the proposed controller

The properties of the proposed controller are verified thhopower-flow and contingency-
event simulations. A four-terminal MTDC grid is considegsishown in Fid. 7.18. This choice
instead of the five-terminal grid of Sectidn (7)5.4) is paried because it was found that dy-
namic phenomena involving poor damping, can be better wbdan this configuration. The
design of this grid follows the pattern used in Sectlon &),5vhere for simplicity purposes, the
HVDC converters as well as their supplementary componeotgp(ing inductor, transformer,
ac-filters and dc-side capacitor) are considered idernitidarms of ratings and physical values
and are the same as in Tablel2.2. The grid is divided intongistiectiond.;-Ls of overhead
lines with assigned lengths 6§=100 km,L>=100 km,L3=100 km,L4=160 km and_s=40 km.
All stations are connected to infinitely strong grids, whasile represented by 400 kV voltage
sources.

Two different types of droop controllers will be utilized the simulations: the conventional
D-DVC of Fig.[7.17(d) (addressed to as "Classic”) and theopsed controller in its version of
Fig.[7.17(b) (addressed to as "Proposed”). In a convenitidfiaVC as the one in Fid. 7.10(a),
where the voltage controller acts og., the droop constaritis defined by a percentage value
e.g. 3%. This implies that if for zero power transfer the colteéd station has a direct voltage at
its terminals equal togc o, for rated power transfer the same voltage will drop by 3%difidn-
ally the connection between transferred power and dirdtage at the terminals of the station
is linear. When the voltage controller, instead, acte)gn there is no longer linear correlation
between power and voltage Hutan still be defined as earlier, corresponding to the peagent

181



Chapter 7. Control investigation in Multiterminal VSC-H\Igrids

Station 1 Station 3

oL ANES

O L N

Fig. 7.18 Testing configuration of a four-terminal VSC-MTD@d.

of dc-voltage change between zero and rated power transfieiitmns.

Post-fault performance

After unexpected events in the system, such as faults, €sanghe layout of the grid may occur
e.g. disconnection of certain portions of the dc grid. Is tase, the new physical characteristics
of the grid will no longer be able to support the pre-faultesttled power flow and all droop
controlled stations will have to re-adjust their power augpaccording to their droop curves
and hencé values. High values df cause the associated station to be very restrictive on power
variations for any voltage variations in the dc grid. Thisame that the affected station will try

to retain its power exchange very close to its power setgtiatl times and try to maintain its
assigned power flow.

The four-terminal MTDC grid shown in Fi§. 7.118 is simulatediwall stations operating with
the same type of controller at the same time (either "Progioee "Classic”). The selected
strategy dictates that

e When the "Classic” control is used, all stations have theesdrmop constark=2.5%.

e When the "Proposed” control is applied, Stations 1, 2, 3 arfth¥le droop constants
k1=2.5%, kp=20%, k3=20% andk;=80%, respectively. This indicates that Station 1 is
expected to maintain the direct voltage at its terminalselo its setpoint under most
conditions, while the rest of the stations exhibit stiffa@s the change of their power
transfer, with the highest degree of stiffness observedatich 4.

A selected power-flow schedule dictates that the active paveasured at the PCC of Stations
2, 3 and 4 should be equal to -600 MW, -700 MW and 700 MW, resgadgt The direct voltage
at the terminals of Station 1 is chosen equal to the ratecevall 640 kV. The reactive-power
contribution from the stations is set to 0. Based on theseirements and performing a dc-

power flow calculation, it is possible to calculate the neaeg setpoint®sentand yje Po™
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provided to the stations, such that the desired power flohbsikestablished. These values are
presented in Table7.2.

A sequence of events is implemented in consecutive stageesaribed below

1. Initially, all stations are provided witRSetPoin=0 MW andue®*"=640 kV so that there
is no power flow and the direct voltage of the MTDC is 640 kV atrguneasured point.

2. Between t=1 s and t=1.4 s, the setpoints of the stationsrezarly ramped form their
previous values to the ones in Tablel7.2.

3. At t=2.0 s, a fault is applied at the point between the ummeside capacitor and the
positive dc-pole at Station 3, which is connected to eartbuph a small resistance.
The station is provisioned to be equipped with DC-breakarbath of its dc-terminals
which manage to forcefully interrupt the fault current afiens and disconnect the station
from the dc grid. For simulation purposes, after the diseation of the station, the fault
location is also isolated but the station is kept in opegptitode.

The results of the simulation are shown in Kig. 7.19. After disconnection of Station 3, the
"Proposed” controller manages to restrain the power atdtdtat 655 MW, from the pre-fault

700 MW, while under the "Classic” control it reaches 366 MWsteady-state. Additionally,

Station 2 transmits a power of -693 MW under the "Proposeditrad, instead of the pre-fault

-600 MW, but deviates to -781 MW under "Classic” control. &ivthat only Station 1 was

provided with a low droop constant in the "Proposed” congtoategy, it now bears the total
power that needs to be injected to the grid to restore a poalanbe. On the contrary, in the
"Classic” control strategy, all the remaining stationsrehequally the burden of changing their
power to restore a power balance, causing a significant ti@vim the power transfer of them

all. Consequently, Station 1 decreases its power, undepdded” control, from 615.2 MW to

49.6 MW, unlike the "Classic” control scenario where it odigcreases to 425.2 MW.

The changes in steady-state direct voltage are in any cidety limited and are formulated

according to the droop gains of the remaining stations aachdw power flow. The results
show that under the "Proposed” control with a combinatiodraiop constant values according
to which station is needed to preserve its power transfer afintingencies, the power flow is
better preserved while keeping the voltages in the MTDC gode to the nominal value.

TABLE 7.2. SETPOINTS TO THE STATIONS
Station Pse®oniMw] 05 POkV]

Station 1 615.245 640

Station 2 -600 633.204
Station 3 -700 630.202
Station 4 700 638.166

183



Chapter 7. Control investigation in Multiterminal VSC-H\Igrids

Station 1

time [s]

Station 2

time [s]

Station 3

time [s]

Station 4

Power [M

353
°22°
T T T T

time [s]

Fig. 7.19 Power and direct voltage of all stations in the fismminal MTDC, after the disconnection
of Station 3. Blue color represents "Proposed” control whiéd color represents "Classic”
control.
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Dynamic performance during power-flow changes

Poorly-damped conditions might appear in droop contrdiddC grids [41]. Such events may
appear when high values kfare applied[[16], as will be demonstrated in the current &mu
tion scenario. The four-terminal MTDC grid used in the poed section, is simulated with all
stations operating with the same type of controller at timeesame (either "Proposed” or "Clas-
sic”). In both cases, the controllers of Stations 1, 2, 3 amévkek;=2.5%,k,=20%, k3=20%
andks=80%, respectively. This is exactly the same as in the glydte the "Proposed” control
strategy of the previous section, but now the same droopaotssare applied to conventional
droop controllers as well.

A sequence of events is implemented in consecutive stageesaribed below

1. Initially, all stations are in steady-state, followirgetsetpoints of Table 7.2.

2. Att=2 s, new values of setpoints are provided to the statibhese are calculated based
on a demand for an increase in power at Station 4 from thaimd0 MW to 950 MW,
while Stations 2 and 3 maintain their power and Station 1 khsiill regulate the direct
voltage at its terminals at 640 kV. The new setpoints areigealin Table 7.33.

The effect of the application of a new set of set-points tosfa¢ions is presented in Fig. 7120
where the power and direct voltage of each station is pravaesr time. Even though both
types of control manage to establish the requested powerchanges in steady-state, the con-
figuration using the "Classic” control appears to suffemnirpoorly-damped oscillations. This
oscillation appears in the voltage and power of Station disiwtated at approximately 298 Hz.
It should be reminded that this station features the higlase of droop constant. The perfor-
mance on the other stations, which feature a smaller valyedufes not seem to be affected by
the oscillation.

On the other hand, when the "Proposed” type of control isiadpthere is no issue with the
298 Hz voltage and power oscillation, which does not appeat.aAdditionally, all stations
(including Stations 2, 3 and 4 that feature relatively highues ofk), demonstrate a smooth
power and voltage response, ensuring the dynamic integfithe system. Furthermore, all
stations exhibited a high overshoot peak when the "Classiatrol was chosen. This type of
control appears to have a fast response, which in turn leatgh overshoots in the voltage
response during the application of the new setpoints. Orctimerary, the "Proposed” type
of control seems to perform in a smoother manner, maintgithie voltage very close to the
nominal values with insignificant overshoots and no poorgiagissues.

TABLE 7.3. UPDATED SETPOINTS TO THE STATIONS
Station Pse®oniMw] 05 POkV]

Station 1 364.948 640

Station 2 -600 634.604
Station 3 -700 633.007
Station 4 950 641.415
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Fig. 7.20 Power and direct voltage response in the fouritethMTDC during a change of setpoints at
t=2 s. Blue color represents "Proposed” control while reldicepresents "Classic” control
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7.6.4 Dynamic performance during ac-faults

The behavior of the PD-DVC controller in Sectidn (7]5.6) destrated satisfactory results,
restricting the deviations in the direct voltage of the dd gifter an ac-fault, but at the expense
of relatively large power fluctuation in all stations. Thedposed” controller is here tested in
exactly the same conditions as those in Secfion ([7.5.6), iat@mpt to evaluate whether the
performance of the system can be improved in the case ofudts-fa

In this sense, the power flow scenario of Sectlon (7.5.6)peated on the same five-terminal
MTDC grid, with the same setpoints given to the converterg Types of MTDC-grid control
strategies are tested:

e "Proposed” control: Identical to the "Control Strategy Idntrol of Section[(7.516) but
Stations 2 and 4 feature the "Proposed” controller propaseklis section with a droop
constant equal t&=80%. Even though this strategy does not provide constanep
control to Stations 2 and 4, the selected value of their dimmpstants imply that any
deviations from the power setpoints, in case of stationaisection in the grid, would
be minimal. The other stations of the grid keep using the REE@ontroller of Section
(Z5.2) in its standard-droop mode (or D-DVC mode), withafrgonstants equal to 2.5%.

e "Control Strategy 2” control scheme: Same as the strategg@@bame name in Section

(7.5.6).

The results of the ac-fault simulation are presented in[ER. As it can be observed, the use
of "Proposed” control has improved the power response ostagons not only compared to
the "Control Strategy 1” control of Sectioh (7.5.6) but atsampared to the "Control Strategy
2" control. In the duration of the fault, all stations seennéstrict the deviation of their pre-fault
power, with the exception of Station 4, which nonetheless@nts only as minor oscillation in
the power transfer. Furthermore, after the fault is clearadithe stations try to restore the orig-
inal power flow, the power response with the "Proposed” airtppears to be faster and more
accurate with minimal overshoots, compared to the "Cor8tmdtegy 2” scheme. In particular,
the power at Stations 1 and 2 never exceed 564 MW and -472 MW'riiRrdoposed” control,
respectively. The same quantities for the "Control Stra@thave values of 598 MW and -529
MW.

As far as the voltage response is concerned, the "Proposediat shows impressive results
compared to the "Control Strategy 2” scheme, very similathtise obtained by the "Control
Strategy 1" in Figl_Z.15. Despite the fact that Stations 24ade controlled so that their power
transfer is maintained as close to the designated poweoiagtthe droop characteristics of
their "Proposed” controllers still allows them to suppdrt dc-grid voltage.

Concluding, the "Proposed” controller offers the similankefits as the PD-DVC control in
terms of direct-voltage support to the grid, but with theattage of a great improvement in its
power response during system disturbances, while prayidimost constant power control to
selected stations.
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Fig. 7.21 Active-power and direct-voltage response of the-ferminal MTDC grid using the "Pro-
posed” controller and "Control Strategy 2” scheme. An aledault is applied close to Station
2 att=3s.
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7.7 Summary

This chapter presented the concept of VSC-MTDC grids andsed on their structural and
control features. Having provided a brief description & thstory and visions in the MTDC
area, the possible future topologies and key components gescribed, along with the main
types of control that are considered for implementation.oAmthe latter, the voltage-droop
control appeared to be the dominant solution and the maiectbg of the chapter was to
introduce new droop-based controllers that offer impropeder-flow handling capabilities
and provide voltage support to the dc grid under disturbance

An initial proposal involved the PD-DVC controller, capalf proving constant power control

to stations that require it, under all circumstances, idiclg a change in the dc grid e.g. sta-
tion disconnection. Simulation results in a five-termindl MC grid showed that the controller

provided much better voltage support than a conventiorisdeapower Pl controller, but at the

cost of relatively high power-fluctuations in the grid. A ead type of controller, addressed
to as "Proposed”, was later introduced, designed spedyfiéal cases where a station is re-
quired to be in droop-control mode but also retain its powaw fas much as possible during
grid contingencies. The results in a four-terminal MTDCdgidemonstrated improved power-
handling capabilities and increased the damping of theesystompared to a conventional
droop controller. Furthermore, its voltage support calteéds were almost identical to those of
the PD-DVC controller, but with the added benefit that praslg observed acute power-flow
fluctuations during fault conditions were now greatly dimired.
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Chapter 8

Conclusions and future work

8.1 Conclusions

In this thesis, the dc-network dynamics of VSC-HVDC systease thoroughly investigated in
two-terminal connections and new perspectives were intred to the control of VSC-MTDC

grids. As an introductory part, Chapter 3 set the backgrdangoorly-damped conditions in

dynamic systems. It was shown in an explicit way that a VS@astaperating as a constant-
power provider in a VSC-HVDC or in motor drives, introducks effect of a negative resis-
tance. This has a degrading effect on the damping of the eooulles of the system, whose
frequency is usually related to the characteristic fregyesf the LC filter between the VSC

and its dc source in drive applications, or the dc-transiomisiink natural frequency in a two-

terminal VSC-HVDC connection.

In Chapter 4, a two-terminal VSC-HVDC system was modeled &S0 feedback system,
where the VSC-transfer functidh(s) and the dc-grid transfer functid®(s) were defined and
derived. The implemented direct-voltage control had adtlir@pact on the transfer function
F(s) while G(s) relied entirely on the passive components of the dc-trassion link and the
operating conditions. Furthermore, if no power-feedfaoherm is used in the direct-voltage
control,F (s) is completely decoupled from the dynamics of the dc-trassian link. This is a
major advantage when analyzing the SISO system in the freyuddmain because it is possible
to observe the separate contribution to instability by tisC\Vand the dc grid. This feature was
exploited when using the passivity approach, where it wasvahthat as long a&(s) can be
successfully replaced by a marginally stable and incidgnpassive transfer functio®'(s),

the passivity characteristics of the VSC via its transferction F(s), will, to a certain degree,
determine the stability of the closed-loop system. Indéedias shown that when the direct-
voltage controlled VSC station imports power to the dc gtte, dc-grid resonant peak might
coincide with a negative RE(jw)], meaning that instead of being damped, the resonance is
amplified; the more negative R&(jw)] is, the greater the risk of instability. As an example, a
factor that caused such conditions to appear was an inngebandwidthey of the closed-loop
direct-voltage control.

Nevertheless, it was shown that a direct-voltage contrallth power-feedforward leads to an
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F(s) that is no longer decoupled from the dc-grid dynamics anchiable and non-passive.
Since the passivity approach could no longer be used, thdameping criterion was utilized as
an alternative frequency-domain approach. It was shownthigacriterion could explain most
conditions of potential instability, simply by focusing d¢ime open-loop resonant frequencies
of the VSC and dc-grid transfer functions and determiningtiar the cumulative damping of
these functions was positive at the resonant points (andftire stability was ensured). Addi-
tionally, the open-loop resonances could be defined in blestubsystem transfer functions,
showing that unstable subsystems did not prohibit the e@iitin of the criterion to derive con-
clusions for the closed-loop stability. It was also foundttthe absolute amount of net-damping
in the system measured at the frequency where the Nyquistiasses the real axis closest to
-1, is directly related to the existence of poorly-dampenhoh@ant poles and their damping fac-
tor. A net-damping approaching zero at that frequencygcetess the existence of poorly-damped
poles with constantly decreasing damping factor.

In Chapter 5, th&&MT analytical method was developed and presented in conpmeiith the
already knowrLR method, which had nevertheless never been implementee iartalysis of
power systems or control related processes. A benefit @kt€focused on the fact that is not
iterative, meaning that the form and complexity of the finalgtical eigenvalue expressions is
known from the beginning, in contrast to the iteratiie where each additional iteration theo-
retically improves the accuracy but dramatically worséresdompactness of the expressions. A
two-terminal VSC HVDC system was successfully minimize@ #" order state-space repre-
sentation and both methods were applied on it in Chaptenéagtdiscovered that when using
theLR method, the imaginary part of the expressions for comptaXtmate poles was converg-
ing at less iterations of the algorithm than the real partisTit was suggested that thR could

be interrupted while executing, in order to extract a sudfitly accurate expression of the imag-
inary part and then be allowed to execute until the real pastsufficiently accurate as well. The
final eigenvalue expression comprised of the two separatéipcted real and imaginary parts.
Both methods showed impressive results in approximatiegtual values of the VSC-HVDC
model, but th&sMTshowed a consistent increase in accuracy compared tdkh%concluding
investigation revealed that a high inductance per kilomete¢he dc lines, adversely affected
the accuracy of the results; in this case, 8MT showed a better tolerance, being able to show
the way the eigenvalues would move for the change of a systeampeter and still provide a
good estimation of the absolute location of the poles. IReavas further applied to calculate
the eigenvalues of the dc-transmission link portion of thevipus two-terminal connection,
demonstrating excellent results for any parameter vanati

Finally, Chapter 7 focused on the development of droop-baseatrollers for the use in MTDC
grids. In the beginning, a controller was proposed for useaises where a VSC station re-
quired to maintain its designated power flow after unexmkctatingencies in the grid, such as
the loss of a station following a dc-side fault, while maintag voltage-droop characteristics
during transients in the grid. The concept was tested in atéinmainal MTDC, where the per-
formance of the controller was compared to that of a congeatiPl-based power controller. It
was shown that the use of the proposed controller caused lgesuhigect-voltage variation in
the grid during and after ac faults, but at the expense ofifssggnt but quickly damped power
oscillations at all the stations. The performance aftedibeonnection of a station showed com-
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parable behavior to that of having a pure PI controller taulatg the power, but with a slight
improvement in reducing the direct-voltage oscillatidmettoccurred within the MTDC. A sec-
ond droop-controller variation was proposed for use in MT@{ds where a droop-controlled
station requires a very high droop constant, meaning ttstatld maintain its power flow al-
most constant under all grid conditions, but still providedt-voltage support as a conventional
droop-controlled station would during grid contingenci€se proposed controller was tested
in a four-terminal MTDC and compared to the performance ofveational droop-controllers,
with the same droop constants being used for the same statitwoth scenarios. It was shown
that following a rapid change of power and voltage setpoitis two controllers had no dif-
ference in steady-state performance (as desired), butrtdpoged control provided a smooth
power and direct-voltage reaction from the stations thatlus compared to the conventional
control that even exhibited poorly-damped oscillationaaHy, the controller was tested in the
five-terminal MTDC of the earlier scenario and showed vergdycesults for the ac-side fault
scenario with almost negligible power oscillations congpio the first controller that was pro-
posed.

8.2 Future work

The main focus of this thesis has been on the stability antra@ostudies in the area of VSC-
HVDC, with most of the efforts being concentrated aroundtthe-terminal arrangement but
later expanded to MTDC as well. Several future steps can bsidered for the improvement
of the acquired results and the investigation of relatedibekplored areas of interest.

In the frequency-domain analysis of the two-terminal VSZEHC model, it was shown that the
passivity approach can be applied only within specific bauies. In particular, the unstable
pole of the dc-grid transfer functioB(s) must be sufficiently close to the origin, so tha(s)
can be replaced by the marginally staldés), as shown in Chapter 4. Furthermore, the VSC-
transfer functionF (s) must also be stable, limiting the choices on the directagstcontrol
strategy. In general, a higher complexity of the model iases the chances of having unstable
subsystem transfer functions. Contrary to the passivipy@axch, the net-damping approach not
only does not seem to suffer from such restrictions but caa give far more consistent and
direct information on the system’s stability and the syssgmoorly-damped poles. As such, a
future consideration is to apply the net-damping critemoethodology to higher complexity
models and MTDC grids that can be represented by SISO models.

The analytical expressions that were derived by $MT and LR methods, constitute a leap
in acquiring useful and relatively compact eigenvalue dpsons. However, if it is desired to

established design specifications from these expresstaisfinal form should be further sim-

plified. A future step could therefore consider studies onimizing the analytical expressions,
to the extent that their validity is sufficient for a small iions of only some, or preferably
just one of the system’s parameters. Since the derived wagess would no longer need to
have a complicated form in order to express the cumulatifeeedf all the parameters on the
pole movement, the eigenvalue expressions could be suiadifareduced and provide design
criteria and specifications.
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Additionally, in this thesis, th&MT andLR methods were applied to system models up to the
4 order. Systems of higher order could either increase theptedity of the final eigenvalue
expressions (at least in the case of iR}, or may not even be solvable (considering $MT).

It could be useful to modify theR method so that the maximum possible simplifications could
be performed while creating the assisting matrices at dacation step. In this way, it could
be possible to produce final expressions for higher-ordetatso that are valid within a small
variation margin of a nominal set of system parameters.|8ityjit could be useful to investi-
gate whether it is theoretically possible to apply 8T method on % or 6" order models, or
whether a specific structure of the model’s state-matrixasaist the solution of the eigenvalue
problem.

Regarding the MTDC grid investigation, it could be desieatd develop a procedure for the
tuning of the proposed controllers, based on a strict dyoa@scription of the system’s model.
This step, as well as improvements to the functionality ef ¢bntrollers, could definitely be
considered for future research.

A following step in the investigation of poorly-damped reaaces in VSC-HVDC systems is
the consideration of the input admittance of the VSC-sitstidA relevant analysis has been
performed in([43] for a single two-level VSC that is normadiguipped with a lumped dc-side
capacitor, without considering the impact of a dc-transiois link dynamics connected to the
converter. The MMC has already been tested in HVDC apptioatand the current indications
seem to consider this type of converter as dominant for @&utommissioned projects|[2]. Each
of the submodule cells of the MMC has a small capacitor bartkannique switching pat-
tern inserts or disconnects this capacitor to the rest ottmwerter circuit. This implies that
the effective dc-side capacitance of the MMC, depends onyie of cell-switching and will
inevitably impact the input admittance of the convertepéesally on its dc-side) and the dy-
namics of the VSC-HVDC system to which the converter is cotew A future consideration
for the expansion of the results of this thesis would conditke calculation of the input admit-
tance of the MMC converter and investigate its impact to teeetbpment of poorly-damped
conditions and instability in two-terminal HYDC and MTDCids.
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Appendix A

Transformations for three-phase systems

A.1 Introduction

In this appendix, the necessary transformations from tph&ese quantities into vectors in sta-
tionary a3 and rotatingdq reference frames and vice versa will be described.

A.2 Transformation of three-phase quantities to vectors

A three phase system constituted by three quantiti¢s), vy, (t) anduc (t) can be transformed
into a vectoru(@P) (t) in a stationary complex reference frame, usually catiggtframe, by
applying the following transformation

@B (1) =0 (1) +juP (1) = Ktran<Ua(t> +Up (1) €57+ U () é%”) (A-1)

The transformation constalta, can be chosen to bg'2/3 or 2/3 to ensure power invariant or
amplitude invariant transformation respectively betwtentwo systems. This thesis considers
a power invariant transformation. Equatién (A.1) can bereggped in matrix form as

ORI Ua(t)
50] = w2

The inverse transformation, assuming no zero-sequerce,(t) + up (t) + Uc (t) = 0, is given

by the relation
Ua(t) 0Y (t)
{ ) ] “T e | 49

where the matrix 3 is given by

=

Mo
wWNI-

1
T32 = Ktran 0
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where the matrix »3 is given by

2
£ 0
SN T o B
23— 3
Kiran | 1 _\/i
3 T

A.2.1 Transformation between fixed and rotating coordinatesystems

For the vectow (@) (t) rotating in thea B-frame with the angular frequenay(t) in the posi-
tive (counter-clockwise direction), @g-frame that rotates in the same direction with the same
angular frequencw(t) can be defined. The vectof?®) (t) will appear as fixed vectors in this
rotating reference frame. A projection of the vectdff) (t) on thed-axis andg-axis of the
dg-frame gives the components of the vector ondlidrame as illustrated in Fig. Al1.

B

Fig. A.1 Relation between 3-frame anddg-frame.

The transformation can be written in vector form as follows
09 (1) = 09 (1) + jul(t) = v@P) (1) 10O (A.4)

with the angled(t) in Fig.[A.1 given by
t
moz%+/wamr
0

The inverse transformation, from the rotatihg-frame to the fixedx 3-frame, is provided as

0B (1) = pl99 (1)do®) (A.5)
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A.2. Transformation of three-phase quantities to vectors

In matrix form, the transformation between the fixe@-frame and the rotatingg-frame can
be written as

{ 5?*% ] =R(=60) { s ] (A6)
sty | =ROO| Gy x

where the projection matrix is

[ cos(8(t)) —sin(8(
R(O(t)) = [ sin(@(t)) cos(O(t
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Appendix B

Per-unit Conversion

The use of the per-unit system in the analysis of Chapterqiires the establishment of base
values for the conversion of entities from natural to pet-ualues. This section provides the
definition of all the necessary base values for both ac- argldiquantities.

B.1 Per-unit conversion of quantities

The base values for the electrical variables (current attdg®), as well as entities that corre-
spond to electrical properties (impedance, inductanqegatance, frequency) are provided in
Table[B.1, for both ac- and dc-side quantities. As, an exanilblé B.2 presents the numerical
form of the derived base values for the system with chariaties described in Table 2.2.

TABLE B.1. BASE VALUES

Base value Definition
Base frequencydhasd 21 fhominal
Base time thasd (2T frominal) ~*
Base power$ic basd Svsc-rated
ac side - Base voltag@®4{c_pasd Uac—rated
ac side - Base current_pasd —Sho-base

\/§gac— base

Yac base

c-base

ac side - Base impedancga{ pas

ac side - Base inductancksf pasd Zaa;%::‘:*e

ac side - Base capacitan@uf pasd  (Zac_basdtbase
dc side - Base poweB{cpasd Sysc-rated
dc side - Base voltag@){c_pasd Udc—rated
dc side - Base currentgl_pasd 5";%222

dc side - Base impedancgq._pasq Toebase

dc side - Base inductancEd_pasd Zdo-base

Whase
dc side - Base capacitan®y pasd  (Zdc_basddbasd *
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TABLE B.2. BASE VALUES

Base value Numerical value
Whase 314.16 rad/s

Sic_base 1000 MVA
Uac-base 320 kv
lac-base 1.8 kA
Zac_base 102.4Q
Lac—base 325.9 mH
Cac-base 31.08uF
Sjcfbase 1000 MW
Udc-base 640 kv
idc—base 1.563 kKA
Zdc—base 409.6Q
Ldc_base 1304 mH
Cdcbase 7.77uF
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