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Abstract

In this thesis, the performance of a wave energy converter (WEC) con-
sisting of a single point absorber wave device coupled with a radial flux
permanent magnet generator is investigated. The available wave power and
the energy potential are studied for a specified wave climate and the electric
power output is determined through a buoy movement simulation. Based on
the ideal buoy size determined for the selected wave climate and the result-
ing generator power, different rotor designs of a suitable permanent magnet
machine are investigated.

By implementing different generator designs into the WEC, the efficiency
maps of the WEC generators are investigated. Furthermore, for a better un-
derstanding of the economical feasibility of the system, life cycle cost (LCC)
analysis is performed on the different generator designs. The inset design is
further improved by replacing the initial materials with better performance
materials. Despite the cost increase due to using higher performance ma-
terials, an important finding was that the capitalised losses account for the
majority of the LCC. Therefore, the improved magnet and iron materials are
well motivated, since such a design results in a lower LCC.
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Chapter 1

Introduction

1.1 Background
The demand for electricity has been increasing with the increasing pop-

ulation, the higher life standards and the technological developments. In
order to supply the increasing energy demand, yet not contribute more to
greenhouse gas emissions, the popularity of the sustainable energy sources
for electricity generation has been increasing. The European Union’s 2020
climate and energy package aims to reduce the greenhouse gas emissions by
20% while raising the energy produced by the sustainable resources to 20%
of the total energy consumption in Europe.

Solar and wind power are popular sustainable energy sources and are
widely available for electricity production. Since the wind is generated by
the solar heating, wave energy can be considered as a concentrated form of
solar energy. An order of 100 W/m2 solar radiation can be transferred into
ocean waves which have the potential of up to 1000 kW/m of wave crest
length. Estimates of the worldwide economically recoverable wave energy
resource are 140 to 750 TWh/year, for existing wave energy converter (WEC)
technologies [1].

Compared with the mentioned forms of renewable energy, the power fluc-
tuations for the ocean waves are small over a long period of time. This cate-
gorizes wave energy as a viable renewable energy resource and economically
comparable to the more traditional renewable energy resources [2]. Despite
the positive reasons above, wave power plants are still not widely spread.
The main challenges associated with electricity production through ocean
waves are the mechanical system development to be able to harness the wave
energy efficiently as well as the harsh ocean environment and its requirements
on the system components, which lead to high system costs. Another impor-
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tant challenge regarding the wave power production is the fluctuating power
levels. The available wave power can differ immensely from a calm sea state
to a highly excited sea state [3]. This brings up a challenge for designing the
WEC, which can withstand the high power levels, yet efficiently operate for
the calmer sea states. There are a handful of wave power stations currently
operational and the average capacity of these plants are approximately 400
kW [4].

1.2 Previous Work and Challenges
Much effort has been directed towards studying the electricity production

using ocean waves. One of the most popular wave energy devices are based
on a point absorber technology. For example, [5] present studies of effective
power take-off strategies for a point absorber type WEC.

There are a number of studies regarding topologies coupling the point ab-
sorber to a linear generator for electricity generation. The leading research
on linear generators used for wave energy applications is the Uppsala Project
and [6] shows an overview of the project. For further information [7–10] can
be useful. Another interesting study is held for a tubular linear generator
system designed for the Italian coast, an overview can be seen in [11]. The
rotating generators are not commonly studied for wave energy applications,
yet there are a few investigations using an induction machine. The induc-
tion machine utilized can be a conventional induction generator with stator
connected power electronic control [12] or a doubly-fed induction generator,
which is widely available for wind power applications currently [13]. There
are a few researches done using rotating permanent magnet (PM) generators
for wave power applications [14], however studies regarding the design and
efficiency of a rotating permanent magnet generators for a point absorber
system has not been found in available literature.

Regarding the energy optimization using rotor geometry alterations, [15]
shows an extensive study on V-shaped magnet PM machine optimization
through design studies for operation with a wide constant power speed region.
The air gap flux density has a great impact on the generated torque of the
PM machine and one of the most efficient ways to tune the air gap flux
density waveform in a rotating PM machine is to optimally set the magnet
shape, orientation, when the volume and the air gap distance is kept the
same [16]. In [17], different permanent magnet arrangements are studied in
order to reduce the amount of magnet material used for a permanent magnet
traction motor. Design aspects of the magnet placement are also studied
in [18], in this case for permanent magnet assisted synchronous reluctance
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machines.
Regarding the permanent magnet machine type selection for a wind power

plant, [19] has valuable results, showing that the surface mounted PM gener-
ator has lower efficiency due to a lower power factor, compared to an interior
mounted design, using the same magnet volume.

1.3 Purpose of Work
The purpose of the work is to design and optimize a high efficiency per-

manent magnet generator suitable for wave power production.
In order to achieve this goal, first an initial permanent magnet generator

is to be designed for the required power level. From then on, this generator
is to be optimized with regards to efficiency, by the means of rotor geometry
alterations and material modifications.

However, only establishing the energy efficiency levels of the different
designs does not provide a concrete answer of which one that is the most
suitable design for a WEC. Therefore, economical evaluations are performed
in order to obtain the life cycle cost of each investigated design.
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Chapter 2

Wave Theory

2.1 Single frequency regular wave motion
Ocean waves are produced by the wind and are of stochastic nature. These

waves are irregular and can be represented as a superposition of different
frequencies. The sole information about the irregular waves are the amplitude
and period of each harmonic wave, as well as their direction of propagation
[20]. One possible representation, which is used in this work is to consider
them as a set of regular waves, each being a single frequency sine wave. This
method is very common regarding energy capture studies, as can be seen
in [21–23]. The sinusoidal formed ocean waves are defined using a couple
of parameters. One of these parameters is the wave period, T , which is the
time taken for one full oscillation of the wave. Another important parameter
is the wave height, H, and is defined as the vertical distance from crest to
trough, whereas the wave amplitude, a, is the height between the mean water
surface to the wave crest. Figure 2.1 shows the base wave representation with
respect of time.
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Figure 2.1: General regular wave representation in time domain, for a fixed
position.

Furthermore, the wave length, λ, is the horizontal distance between two
following wave crests. Figure 2.2 shows the wave representation where the
horizontal axis denotes the x-axis. Here, t denotes the time and x is the
position on the x-axis.

x

z
λcrest

trough

Figure 2.2: General regular wave representation on the water surface, at a
fixed time instant.
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The point where the wave has the maximum upward displacement within
a cycle is called a wave crest and the opposite is the wave trough. Since the
wave period is known, the wave frequency can be calculated. The angular
frequency of the wave is

ω =
2π

T
(2.1)

The number of radians per unit distance, also known as the wave number,
k, is then

k =
2π

λ
(2.2)

And finally the wave elevation for a single frequency regular wave then
becomes,

zw(t, x) = a cos(ωt− kx) (2.3)

where zw is the wave elevation, ω is the angular frequency of the wave.

2.2 Equation of motion
In this section, the interaction between the floating object and the water will
be described, in order to be able to simulate the motion of a floating body
located in the ocean. Placing the floating object in the water would clearly
have some consequences, considering that the object is to be placed at the
surface where the wave energy propagates the most. The interaction of the
object and the waves will cause disturbance to the natural motion of the
waves and due to this, there will be some forces acting on the buoy. These
forces acting on the buoy result in six modes of motions in a 3 dimensional
space. Figure 2.3 shows the direction of the six different motions of the buoy.
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Figure 2.3: Six modes of motions on a rigid floating object.

As it is observed from Figure 2.3, there is a linear and a rotating motion on
each axes of the coordinate system. The linear motions are called, surge, sway
and heave in x,y,z directions, respectively [20]. Similarly rotating motions are
named as roll, pitch and yaw in the same order. The motion of the floating
object is to be calculated for six degrees of freedom.

Figure 2.4 shows the mechanical representation of one single degree of
freedom floating object system.
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Figure 2.4: Mechanical representation of a floating object for heave motion.

Here, A is added mass, B is the radiation damping, C is the hydrostatic
stiffness, m is the buoy mass and F is the force [24]. The motion of the
floating body can be expressed as,

−→
M · −̈→zb =

−→
F (2.4)

where M is the mass matrix of the floating body, z̈b is the buoy acceleration
and F is the total force vector acting on the body. All the parameters are
in vector format and they are represented for all six modes of motion. The
forces acting on the body can be divided into individual forces according to
their origin. Thus, F can be rewritten as,

−→
F =

−→
F e +

−→
F hr +

−→
F p (2.5)

Here,
−→
F e represents the wave excited forces while the floating body stands

still,
−→
F hr represents the hydrodynamic reaction forces created while the body

is oscillating in still water. These forces are determined as the buoy is os-
cillating. In case a generator is connected to the floating object, its power
extraction is represented by

−→
F p. The hydrodynamic reaction force consists

of several components according to their hydrodynamic properties defined
using three variables. In this thesis, only heave motion is considered and the
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equations below are formulated for one single degree of freedom, movement in
the z-direction. The positive reference is selected as the upward z-direction.

Fhr = −A · z̈b −B · żb − C · zb (2.6)

Combining (2.5) and (2.6), the equation of motion of a floating body in the
ocean can be expressed as

(M + A) · z̈b = Fe −B · żb − C · zb + Fp (2.7)

where,
Fr = B · żb (2.8)

and

Fhyd = C · zb (2.9)

Here, Fr represents the radiation force and Fhyd represents the hydrostatic
force. Knowing these, (2.7) can be rewritten as;

(M + A) · z̈b = Fe − Fr − Fhyd + Fp (2.10)

Here, Fe is the wave excited force in z-direction, which is to be referred
as the wave excitation force and is defined as

Fexc = cexc
H

2
cos(ωt− θexc) (2.11)

where cexc is the excitation coefficient and θexc is the phase shift of the wave
excitation from the wave. It is important to express that for the bodies float-
ing at the water surface, added mass,radiation damping and wave excitation
coefficients are frequency dependent [24].

2.2.1 Added Mass

Added mass is the inertia added to the floating object while it oscillates
at the sea surface and it originates due to the fact that when the body
moves, the water surrounding it moves as well. Added mass is a frequency
dependent parameter for the objects that float on/near the surface, yet it
becomes less and less frequency dependent when the object gets closer to the
sea bottom. Similarly, when the oscillation frequency is very high, the added
mass coefficient becomes a constant.

10



2.2.2 Radiation Damping

As mentioned before, oscillation of the floating body causes displacement of
the surrounding fluid. The motion of the floating body causes waves which
radiate out of the system. The force that sustains the oscillating motion
will then be in phase with the velocity. Since the radiated waves would
transport energy away from the body, this motion creates a hydrodynamic
damping. For the bodies that stand still or oscillate with infinite frequency,
the radiation damping is zero.

2.2.3 Wave Excitation

A floating object is effected by incoming waves. In order to calculate the wave
excitation force, the wave excitation coefficient must be known. This coeffi-
cient, similar to radiation damping and added mass, is frequency dependent
and is represented with an amplitude as well as an angle. The reason for the
wave excitation angle is that there is a phase shift between the buoy move-
ment and the wave elevation. In this work, added mass, radiation damping
and the wave excitation coefficient are determined through [25].

2.3 Available Wave Power
The ocean waves contain energy and the amount of this energy depends on
the property of the wave. The available energy per meter wave crest during
a certain time duration is

Ewave =

∫ t

0

Pwavedt (2.12)

The available wave power for a regular wave, Pwave, is the transport of
the energy through the ocean by waves and is denoted as

Pwave =
1

32π
ρg2H2T (2.13)

where ρ is the density of the sea water. The wave power is captured by a unit,
which will be called "wave energy converter (WEC)", where the electricity
generation will take place. For irregular waves, the available wave power can
be determined using

Pwave =
1

64π
ρg2H2

sTz (2.14)
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where Hs is the significant wave height and Tz is mean zero crossing period.
Hs is the average height of the highest 1/3 of the waves and Tz is the average
of the zero crossing periods of the irregular waves. The wave heights and
the wave periods are determined from the sea measurements performed for
a specific duration. The combination of these parameters are sorted with
respect to their occurrence. The long term statistical representation of sea
states is called a scatter diagram and it depicts the probability of occurrence
of Hs and Tz [24].

2.4 Single Point Absorber Model
The electric generator is driven by the force which is created by the movement
of the buoy. In this project, the point absorber is a cylindrical buoy and the
water depth is selected to be 50 m. Figure 2.5 shows the representation of
the buoy.

rb

lb water surface

linear to 

rotational 

motion

electric

generator
stiff rod

Converter

Figure 2.5: Representation of the single point absorber model.

The length and the radius of the buoy will be selected to fit the oper-
ation environment. The radiation and the hydrostatic forces are calculated
according to (2.8) and (2.9). The hydrostatic stiffness constant in (2.9) can
be determined as
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C = ρgAbuoy (2.15)

where ρ is the water density, g is the gravitational acceleration and Abuoy is
the area of the buoy.

The power extraction in this work is assumed to be passive and the electric
generator is considered to be a function of the buoy position. The power
extraction force set up by the generator and made to be proportional to the
speed. It is calculated as

Fp = −Rpżw (2.16)

where Rp is the power extraction coefficient and is optimized for each H −T
combination through an optimization procedure.

The next force acting on the buoy is the drag force, Fd. Drag is the
resistance of the water that acts on the buoy and it is in the direction of the
relative fluid flow velocity for the buoy. Therefore, to be able to determine
the drag force that acts on the buoy, the relative velocity is to be obtained
first.

The vertical position of the wave is given by (2.3). The vertical wave
velocity is the time derivative of the wave position and given as

żw = −H

T
π sin(ωt) (2.17)

where żw represents the wave velocity. To be able to determine the relative
velocity, the particle velocity of the water should also be known [24]. The
particle velocity is

ϑp = żwe
−kHsub (2.18)

Here Hsub is the height of a part of the buoy which is considered to be
submerged as default. The relative velocity is then calculated by subtracting
the wave velocity from the particle velocity. The drag force then can be
calculated as

Fd =
1

2
ρπCdr

2
b [(ϑp − żb)|(ϑp − żb)|] (2.19)

Here, Cd is the drag coefficient and it mainly depends on the geometry of
the object. It can be observed that the drag force is a function of the velocity
squared.

According to the above, the total force acting on the buoy is

F = Fhyd + Fexc + Fr + Fp + Fd (2.20)
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Chapter 3

The Electrical Drive System

This chapter explains the electromagnetic background necessary to ex-
plain the operation principles of a permanent magnet machine. Figure 3.1
shows a basic electromagnetic circuit which illustrates how a magnetic flux
through an iron path and an air gap is created.

Φ

N

i

+

e

-

Figure 3.1: Basic magnetic circuit illustrating how a magnetic flux is created
by a current.

Here, a conductor is wrapped on an iron core with an air gap. When
a current is applied to the conductor, a magnetic field will be generated.
The resulting flux of this magnetic field will travel through the iron core and
through the air gap. If the fringing effects [26] are ignored, the flux will be
the same throughout the iron core and the air gap. The enclosed current for
a coil is

Ienclosed = NI (3.1)
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where N is the number of turns of the conductor that creates the coil. The
flux can be represented as

Φ =

∫ ∫
BdS (3.2)

where B is the flux density and dS is the differential area. For the simple
geometry shown above, flux can be reformulated as

Φ = BAcore (3.3)

Here, the unit of the flux is Weber and the flux density unit is Tesla
(Wb/m2). Acore is the core area. The direction of the flux can be determined
by the "Right Hand Rule" , with the knowledge of the current direction.

Ampere’s Law dictates the relation between the magnetic field and the
enclosed current and is represented as∮

Hdl =

∫ ∫
JdS = Ienclosed (3.4)

where H is the field intensity in A/m, dl is the differential length in meters.
J is the current density. Here, the magnetic flux density is related to the
magnetic fiend intensity as

B = µH (3.5)

µ is the permeability of the material and defined as

µ = µ0µr (3.6)

where µ0 is the permeability of free space and µr is the relative permeability.
Relative permeability for air air is approximately 1, whereas the iron material
has a very high permeability, up to 10000. Due to this fact, the field intensity
is much higher in the air gap, than it is in the iron core. Relative permeability
varies strongly with the flux density and for very high flux levels it will go
towards 1. For the structure shown in Figure 3.1, the flux density is the
same for the whole object. However, in an electric machine which has a
complicated iron geometry, the flux density will differ with regards to the
geometry, as well as the relative permeability of the material. Observe that
the relative permeability is a function of the flux. This makes analytical
calculations for electric machine quite complicated. Therefore, typically for
machine analysis Finite Element Method (FEM) calculations are used.

An important quantity is the he total flux linkage and it is related to the
flux according to

Ψ = NΦc (3.7)
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Φc is the flux in the coil and Ψ represents the total flux linkage. The flux
linkage is related to the induced voltage in the coil as

e = −dΨ

dt
(3.8)

where e is the electromotive force (emf). This means that the induced emf
in a closed circuit is equal to the negative value of the time derivative of the
enclosed magnetic flux and is called Faraday’s Law of Induction.

The inductance of the electromagnetic circuit is formulated as

L =
Ψ

I
(3.9)

The winding can be represented as a resistance and an inductance, which
causes a voltage drop over it. The current-voltage relation can be calculated
as

v = L
di

dt
+Ri (3.10)

where R is the resistance of the wire.
Figure 3.2 shows the same electromagnetic circuit shown above, with a

magnet placed in the air gap, which rotates with the angular speed of ωr.

Φ

N

i

+

e

-

N

S

Figure 3.2: Basic magnetic circuit illustrating .

This is the most basic principle of the electric machine operation. The
current-voltage relation now becomes

v = L
di

dt
+Ri+ ωrΨm cos(ωrt) (3.11)
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where Ψm is the flux linkage of the magnet and ωr is the speed of the
magnet rotation.

The expressions above show the electromagnetic relations for a basic cir-
cuit. These expressions can be applied to the electric machines.

Figure 3.3 shows a reduced representation of a permanent magnet gener-
ator.

Phase A

Phase B

Phase C

d

q

α

β

.

 x

+
ea(t)
-

Ψd = Ψm
  no load 

Ψq

Ψloaded

A

A

Figure 3.3: Simplified electromagnetic representation of a permanent magnet
machine, displaying direct and quadrature directions.

Phase A, Phase B and Phase C lines show the magnetic axes for each
stator current phase and they are oriented 120o apart from each other. The
winding of Phase A is schematically displayed in the figure, where the mag-
netic direction is dictated through the right hand rule. It is important to
know that the A-coil typically has several turns and might also be distributed
in more than one slot. The induced voltage outlet for the A phase, where
(3.8) is applicable when the resistance is ignored, is depicted in the figure.

In order to simplify the three phase analysis of the generator, d-q trans-
formation can be used. d-q transformation is a method which reduces the
three AC quantities regarding each phase into two DC quantities. The flux
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linkage in the machine is represented in the d-q axis where the d-axis repre-
sents the direction of the magnet flux [27]. For no load operation, the d-axis
flux linkage is the same as the magnet flux linkage, which also is the total
flux linkage of the generator. However, for the loaded case, a flux linkage
on the q-axis will be formed, which then contributes to a resulting total flux
linkage together with the magnet flux linkage as well as the d-axis flux linkage
component created by the d-axis current.

3.1 Permanent Magnet Machine
The permanent magnet (PM) machine rotor consists of permanent mag-

nets for creating the rotor excitation. In a PM machine, the rotor losses are
greatly lowered compared to those in an induction machine, due to not hav-
ing windings in the rotor. There are several types of permanent magnet ma-
chines, using different magnet placements and are called, Surface Mounted,
Inset Mounted or Interior Mounted PM. Figure 3.4 shows some of the differ-
ent PM type designs [28].

Figure 3.4: PM machine variants. Surface mounted, Inset mounted, Interior
mounted respectively.

The PM machine used in this work, which is also the most common
variant for the kW level power applications, is a 3-phase machine operated
with sinusoidal input current. The stator equations for the PM machine in
d-q directions are

usd = Rsisd + Lsd
disd
dt

− ωrLsqisq (3.12)

usq = Rsisq + Lsq
disq
dt

+ ωrLsdisd + ωrΨm (3.13)
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Here Rs is the stator resistance, Lsd and Lsq are the stator inductances
in d and q coordinates respectively. ωr is the electrical rotor angular speed
and Ψm is the flux linkage caused only by the magnet. The initial value
of Ψm can be determined by the no load test but it is dependent on the
q-axis current and it is determined for various q-axis currents when the d-
axis current is zero. Therefore, while performing the machine analysis it is
represented as a function of the q-axis current. For a broader description, [29]
can be studied. The magnet flux linkage reduces for increasing q-axis current
due to saturation. The d and q axis inductances also vary, due to the same
reason [29]. The current derivatives in (3.12) and (3.13) indicate electrical
dynamics. However, since the mechanical system has a much lower time
constant than the electrical one, the electrical behaviour is considered in
steady state. The stator equations then become

usd = Rsisd − ωrLsqisq (3.14)

usq = Rsisq + ωrLsdisd + ωrΨm (3.15)

where the current derivative term is neglected. Using analytical calculations
for simplified cases or as in this work FEM calculations, the flux linkages
in d and q directions can be determined for various operating points. From
these, the stator inductances in d-q axis can be calculated as

Lsd =
Ψd −Ψm

isd
(3.16)

Lsq =
Ψq

isq
(3.17)

where Ψd and Ψq are the flux linkages in d and q directions respectively.
The electromagnetic torque of the permanent magnet machine is modelled

as [27]

Te =
3np

2
(Ψmisq + (Lsd − Lsq)isdisq) (3.18)

where np is the number of pole pairs. The torque equation can be split in
two parts as

Te = TM + TR (3.19)

where TM is the magnet torque and is

TM =
3np

2
(Ψmisq) (3.20)
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and TR is the reluctance torque and is

TR =
3np

2
(Lsd − Lsq)isdisq (3.21)

3.2 Converter
For the machine control, a three phase inverter is used in this project.

As it can be observed from Figure 3.5, the converter has six semiconductor
switches and a diode in anti-parallel for each switch, which a DC-link voltage
of VDC . The current will flow through the anti-parallel diode when the switch
oriented in the same current direction is blocked. Each two switches, together
with the anti-parallel diodes form a phase leg.

MC

+

-

VDC

Figure 3.5: Converter Topology.

The converter is controlled through pulse width modulation. To obtain
the switching pattern, one method is to use voltage references that are com-
pared with a carrier wave, which typically is a triangular signal. The upper
switch is turned on when the reference is higher than the carrier wave for the
corresponding phase and vice versa. Figure 3.6 shows the reference and the
carrier waves for the PWM control strategy.
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Figure 3.6: Theoretical PWM modulation waveforms.

Here, the reference wave is a sinusoidal signal, where the peak of the sine-
wave is equal to the peak of the carrier wave. The peak of the phase voltage
in this case becomes

V̂ph = VDC/2 (3.22)

When the reference wave has a lower magnitude, the output voltage value
is also lower. By definition, M is the amplitude modulation index and is the
ratio between the peaks of the reference and the carrier waves [30]. The
general expression for the phase voltage then becomes

V̂ph = MVDC/2 (M ≤ 1) (3.23)

If the peak of the reference wave is exceeding the peak of the carrier wave,
then the modulation index would be greater than 1. At these instances the
switch stays on during the whole time the magnitude of the reference wave
is exceeding the magnitude of the carrier wave. This phenomenon is called
over modulation. Figure 3.7 shows the reference and carrier signals for the
over modulation.
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Figure 3.7: Theoretical PWM modulation waveforms with a sine wave caus-
ing over modulation.

Low frequency harmonics are created at over modulation, which are un-
desirable. In order to avoid over modulation, the maximum phase voltage
must fulfill the requirements given in (3.23), when the modulation index is 1.
Due to voltage drops in modules, blanking time as well as a control margin,
modulation index can not reach 1. In order to account for these effects, the
ideal DC-link to phase voltage relation is divided with a factor of 0.95. The
resulting voltage relation between the DC-link voltage and the peak phase
voltage needed by the generator therefore becomes

VDC = 2V̂ph/0.95 (3.24)

The conduction losses of the IGBT can be determined as

PcondIGBT
= (

1

2π
+ (

M cos(ϕ)

8
))VT Î1 + (

1

8
+ (

M cos(ϕ)

3π
))RT Î1

2
(3.25)

where cos(ϕ) is the load angle, VT is the threshold voltage and RT is the
internal resistance of the IGBT, according to [31]. Î1 is the peak current
value. The modulation index for this operation is calculated as

M =

√
3/2Umax

Vref

(3.26)

where Umax is the maximum value of the phase voltage. The switching losses
for the IGBT is
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PswIGBT
= fswEswIGBT

(
1

π

Î1
Iref

)ki(
VDC

Vref

)kv (3.27)

where fsw is the switching frequency, ki and kv are exponents of the current
and voltage dependency for switching loss calculation. VDC is the DC-link
voltage, Iref and Vref are the reference current and the voltage for which the
switching losses are given in the datasheet, respectively. EswIGBT

represents
the total switching energy losses and is calculated as

EswIGBT
= EonIGBT

+ EoffIGBT
(3.28)

Here, EonIGBT
is the turn on and EoffIGBT

is the turn off energy loss of
the IGBT for Iref and Vref . VT , RT , EonIGBT

, EoffIGBT
are obtained from the

data sheet. ki and kv are selected to be 1 and 1.35 respectively [32]. The
conduction losses of the diode is

PcondD = (
1

2π
+ (

M cos(ϕ)

8
))VF Î1 + (

1

8
− (

M cos(ϕ)

3π
))RF Î1

2
(3.29)

where VF is the forward voltage drop and RF is the internal resistance of
the diode and both are obtained from the IGBT data sheet. The switching
losses of the diode is

PswD
= fswEswD

(
1

π

Î1
Iref

)ki(
VDC

Vref

)kv (3.30)

Here, EswD
is the diode switching energy loss and is given in the data

sheet. ki and kv are selected as 1 and 0.6 respectively for the diode in this
project [32]. The total converter loss is then

Pconverter = 6(PcondIGBT
+ PswIGBT

+ PcondD + PswD
) (3.31)

where a factor of 6 is used since there are six switches in the converter.
In order to utilize the DC-link voltage more effectively, the zero sequence

signal injection method can be used. Addition of the zero sequence signal
does not effect the machine operation, since the machine neutral point is
not connected so that the line to line voltages remain sinusoidal. Using this
method, the reference voltage signal is altered from the sine-wave. Here, the
third harmonic injection method is used, which is one way to execute the
zero sequence signal injection [33]. Figure 3.8 shows the PWM modulation
with third harmonic injection, using the same line to line voltage magnitude
as in Figure 3.7.
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Figure 3.8: Theoretical PWM modulation waveforms using the zero sequence
signal injection method.

It can be observed that the reference signal is no longer exceeding the
triangular wave. The DC-link voltage required to handle this operation is

VDC =
√
3V̂ph/0.95 (3.32)

which is approximately 15% higher than the pure sine-wave modulation. The
conduction losses for this case are slightly modified and are [33]

PcondIGBT
= (

1

2π
+(

M cos(ϕ)

8
))VT Î1+(

1

8
+(

M cos(ϕ)

3π
)− (1/6) cos(3ϕ)

15
)RT Î1

2

(3.33)
where 1

6
represents the magnitude of the third harmonic signal injection. The

diode conduction losses are updated similarly and are

PcondD = (
1

2π
+ (

M cos(ϕ)

8
))VF Î1 + (

1

8
− (

M cos(ϕ)

3π
) +

(1/6) cos(3ϕ)

15
)RF Î1

2

(3.34)
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Chapter 4

Case setup

4.1 Wave Model

4.1.1 Wave Data and Wave Energy

The statistical representation of sea states consisting of irregular waves
was explained in Chapter 2. However, in this project, the sea is assumed
to have only single frequency sinusoidal waves and the distribution of these
waves with regards to their probability of occurrence is given in Table 4.1.

Table 4.1: Probability of occurrence for different wave height and wave period
combinations for single frequency sinusoidal waves.

H/T 3.75 4.25 4.75 5.25 5.75 6.25 6.75 7.25 7.75 8.25 SUM
0.75 0 0.4 1.2 1.6 1.1 0.7 0.2 0 0 0 5.3
1.25 0.1 4.9 5.7 6.2 4.6 4.3 1.2 0.3 0 0 27.3
1.75 0 0.7 6.1 9.6 7.3 5.2 2.2 0.8 0.1 0 32
2.25 0 0 0.1 3.2 6.7 5.1 1.6 0.7 0.3 0 17.7
2.75 0 0 0 0.1 2.4 5 1.1 0.6 0.2 0.1 9.4
3.25 0 0 0 0 0.1 1.6 1.7 0.7 0.6 0.2 5
3.75 0 0 0 0 0 0.1 0.9 0.5 0.3 0.1 2
4.25 0 0 0 0 0 0 0 0.5 0.3 0.1 0.9
4.75 0 0 0 0 0 0 0 0 0.3 0.1 0.4
5.25 0 0 0 0 0 0 0 0 0 0.1 0.1
SUM 0.1 6 13.1 20.8 22.1 21.9 8.8 4.3 2.1 0.6 100

This distribution is used in order to determine an electric power profile to
be used for design purposes. Using (2.13), the available wave power is shown
in Figure 4.1 for different H − T combinations.
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Figure 4.1: Available wave power in kW/m as a function of wave height and
period.

As expected from (2.13), for higher H − T values, the available power in
the wave increases.

By combining Table 4.1 and Figure 4.1, the probability of achieving dif-
ferent available power levels can be obtained. Figure 4.2 shows the individual
probability of occurrences for each different combination from Table 4.1 with
regards to the available wave power. As it can be observed, lower H and T
combinations are more common, whereas the very high H − T combinations
have a very low probability of occurrence.
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Figure 4.2: Probability mass of the Karmöy Location.

Figure 4.3 shows the probability mass distribution of different combina-
tions from the scatter diagram. It can be observed that the most probable
peak output power is approximately 150 kW/m while the peak output power
can reach up to 900 kW/m. It can be seen from the figure that the probability
of occurrence of this value is very low.
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Figure 4.3: Probability mass distribution of the Karmöy location.

Figure 4.4 shows the cumulative distribution function (cdf) of this scatter
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diagram. It can be seen that the slope of the curve is quite low for the high
power levels, since the high power waves seldom occur.
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Figure 4.4: Cumulative Distribution Function of the Karmöy Location.

The available wave energy is calculated through (2.12) and is shown in
Figure 4.5.
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Figure 4.5: Annual Available Wave Energy in Mwh/m.

It can be observed that the annual available wave energy is 1601MWh/m
and the highest energy production does not correspond to the highest power
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values, since the probability has a very important impact on the annual
energy distribution.

4.1.2 Optimal Buoy Sizing

As mentioned before, the buoy is to be dimensioned for a certain wave
environment. With the knowledge of the distribution of different wave heights
and wave periods, the optimal buoy radius can be investigated, in order to
obtain the highest amount of energy. Figure 4.6 shows the total energy
obtained in a year by a single buoy for different buoy radii.
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Figure 4.6: Variation of the total annual energy for different buoy sizes.

According to this figure, maximum energy is harnessed with a 2.2 meter
buoy radius. Therefore the point absorber used in this thesis will have a 2.2
m radius and the forthcoming results in this chapter are obtained with the
mentioned geometry. The vertical length of the buoy is selected to be 10
meters. The water depth is selected as 50 meters.

4.1.3 Modelling and Simulation of the Point Absorber
in Regular Waves

Table 4.1 states that the most probable H and T combination is 1.75
m and 5.25 seconds respectively, therefore this combination is used in the
coming section while simulating the point absorber dynamics.
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Figure 4.7 shows the forces acting on the buoy. It can be observed that
the buoyancy force is the dominating force and the rest of the counteracting
forces are cancelled out, which is expected to ensure the regular floatation of
the point absorber.
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Figure 4.7: Hydrodynamic forces acting on the 2.2 m buoy for H=1.75 and
T=5.25.

The forces that are shown in figure 4.7 determine the buoy movement.
Figure 4.8 shows the corresponding buoy movement together with the wave
elevation. The reference point for the buoy movement is the gravitational
center of the buoy.
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Figure 4.8: Wave elevation and the corresponding buoy movement.

The power converter through this WEC for the H and T indicated above
is shown in Figure 4.9.
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Figure 4.9: Instantaneous and the Average power from the WEC for the most
probable wave.

Due to the sinusoidal form of the regular waves, the peak power output is
twice the average. Furthermore, since power is captured for both positive and
negative buoy movement, the frequency of the output power is the double of
the wave frequency.
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4.1.4 Power Output and Energy Generation of the WEC

After calculating the available wave energy and having presented the
WEC operation, here the annual power and energy profiles of the WEC
for the whole range of wave heights and periods are investigated to be able
to have a better understanding of the electrical system requirements. The
annual average and peak power distributions of the WEC placed at the men-
tioned location is shown in Figure 4.10.
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Figure 4.10: Average and Peak Power Outputs

It can be seen that the highest average power obtained from the generator
is 300 kW. The annual energy distribution of the same location can be seen
in Figure 4.11. As expected, the energy distribution is consistent with the
probability of occurrence and the total possible annual energy to extract is
calculated to be 325 MWh.
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Figure 4.11: Average energy from the WEC per year.

According to the results above, the electrical system is now to be designed
for the highest peak power output from the WEC.

4.2 Power Curtailment
As mentioned previously, the electrical system is to be designed for the

highest peak power, yet Figure 4.3 shows that the wave conditions that give
the highest power have low probability of occurrence. Full power dimension-
ing of the electrical system in order to accommodate the high power, low
probability waves would increase the system cost substantially. Therefore, it
might be more beneficial to curtail the power at a suitable level, in order to
decrease the size of the WEC system. The design criteria is the instantaneous
peak power from the power extraction unit.

Figure 4.12 shows the energy loss in percentage for different power cur-
tailment levels.
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Figure 4.12: Energy loss in percentage according to the power curtailment
level.

It can be seen that even when the power is curtailed approximately 50%,
only 10% of the total energy is lost. Figure 4.13 shows the annual total
energy for different power curtailment levels, using absolute numbers.
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Figure 4.13: Total energy for the corresponding the power curtailment level.
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4.3 Mechanical Conversion and Torque Deter-
mination

4.3.1 Linear to Rotating motion and Gearing Ratio

Based on the power curtailment investigation, the absolute electromag-
netic level for the system design is chosen to be 250 kW . However, as is
seen from Figure 4.10(b) this power level can be achieved at different sea
conditions. Figure 4.14 shows the power extraction force as a function of the
buoy speed for different H − T combinations, all corresponding to 250 kW
peak power.
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Figure 4.14: Force vs buoy speed for different H-T combinations for the same
power level.

As it can be observed, the force-speed curves have different slopes for the
same power output. This is due to the fact that each H − T combination
has different power extraction coefficient optimal for that level. The gearbox
ratio is selected to be 171, which is suitable for the most occurring H − T
combination which provides 250 kW.

As mentioned, the generator power is selected to be 250 kW and the rotor
speed of the machine is selected to be 3000 rpm. The mechanical torque of
the machine will therefore be

T = P/ω (4.1)
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According to above, the electric generator is designed to operate for max-
imum 800 Nm torque, for 3000 rpm rated speed, which correspond to 250 kW
rated power. This value is the peak electromagnetic ability of the generator,
however due to the sinusoidally shaped instantaneous power, the continuous
power level would be half of the peak power value, without using the power
curtailment. For the curtailed peak power, the continuous power level will
be higher than half of the peak value, due to the chopped wave-form.

Figure 4.15: Representation of instantaneous and average power levels for
non-curtailed and curtailed cases.

Here, the solid line is the non-curtailed and the dashed line is the curtailed
case. It can be seen that the average level for the curtailed case is higher as
expected.

4.4 Permanent Magnet Machine Design and Con-
trol

The electric machine used in this project is an interior mounted permanent
magnet machine with double layer winding and two parallel branches for the
windings. It is based on the Toyota Prius machine [34], with higher power
output, thinner stator yoke and a two layer winding. There are 8 poles
created by two-piece magnets for each pole. The electric frequency of the
machine is
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fel = fmechnp = nsnp/60 (4.2)

where fmech is the mechanical frequency, np is the number of pole pairs and
ns is the synchronous speed in rpm.

Figure 4.16 shows the initial machine design used in this project.

Figure 4.16: The initial machine design.

The outer stator radius of the generator is 270 mm and the active length
is 260 mm. The air gap is set to be 1.5 mm. Detailed machine data can be
seen in Appendix A.

4.4.1 Windings and Magnets

The rotor of this machine involves 16 permanent magnets, each couple
creating a pole, resulting in 8 poles. The magnet material chosen is NdFeB
and magnets are interior mounted. The relative permeability of the magnet
material is 1.03. The magnet placement for one pole can be seen in figure
4.16. The stator of this machine has 48 slots, each containing a double layer
winding. The total number of turns of each slot is 8. The iron material
chosen for the rotor and stator construction is M19_29G [35]. The A phase
coil is placed as is seen in Figure 4.17, as well as the d-axis of the generator.
By aligning these two for t = 0 during FEM simulations, the current vector
to achieve the MTPA operation can easily be implemented.
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Figure 4.17: Phase A distribution of the machine.

The phase currents are set as

ia = Imax cos(ωrt+ φ) (4.3)

ib = Imax cos(ωrt+ φ− 2π

3
) (4.4)

ic = Imax cos(ωrt+ φ+
2π

3
) (4.5)

where Imax is the peak value of the current and φ is the current angle.
The maximum current is set to be 350 A for the peak power operation.
As mentioned, the stator windings are double layer windings and each

layer has 4 turns. The total copper area of one layer is 32mm2. The area of
a copper conductor then becomes

Scu = Scoil/N (4.6)

where Scoil is the total are of the coil and N is number of turns. The copper
area in this case is 8 mm2. It is also known that there are two parallel
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branches for the machine. In this way the current in a single conductor
becomes

350/2 = 175A (4.7)

Using these values, the current density can be calculated as

J = I/Scu (4.8)

The current density of the generator for the maximum operation point is
calculated to be 22 A/mm2. The rotor resistance can be calculated through

R = ρcu
l

Scu

(4.9)

which then can be utilized for the generator as

R = ρcu
1

Npb

2N(la)(lew)

Scu

(4.10)

where Npb is the number of parallel branches, la is the stack length and lew is
the end winding length. ρcu is the resistivity of copper. For this generator,
the active length for one conductor is 520 mm and the total length of the
end windings for one conductor is 390 mm. The end windings are calculated
as

lew = 2(lphasearc + lextra) (4.11)

where lphasearc is the length of the arc between where the conductor leaves the
machine frame and goes in again. lextra is the axial overhang. The resistance
of the machine then becomes 22 mΩ.

ï»¿
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Chapter 5

Analysis

5.1 Machine Analysis

5.1.1 No Load operation

In order to observe the flux created by the permanent magnets, no load
simulations are initially performed. Figure 5.1 shows the flux density created
by the magnet, when the input current is set to zero. It can be observed that
the rib edges have a very high flux density and in this way they saturate,
which is a good feature in order to force the flux to go up to the stator teeth
and not only leak over the magnets.

Figure 5.1: The flux density over the machine cross section for no-load op-
eration at rated speed.

Figure 5.2 shows the flow of the flux in the machine.
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Figure 5.2: The flux density over the machine cross section for no-load op-
eration at rated speed.

This figure verifies that the flux flows in the desired direction.
From Figure 5.3, the normal component of flux density along the air gap

can be observed. The result is consistent with Figure 5.2.
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Figure 5.3: Flux density along the airgap for no-load operation at rated
speed.

The airgap flux is plotted for the time 0, where the rotor is at its initial
angle, as shown in Figure 5.2. The maximum air gap flux is 0.6 T , which is
considered to be an adequate value [36].
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Figure 5.4: The flux linkage of stator windings for no-load operation at rated
speed.

Figure 5.4 shows that the A-phase flux linkage has its maximum value
at time zero, meaning that the orientation depicted in Figure 4.17 gives
the desired result. The maximum flux linkage supplied by the permanent
magnets at no-load operation is 0.19 Wb. Figure 5.5 shows the induced
voltage of the initial generator design at rated speed.
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Figure 5.5: The induced voltage for no-load operation at rated speed.
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5.2 Operation of the PM Generator

5.2.1 Optimal Current Angle Calculation Through FEM
Analysis

Each torque and speed combination of the PMSM contributes to an op-
erating point and a certain operating point can be achieved through various
current magnitudes and angles. The Maximum Torque per Ampere (MTPA)
control strategy allows us to calculate the optimal angle for any input current
level in order to achieve the highest torque possible. The analytical approach
in order to determine the optimal angle which gives the highest torque for
the given current, with the knowledge of d-q inductances and the magnet
flux linkage values. This approach can be seen in [37]. Initially these param-
eters are not known for the designed machine, therefore a FEM analysis or
a measurement needs to be performed to establish the machine performance
and the parameters.

The d-q currents are formulated as

isd = Iscos(φ) (5.1)

isq = Issin(φ) (5.2)

where φ is the optimal angle. Figure 5.6 shows a representation of the
MTPA curve for generator operation.
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Figure 5.6: MTPA curve for generator operation in d-q current plane.
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The curves marked with T are constant torque lines, determined using
(3.18). As it can be observed, one torque value can be obtained by a multi-
tude of d-q current combinations. The thick curve indicates the MTPA line.
The optimal operation point is the intersection point of the desired torque
line and the MTPA curve. The elliptic curves marked with U are the voltage
limit lines, determined from (3.14) and (3.15), which indicate the voltage
value required in order to achieve the d-q currents for the desired operation
point. Accordingly, this value should be the minimum voltage level the se-
lected converter can supply to be able to operate at all d-q current values,
within the voltage ellipse. If the optimal point is not within the voltage limit,
the point can not be reached. MTPA control can be utilized as long as the
converter can supply the required voltage.

In this work, the optimal angle is not determined through analytical meth-
ods, but through FEM calculations. In order to calculate the optimal angle
through FEM analysis, various available operating points are analyzed and
the current angle which corresponds to the highest torque for a current level
is the optimal angle.

Figure 5.7 shows the torque variation as a function of current angle for
different current magnitudes at the rated speed. For simplicity positive no-
tations regarding torque values and MTPA angles have been used, although
they in reality are negative due to the generator operation.
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Figure 5.7: Torque variation in regards with the current angle for different
current levels.

It can be observed that for low current magnitude values, the highest
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torque is achieved for lower angles and while the current magnitude is in-
creasing, the optimal angle increases as well. Figure 5.10(a) shows the d-q
current combinations for different operation points and Figure 5.10(b) shows
the resulting induced voltage. As before, positive torque and angle values
are used for simplicity.

5.2.2 Analysis of the WEC System

In this section, the WEC is connected to the electric generator. Figure
5.8 shows the calculation procedure of the integrated WEC and electrical
system.

buoy mtpa

torque

speed

Current

Current

Angle

machine

FEM

Figure 5.8: The procedure description.

Here, the simulation of the buoy movement on the water provides operat-
ing points to the electrical system, where the suitable current magnitude and
angle is calculated through MTPA control for each input and the machine is
analysed for this case. Figure 5.9 represents the torque input supplied to the
machine by the buoy.
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Figure 5.9: Torque and speed requirement from the buoy.

Since the load characteristic of the buoy is linear, the speed increases
linearly with the torque and reaches 3000 rpm for the rated torque. Figure
5.10(a) shows the optimal d and q currents obtained through the MTPA
system.
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Figure 5.10: Optimal d-q current trajectories and the induced voltage.

The maximum current depicted here is the instantaneous peak current.
However due to the power curtailment, the continuous current of the gener-
ator will be lower. Figure 5.11 shows the relation between the peak and the
continuous currents for the maximum operation point.
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Figure 5.11: Instantaneous and the continuous currents.

The continuous current value is calculated to be 262 A whereas the peak
current is 350 A. The current density for continuous current becomes 16.4
A/mm2.

The maximum voltage is used for the converter selection. It is found that
the maximum phase voltage is 506 V. This results in the need of a DC-link
voltage that is

Vdc ≥ Vph

√
3/0.95 = 911V (5.3)

using the zero sequence signal injection method. According to this DC-link
voltage value, the InfineonFZ600R17KE4 1700 V IGBT module is selected.
Further information about the module can be found in [31]. The switching
frequency is selected to be 5kHz. It can be seen that there is a decent voltage
margin between the needed DC voltage for the induced voltage level and the
rated voltage of the IGBT module. Due to this, the converter selection is
suitable for forthcoming designs, since the machine is not greatly altered,
therefore drastic changes in the induced voltage level are not to be expected.

The machine losses are shown in Figure 5.12(a) and the converter losses
can be seen in Figure 5.12(b). The machine losses are takes from the FEM
calculations and the copper losses are also verified using (4.10). The end
windings are included in the copper loss calculations. The winding tempera-
ture is selected to be 120o and the magnet temperature is assumed to be 70o

during the calculations shown in the figures. The fact that the temperature
is lower for the lower current levels have been ignored to facilitate the calcu-
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lations, since the effect is the same for all investigated machine variants. The
core losses are obtained through the FEM calculations and the copper losses
from the FEM calculations are increased in order to account for the losses
from the end windings. The converter losses are calculated as described in
the previous chapter.
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(a) Machine Losses.

0 200 400 600 800
0

1

2

3

4

5

Torque [Nm]

C
on

ve
rt

er
 L

os
se

s 
[k

W
]

 

 
Conduction
Switching
Total

(b) Converter Losses.

Figure 5.12: Electrical losses of the initial WEC system.

It can be observed from above that the majority of the total losses are
the copper losses, which go up to approximately 16 kW for the maximum
current. In order to introduce the magnet losses in the FEM simulation, the
conductivity of the magnet is introduced in the magnet representation, for
details, see [38]. The magnet losses are quite small compared with the copper
and the core losses, which can be expected from an interior PM machine,
therefore these are not shown in the figure, however they are included in the
calculations. The loss values depicted in the figures are average losses for the
operation point in question. The switching losses are approximately 3.3 kW
at maximum current for the 5 kHz switching frequency.

Figure 5.13 shows the temperature distribution in the generator cross
section. The continuous current for the rated operation is used as an input.
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Figure 5.13: Temperature distribution in the initial generator for the maxi-
mum operating point.

The ambient temperature is selected to be 20o. The heat transfer coeffi-
cient, α, for the machine frame side is selected to be 2000 W/m2K and the
cooling of the rotor shaft is represented with a heat transfer coefficient of
45 W/m2K towards the shaft, which gives a rotor temperature of 70o. It
can be seen that the maximum temperature in the stator windings is slightly
higher than 130o, which corresponds to an average temperature of approxi-
mately 120o. The temperature assumption made earlier is therefore validated
through simulations.

Figure 5.14 shows the efficiency of the system for different power levels.

52



0 50 100 150 200 250 300
0

20

40

60

80

100

Power [kW]

E
ffi

ci
en

cy
 [%

]

Figure 5.14: Efficiency of the initial drive system design.

It can be observed that the efficiency reaches a fairly high value of 85%
at approximately 30 kW and stays fairly similar until the maximum power
operation point. This means that the generator is suitable for a wave energy
operation, since the efficiency is not much lower than the rated value for
lower power levels. The efficiency for the rated operation is 92.2%.

5.3 Geometric Alterations
In this section, the magnet locations are altered in order to investigate the

effect of the magnet placement on the electrodynamic torque. The magnet
area is kept constant for each design and the magnet and the reluctance
torque is calculated for the different cases.

For all sweeps, the electrodynamic torque is split into the magnet and
reluctance torque components, as shown in (3.19) and the magnet and reluc-
tance torque components are calculated using (3.20) and (3.21). The input
data is obtained through FEM calculations. The magnet flux linkage is cal-
culated as a function of the q-axis current, while the d-axis current is zero.
After obtaining the magnet flux linkage, FEM calculations for different cur-
rent magnitudes and angles are performed and the MTPA angle is determined
for each case. The d-q inductances are calculated using (3.16) and (3.17).
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5.3.1 Angular Sweep

Here, the rib and the distance from the air gap of the magnets are kept
constant and the distance from the shaft is altered with an angle. The
distance from the side boundaries is constant for this design, as well as the
magnet volume. The geometric design for the angle sweep can be seen in
Figure 5.15 where 5 designs are presented.

1

5

Figure 5.15: Rotor designs for the angular sweep.

The solid line represents the start design whereas the dashed line is for
the end design. Altering the placement of the magnets will change the flux
and accordingly the electromagnetic torque will also be effected. Figure 5.16
shows the different reluctance and magnet torques for the start and end
designs.
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Figure 5.16: The magnet and reluctance torque variation as a function of
current for the angle sweep.

It can be observed that for the start design the magnet torque is lower
than that for the end design. This is due to the fact that for the start design,
the magnets are placed deeper into the rotor yoke and this changes the d-q
inductances, which in turn causes Ψm to be lower. By placing magnets closer
to the air gap, the magnet torque increases. The difference between the start
and end magnet torque values is approximately 100 Nm. It can also be seen
that the reluctance torque increased slightly from the start to the end design.
This is due to the higher difference between d and q axis inductances. Figure
5.17 shows the magnet, reluctance and electromagnetic torques for different
designs.
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Figure 5.17: Magnet torque (green), Reluctance Torque (red) and the Total
Torque (blue) for the angle sweep.

For this sweep, the highest magnet and overall torque is achieved using
the 5th design, however the highest reluctance torque is obtained using the
2nd design.

5.3.2 Rib Sweep

In this sweep, the effect of the rib distance is investigated by reducing it.
There are three designs in this sweep and for each step the magnet dimensions
are adjusted while keeping the magnet volume constant. Figure 5.18 shows
the geometry of different designs for the rib sweep.
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Rib

Figure 5.18: Rotor designs for the rib sweep.

The solid line represents the start design whereas the dashed line is for the
end design. Figure 5.19 shows the different reluctance and magnet torques
for the start and the end designs.
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Figure 5.19: The magnet and reluctance torque variation for the rib sweep

It can be observed that with smaller rib distances, a slightly higher mag-
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net torque can be achieved in comparison to the latter case. However, due to
the increased saliency for the large rib distance, the reluctance torque will be
higher. Furthermore, since the overall design is quite salient, the reluctance
torque is higher than the magnet torque for the rated current operation. Fig-
ure 5.20 shows different magnet, reluctance and electromagnetic torques for
the different designs.
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Figure 5.20: Magnet torque (green), Reluctance Torque (red) and the Total
Torque (blue) for the rib sweep.

For the rib distance alterations, the highest magnet torque is obtained for
the 2 nd design while the highest reluctance torque can be achieved for the
1st design. However, the highest overall torque is obtained for the 3rd design,
since the trade off between magnet and reluctance torques is optimum for
this case. It can also be noted that the rib distance has not as high impact
on the torque output as the angle of the magnets.

5.3.3 Straight Sweep

In this sweep, the magnets are placed close to the air gap, with a small rib
distance, which creates an inset like magnet shape. The magnets are moved
towards the shaft while keeping the rib distance constant. Figure 5.21 shows
the geometry of this sweep.
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Figure 5.21: Rotor designs for the straight sweep.

The solid line represents the start design whereas the dashed line is for the
end design. Altering the placement of the magnets will change the rotor flux,
therefore the electromagnetic torque will also be effected. Figure 5.22 shows
the different reluctance and magnet torques for the start and end designs.
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Figure 5.22: The magnet and reluctance torque variation for the straight
sweep.
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It can be observed that this design is not salient enough to produce high
reluctance torque, therefore for the entire operation the magnet torque is
higher than the reluctance torque. The magnet torque for the start design is
approximately 100 Nm higher than for the end case, since the first magnet
placement results in higher Ψm. However, due to low saliency, the start
design has a lower reluctance torque than the end design. Figure 5.20 shows
different magnet, reluctance and electromagnetic torques for different magnet
positions in the straight sweep.
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Figure 5.23: Magnet torque (green), Reluctance Torque (red) and the Total
Torque (blue) for the straight sweep.

It can be observed that, due to the inverse ratio of change between the
magnet and reluctance torques for different designs, the total torque is almost
the same for each design. Highest magnet torque is achieved for design 1
whereas the highest reluctance torque case is design 4.

5.3.4 Spoke Magnet Desing

For this design, the permanent magnets are placed perpendicular to the
air gap, similar to the structure presented in [39] and [40]. Here, three
different geometries were used for the spoke design. The magnet volume
is kept constant, as it was for the previous sweeps. Figure 5.24 shows the
starting geometry of the spoke magnet design.
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Figure 5.24: Rotor Geometry for Initial Spoke Magnet Design.

Figure 5.25 shows the flux density radially along the machine geometry.
It can be seen that the flux density in the machine is coherent with the
previous designs.

Figure 5.25: No load flux for the initial spoke magnet design.

which is similar to the initial generator design using the v-shaped magnets.
For the second spoke design, two pieces of the rotor is carved out in order
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to concentrate the flux over the air gap. These pieces take 17% of the outer
rotor arc. Figure 5.26 shows the geometry of the second spoke design.

Figure 5.26: Rotor Geometry for Second Spoke Magnet Design.

In the third spoke design, the carved out pieces are increased to take 33%
of the outer rotor arc. Figure 5.27 shows the geometry for this design.

Figure 5.27: Rotor Geometry for Third Spoke Magnet Design.
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Figure 5.28 shows the magnet and reluctance torque variations for the
spoke design.
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Figure 5.28: The magnet and reluctance torque variation for the spoke sweep.

It can be seen that the magnet torque is unchanged for all three cases,
since the magnet placement is kept constant. On the other hand, reluctance
torque decreases with the increasing size of the carved out pieces. This is
due to the decreasing q-axis inductance. When the magnetic material is
replaced by air, the q-axis flux linkage can not travel through the replaced
bits as easily as through the iron material. Therefore the q-axis inductance
decreases, which in return causes a drop in the reluctance torque value.

Figure 5.29 shows the magnet, reluctance and the total torque outputs
from different spoke designs.
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Figure 5.29: Magnet torque (green), Reluctance Torque (red) and the Total
Torque (blue) for the spoke sweep.

Here, it is observed that while the magnet torque remains constant, the
reluctance torque decreases from the start to the end design, in turn the total
torque also decreases. It can be seen that the total torque value obtained
by the spoke designs are not sufficient as a high performing generator for
the investigated WEC. However, by altering the stator and increasing the
magnet material, the spoke rotor generator can be a suitable option.

5.3.5 Inset Magnet Design

The inset design has a one piece magnet straight across the air gap side
of the rotor. Figure 5.30 shows the geometry of the inset magnet machine.
The magnet volume is kept constant just as in the previous cases. Due to
modelling issues, there are two magnets with a small air pocket in between
them, however, this is irrelevant for the flux picture in the machine.
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Figure 5.30: Rotor Geometry for Initial Inset Magnet Design.

Figure 5.31 shows the flux density radially along the machine for no load
operation. It can be observed that the flux level of this design is within the
desired values, as stated for the initial v-shaped permanent magnet generator.

Figure 5.31: No load flux for the inset magnet design.

In order to further investigate the inset design, the magnet width is de-
creased while the thickness is increased to keep the volume constant. The rib
is increased to be able to keep the magnet in the center of the pole. Figure
5.32 shows the rotor geometry of the second inset magnet design.
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Figure 5.32: Rotor Geometry for Second Inset Magnet Design.

For the third inset magnet design, the magnet width and the rib is further
decreased while the magnet volume is kept constant. Figure 5.33 shows the
geometry of the third inset design.

Figure 5.33: Rotor Geometry for Third Inset Magnet Design.

Figure 5.34 shows the magnet and reluctance torque variations for differ-
ent inset designs.
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Figure 5.34: The magnet and reluctance torque variation for the inset sweep.

It is shown that the magnet torque decreases with each adjustment made
from the initial to the third design. This is on account of the fact that when
the magnet thickness is increased, the magnet flux needs to travel through
this thicker magnet, which has a low permeability, therefore Ψm decreases.
The lower magnet flux results in lower magnet torque. It is also observed
that the reluctance torque is affected oppositely. When the magnet is long,
the reluctance path for the q-axis is thinner. This gives a lower value of the
q-axis inductance. By increasing the iron bits at the magnet sides, the q-axis
inductance is increased. The reluctance torque is affected proportionally to
the difference between d and q axis inductances, therefore it is increased from
the initial to the third design. Figure 5.35 shows the magnet, reluctance and
total torque values for the inset design sweep.
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Figure 5.35: Magnet torque (green), Reluctance Torque (red) and the Total
Torque (blue) for the inset sweep.

It can be seen that the total torque remains fairly constant since the
reluctance and magnet torques are affected in an opposite manner by the
varying inset magnet designs.

5.3.6 Evaluation

Any change in the magnet placement of the permanent magnet machine
has an affect on the air gap flux and on the flux in the iron core. These
deviations impact the d-q inductances of the machine. According to (3.16)
and (3.17), when the d-axis flux linkage is changed, the d-axis inductance is
affected, given that Ψm is constant for the operation point. Similarly, the
q-axis flux linkage and the inductance are proportional. The effect of the
geometric alterations on the d-q flux linkages are explained in the previous
section.

Figure 5.36 shows the d-axis inductance variation for different sweeps and
designs.
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Figure 5.36: d-axis inductance variation for different designs.

Figure 5.37 shows the q-axis inductance variation for different sweeps and
designs.
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Figure 5.37: q-axis inductance variation for different designs.

It can be observed that the Ld and the Lq are varying with the geometry
since the geometry affect the d-q flux linkages, as expected from (3.16) and
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(3.17), as well as the simulations from the previous section.
Equation (3.21) shows the reluctance torque relation. It can be seen

that the reluctance torque is a function of the difference between the d-q
inductances. Figure 5.38 shows the absolute value of the difference between
the d and q inductances for different designs.
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Figure 5.38: Inductance difference variation for different designs.

According to (3.21), the reluctance torque must behave similarly to the
inductance difference as long as the operation point, hence the d-q currents
remain the same. Figure 5.39 shows the reluctance torque variation for dif-
ferent designs.
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Figure 5.39: Reluctance torque variation for different designs.

As expected, the inductance difference and the reluctance torque varia-
tions are rather linked. The minor anomalies are caused by the slight differ-
ences in the current angle for different designs.

From (3.20), it is possible to acknowledge that the magnet torque of the
generator is a function of the magnet flux. Figure 5.40 shows the variation
of the magnet flux linkages for different designs.
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Figure 5.40: Magnet flux linkage variation for different designs.

The results are consistent with the simulations performed in the previous
section. According to (3.20), the magnet torque is expected to vary in a
similar fashion as the magnet flux linkage, as long as the current angle and
magnitude are not changed. Figure 5.41 shows the variation of the magnet
torque for different sweeps and designs.
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Figure 5.41: Magnet torque variation for different designs.
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As explained above, the proportional behavior between Ψm and the mag-
net torque can be seen. The minor anomalies are caused by the slight differ-
ences in the q-axis current for different designs.

Equation (3.19) shows that the total torque is the summation of the
magnet and reluctance torques. Figure 5.42 shows the total torque output
from the different generator designs.
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Figure 5.42: Optimal torque variation for different designs.

The total torque values are consistent with the simulations performed
individually for different designs in the previous section. Table 5.1 shows
the maximum magnet, reluctance and total torque values obtained from the
different sweep and the design number at which it is obtained.

Table 5.1: Torque evaluation of each design.
Design Magnet Torque No Reluctance Torque No Torque No
Spoke 488 3 290 1 730 2
Inset 639 1 393 3 920 2
Angle 327 5 484 2 803 5
Rib 400 2 455 3 843 1

Straight 548 1 355 4 832 2

According to the results presented above, the second inset design is se-
lected as the most suitable generator for the WEC, due to highest output
torque, for the given current level.
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5.4 System Integration of the Inset design
In this section, the inset design which was found to have the best per-

formance replaces the initial electric generator as the selected generator for
further investigations. The input to the generator is the mechanical torque
supplied by the buoy. As stated previously, power curtailment level is 250 kW
and that corresponds to a maximum torque of 800 Nm. Figure 5.43 shows
the relation between the input torque and the input current of the generator.
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Figure 5.43: Average torque for different current levels for the inset design.

It can be seen that this generator reaches the rated torque at approxi-
mately 300 A, which is 50 A less compared to the initial case. Due to the
lower torque level, lower losses are expected. Figure 5.44 shows the machine
losses of the inset design.
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Figure 5.44: Machine losses of the inset design for different current levels.

It can be seen that the copper losses of the inset design are 12 kW and the
core loss is approximately 0.85 kW. Figure 5.45 shows the converter losses of
the inset design.
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Figure 5.45: Converter losses of the inset design for different current levels.

It is seen that the conduction losses for this design is 0.98 kW and the
switching losses end up at 2.94 kW. Compared with the results from the
initial design, the improvement can be seen. The copper losses are decreased
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by 22%, which shows the effect of the reduced current for the desired torque
level. The efficiency of the inset design is depicted in Figure 5.46.
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Figure 5.46: Drive system efficiency for the inset design.

The efficiency of the system for the rated torque is now approximately
95%. Compared with the initial design, the inset system has 1.35% higher
efficiency.

5.5 Material Evaluation
In this section, the effects of different iron and magnet materials are

investigated.

5.5.1 Evaluation of Different Iron Materials

In this section the electrical steel material used in constructing the stator
and the rotor yokes of the electric generator is investigated. The material
used in the initial design is M19_29G and will in the continuing be named
steel 1 [35]. The second iron material is M700_50A [41] and it is a 0.5 mm
thick lamination, named steel 2, which is a cheaper material. The third ma-
terial is M270_35A [41], which is 0.35 mm thick electrical steel laminations
and is named steel 3. Figure 5.47 shows the B-H curves for the used iron
materials.

76



0 200 400 600 800 1000
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

H [A/m]

B
 [T

]

 

 

steel 3
steel 2
steel 1

Figure 5.47: B-H curves for different iron materials.

It is seen that under 50 A/m field intensities, Steel 1 and Steel 3 have
the same properties, while Steel 2 does not have a very good performance.
However for values above 400 A/m Steel 2 can have a higher flux for a given
magnetic field strength, followed by Steel 3 and then Steel 1.

Figure 5.48 shows the core loss for the rated electrical frequency for the
iron materials.
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Figure 5.48: Coreloss for different iron materials for 200 Hz.

It can be seen that steel 2 has a very high core loss for the rated frequency,
as expected. Steel 1 and steel 3 surprisingly have identical core loss relation.

5.5.2 Evaluation of the Permanent Magnet Material

The permanent magnet strengths are given by the value referred to as
the magnetic coercivity [42]. The magnet material used in the initial de-
sign, N36Z_20 [35], is named Magnet 1 in this project. The coercivity of
this magnet is −920000A/m. This material is replaced by Vac_745_HR,
named Magnet 2, which has a magnetic coercivity of −1073000A/m [43].
The coercivity values are given for 70o magnet temperature.

5.5.3 Replacing the Initial Materials

In this section, the iron and the magnet materials of the generator are
replaced by the materials mentioned previously.

Firstly, the iron material is replaced and each case is tested for the max-
imum input current. Table 5.2 shows the different torque outputs obtained
at maximum current for different iron materials.
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Table 5.2: Torque outputs for different electrical steel materials.
Design Torque [Nm]
Steel 1 920
Steel 2 920
Steel 3 929

As it can be seen, the iron material has very little impact on the torque
output. Using Steel 1 and Steel 2 provide the same torque output, however
this is coincidental, since these two materials do not have similar properties.
However Steel 1 has lower core loss for the rated frequency and Steel 2 has a
higher flux density level for a given field strength. Steel 3 gives the highest
torque output.

Table 5.3 shows output torque obtained for rated operation for different
magnet materials.

Table 5.3: Torque outputs for different magnet materials.
Design Torque [Nm]

Magnet 1 920
Magnet 2 1000

As expected, it can be noted that the magnet change improves the torque
output greatly. It should be noted that the combination of Magnet 1 and
Sheet 1 correspond to the initial generator design. It can be seen that using
Magnet 2 and Steel 3 improves the machine performance, therefore, for the
next case both the yoke and the magnet materials are replaced. Table 5.4
shows the torque output for the rated operation for changing both core and
magnet materials.

Table 5.4: Torque outputs for different magnet and yoke materials.
Design Torque [Nm]

Steel 1/Magnet 1 920
Steel 3/Magnet 2 1018

The idea to create a high efficiency design is thus achieved, as can be seen
from the table above.

Table 5.5 shows the power losses for different cases while used as the
generator for the investigated WEC for the maximum operating point.
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Table 5.5: Power Losses for different cases used as a WEC generator
Design Copper [W] Core [W] Conduction [W] Switching [W]

Steel 1/Magnet 1 12050 836 980 2940
Steel 2/Magnet 1 12130 2841 985.8 2948
Steel 3/ Magnet 1 11910 896.5 975.2 2925
Steel 1/Magnet 2 9880 865.1 881.3 2010
Steel 3/Magnet 2 9653 899 868.8 1988

Here, it is seen that the improved machines do not require the maximum
current, 350 A, as the initial V-shaped magnet design does, in order to reach
the rated torque. Therefore, the improved cases have lower losses than the
initial design. It can be seen that using Steel 2, which has higher core loss
as shown in Figure 5.48, results in a high core loss value. The core loss
obtained using Steel 2 is approximately 30% higher than those for Steel 1
and Steel 3. When the magnet changes are considered, it can be seen that
the Steel 3/Magnet 2 design has the highest torque, therefore it requires the
lowest current in order to achieve the rated torque. Due to that, it has the
lowest copper and converter losses, since these are functions of the current.
In addition, due to the B-H curve differences, using Steel 1 instead of Steel
3 results in lower core losses.

5.6 Energy Production and Loss Maps
In the previous chapter, the wave power and wave energy harnessed by a

theoretical generator were shown. Here, the theoretical generator is replaced
by the designs investigated. The selected designs are the initial generator,
the inset design, the inset design with steel 2, the inset design with steel 3
and the inset design with the steel 3 and the magnet 2 material combination.

For the simulations, the buoy is represented as a torque source to the
generator and the torque corresponding to H−T combinations for the scatter
diagram is calculated. The torque input is then used for selecting the d-q
currents through the MTPA strategy. Thereon, the FEM calculations for
each design is performed, using the corresponding d-q current inputs.

Figure 5.49 shows the machine losses for the initial design, simulated as
described above.
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Figure 5.49: Machine Losses for the initial design.

Figure 5.50 shows the converter losses for the initial design.
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Figure 5.50: Converter Losses for the initial design.

These values agree with the two dimensional figures shown earlier. It is
observed that for higher H − T values, the losses increase, since the higher
H-T values have higher wave power, which in return supplies a higher torque
to the generator. Higher torque value would then demand a larger current,
which results in larger losses.

Figure 5.51 shows the annual energy production and the annual energy
loss obtained using the initial design.
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Figure 5.51: Produced and the lost energy for the initial design.

It can be seen that due to the probability distribution, the highest energy
production and energy loss do not occur at the highest H-T combination. The
same procedure is performed for each different design and similar graphs are
obtained. Table 5.6 shows the annual energy productions and the annual
energy losses of the selected designs.

Table 5.6: Annual Energy Production and Annual Energy Loss for different
machine designs.

Design Production [MWh] Loss [MWh]
Initial 233 32
Inset 239 26

Steel 2/Magnet 1 237 28
Steel 3/Magnet 1 239 26
Steel1/Magnet 2 245 20
Steel 3/Magnet 2 246 19

Here it is seen that the initial design has the highest annual energy losses.
It is followed by the steel 2 case, since it is a thick steel sheet which has a high
loss density. Since steel 1 and steel 3 materials have similar properties, the
annual energy production and the energy losses are the same. The design
using the improved permanent magnet has the highest energy production
and the lowest losses, as expected. In order to have a better understanding
of the different topologies, the generator efficiencies are calculated. Table 5.7
shows the generator efficiencies for different generator selections for the rated
operation point.
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Table 5.7: The efficiency of different machines for the rated operation.
Design Efficiency [%]
Initial 92.2
Inset 93.75

Steel 2/Magnet 1 93.76
Steel 3/Magnet 1 94.5
Steel1/Magnet 2 95.2
Steel 3/Magnet 2 95.3

As expected, the design with the improved magnets have the highest
efficiency and the initial design has the lowest efficiency, however the Magnet
2 design has almost as good loss performance as the best one.

5.7 Economical Evaluation of the Different Gen-
erator Designs

In the previous sections the start up generator has been improved from
the energy point of view, however this does not give us a complete picture
about whether the improved designs are beneficial in average for the whole
operation and if so to what degree. Accordingly, in this section, the life cycle
cost analysis is done for the selected improved designs as well as the start
up, in order to have a better understanding of the economic feasibility of the
electric generation system used in the WEC.

First point of interest is the cost of the generator, which will be the
investment cost of the electrical system. The investment cost consists of the
cost of the materials used in constructing the machine and the manufacturing
costs.

Cinvestment = mmaterialΠmaterial (5.4)

where mmaterial is the weight of the material used in the system and Πmaterial

is the corresponding price. Table 5.8 shows the material weights of the gen-
erators. The material weights are not different for different designs since the
stator geometry is not changed and the magnet volume is kept constant.
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Table 5.8: Weight of the different materials for the machine.
Material Weight [kg]
Winding 3.57
Rotor 24.56
Stator 52.9

Magnets 3.6

The real wholesale prices of the materials are challenging to obtain, how-
ever in order to calculate the investment costs some crude assumptions are
made. Table 5.9 shows the assumed prices for different materials used in this
thesis.

Table 5.9: Assumed Material Prices.
Material Price [SEK/kg]

Copper wire 1200
Sheet 1 30
Sheet 2 15
Sheet 3 35
NdFeB 800

Dysprosium 4300

Here the Magnet 1 material consists of 1% dysprosium, whereas Magnet
2 has 12% dysprosium.

The converter prices are not included since the same converter is used
for each different design. Table 5.10 shows the investment costs of different
generator designs.

Table 5.10: Investment costs of different electric generator designs.
Design Investment Cost [kSEK]
Initial 14.8
Inset 14.8

Steel 2/Magnet 1 12.5
Steel 3/Magnet 1 15.6
Steel1/Magnet 2 17.7
Steel 3/Magnet 2 18.5

Here, the manufacturing cost is included as a coefficient and it is selected
to be 2.
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It can be seen that the improved magnet design has the highest investment
cost as expected, since the permanent magnets are costly. The lowest cost
design is the Steel 2/Magnet 1 design.

The second point of interest is how the generators behave during their
operating time, which is investigated using the Net Present Value Method. In
this thesis, instead of the cost of benefit, the cost of losses are used, therefore
it will be called Net Present Value of Losses (NPVL) and is calculated as

NPV L =
Rt

(1 + i)t
(5.5)

Here, Rt is the net cash flow, in this case the price of the energy loss per
MWh, i is the interest rate and t is the life time [44]. Here, the life time is
selected to be 20 years and the interest rate is 9%. The electricity price is
assumed to be 400 SEK/MWh [45].

Table 5.11: Net Present Value of Losses for different electric generator de-
signs.

Design Net Present Value [kSEK]
Initial 117
Inset 95

Steel 2/Magnet 1 102
Steel 3/Magnet 1 95
Steel 1/Magnet 2 73
Steel 3/Magnet 2 69

It can be observed that the lowest NPVL is obtained while using the Steel
3/Magnet 2, since this design has the lowest energy loss. It is also seen that
improving the initial design was highly motivated due to having the highest
NPVL.

The Life Cycle Cost (LCC) of the system is then calculated by adding up
the investment cost and the operational costs together [44]. The operational
costs in this thesis are assumed to consist of the machine losses and the
converter losses.
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Table 5.12: Life Cycle Cost of using different electric generator designs.
Design Life Cycle Cost [kSEK]
Initial 131.7
Inset 109.8

Steel 2/Magnet 1 114.8
Steel 3/Magnet 1 110.6
Steel 1/Magnet 2 90.8
Steel 3/Magnet 2 87.9

Figure 5.52 shows the investment costs, NPVLs and the LCCs of different
designs.
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Figure 5.52: Economic Evaluation of different designs.

The economic evaluation shows that high losses of the initial generator
design result in the highest LCC, even though the investment cost is relatively
low. Similarly, the Steel 2/Magnet 1 design does not end up being the most
economical solution, even though it has the lowest investment costs. The
design where both the magnet and the core material is improved is the most
economically beneficial design due to its low loss rate, even though the initial
investment of the system is the most expensive. It was stated before that
there is only 0.1% efficiency increase between the Steel1/Magnet 2 design
and the Steel 3/ Magnet 2. Although the performance of the generator is
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only slightly improved by replacing the core material, the LCC of the limited
part of the system is improved approximately 4%.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions
In this thesis, different designs of PM generator rotors are investigated

through FEM calculations and analytical simulations, in order to evaluate
the power production through a WEC. First, the wave energy potential is in-
vestigated for the selected location and the possible harvestable wave energy
is calculated using the passive power extraction method. An initial generator
is designed based on the power requirement of the buoy and starting from this
machine, adjustments regarding the rotor geometry and construction mate-
rial are performed in order to increase the efficiency. The suitable designs
are then investigated economically, using the net present value method.

The wave model is implemented using a state-space system and the buoy
movement is simulated. High power carrying waves occur seldom and ac-
cordingly, the annual wave energy content is highest for a lower power level
which is more probable to occur. Accordingly, power curtailment for the
wave power production is fairly beneficial, since designing the system for the
highest power level which occurs less than a few percent of the time increases
the investment cost. This understanding motivates using power curtailment
on the highest possible power and it is concluded that performing a 50%
power curtailment corresponds to a mere 10% annual energy loss.

The electric machine performances were obtained through FEM calcu-
lations. By comparing the performance of different generator designs with
different permanent magnet placements, it was observed that the inset per-
manent magnet design is more suitable than the two-piece magnet interior
mounted design. For the identical materials and the same volume, the inset
design has 1.3% higher efficiency than the interior magnet design, which cor-
responds to circa 15 kSEK improvement on the LCC for the same investment
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cost.
Constructing the electric generator using materials with better perfor-

mance increases the investment cost, however the investment cost is a small
portion of the LCC of the machine. Here, between the least expensive (Sheet
2) and the more expensive (Magnet 2) designs, there is approximately 6
kSEK difference for the initial investment cost, however using a more effi-
cient generator lowers the LCC of the wave energy system by more than 23
kSEK, due to its lower losses.

6.2 Future Work
The wave model in this project is selected to be regular, therefore the

peak to average ratio of wave power was constant until the curtailment level
is reached, then it increases slightly. Using irregular waves as input for WEC
calculations would provide a more realistic picture of the wave power produc-
tion. Another aspect to investigate later on is the active power extraction,
where the point absorber movement is actively controlled in order to supply
the highest torque to the generator.

This work mainly focuses on the permanent magnet generators, how-
ever due to the fluctuations in the rare earth magnet material prices, other
machine types can be investigated for wave power operations, where the re-
luctance torque is greatly utilized. Some machine types which are valuable
to consider are the ferrite magnet spoke rotor machine and the synchronous
reluctance machine. The induction machine is also a worthy candidate for
further studies. Moreover, investigating the torque ripple would be benefi-
cial for a more thorough evaluation of the different generator performances.
Adding a field weakening algorithm to the generator control would help fur-
ther utilize the generator for different loads. A very valuable effort would
be to include other parts of the WEC system, such as the gear-box and the
rest of the WEC mechanical system in an optimization to determine the
curtailment level.

Finally, constructing a small scale generator to test for the wave power
production for comparing and evaluating the simulation results would be of
interest.
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Appendix A

Machine Geometry Data

Table A.1: Stator Geometry for FEM simulation, type 0 for core
Stator outer diameter 269 mm
Stator inner diameter 161.9 mm

Number of slots 48
Slot Type 2

Slot opening height 1.03 mm
Slot closed bridge height 0

Slot wedge height 0
Slot body height 29.5 mm

Slot opening width 1.93 mm
Slot wedge maximum width 5 mm

Slot body bottom width 8 mm
slot body bottom fillet 5 mm
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Table A.2: Rotor Geometry for initial design, type 0 for core and type 1 for
magnet

Rotor outer diameter 160.4 mm
Rotor inner diameter 90.64 mm

Number of Poles 8
Pole Type 3

Limited diameter of PM ducts 157.4 mm
Bottom Width 3

Distance from duct bottom to shaft surface 7.28
Duct thickness 4.7 mm

Rib width 14 mm
Rib height 3 mm

Minimum distance between side magnets 4.5 mm
Magnet thickness 6.48 mm

Total width of all magnet per pole 32 mm

Table A.3: Rotor Geometry for inset design, type 0 for core and type 1 for
magnet

Rotor outer diameter 160.4 mm
Rotor inner diameter 85 mm

Number of Poles 8
Pole Type 5

Limited diameter of PM ducts 158 mm
Bottom Width 0

Distance from duct bottom to shaft surface 28.28 mm
Duct thickness 6 mm

Rib width 10 mm
Rib height 4 mm

Minimum distance between side magnets 0.1 mm
Magnet thickness 7 mm

Total width of all magnet per pole 33.4 mm
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