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Abstract—We give a brief survey of a particularly interesting class of codes, called spatially-coupled codes, which are strong candidates for future optical communication systems. We discuss some recent research on this class of codes in the area of optical communications, and summarize some open research problems.

I. INTRODUCTION

The ever-growing demand in network capacity has made the use of forward error correction (FEC) a must in optical communications. The first FEC code proposals, in the late 1980s and early 1990s, were based on classical algebraic codes, mainly Reed-Solomon (RS) codes, and hard-decision decoding (HDD). RS codes are characterized by a large minimum distance, which allows to support error rates below $10^{-15}$, as required in optical communications. Furthermore, they possess a strong algebraic structure which can be exploited for low-complexity syndrome-based decoding. However, RS codes perform far away from the Shannon limit at low error rates.

The advent of turbo codes and the rediscovery of low-density parity-check (LDPC) codes, with unprecedented performance close to the Shannon limit, has attracted a significant interest in the optical communications community in the last few years in modern FEC schemes. Turbo and LDPC codes can be decoded with relatively low complexity using soft-decision decoding (SDD), also referred to as belief propagation (BP) decoding. Today, coding for long-haul optical communications can be divided into two main active areas. On one hand, code constructions based on algebraic codes, such as turbo product codes, staircase codes [1] and tightly-braided block (TBB) codes [2], decoded using HDD. On the other hand, LDPC codes with SDD. The latter can provide an extra coding gain with respect to HDD schemes, at the expense of an increased decoding complexity and power consumption.

Recently, the spatial coupling of LDPC codes [3] has revealed itself as a powerful technique to construct codes that achieve capacity universally over the class of binary-input memoryless symmetric channels. The main principle behind this outstanding behavior is the remarkable fact that the BP threshold saturates to the maximum a posteriori (MAP) threshold of the underlying block code ensemble when the block length tends to infinity [3]. In plain words, the suboptimal BP decoder performs as well as the optimal MAP decoder.

A drawback of spatially-coupled LDPC (SC-LDPC) codes is the need for very large block lengths (100K bits and above) to yield the promised gains. This may be, in principle, a limiting factor for its use in applications such as wireless communications, characterized by relatively short packages. However, due to the very high data rates, optical communications can tolerate very large block lengths (a decoding delay of 10 $\mu$s translates to a processing delay of one million bits for a data rate of 100 Gb/s). Therefore, optical communications is one of the most appealing applications for this class of codes.

Spatial coupling is a very general concept. In the realm of coding, it can be applied to virtually any code with both HDD and SDD. For instance, staircase codes [1] and TBB codes [2] can be seen as particular cases of spatial coupling, in particular as an instance of spatially-coupled generalized LDPC (SC-GLDPC) codes.

In this paper, we review the class of spatially-coupled (SC) codes, discuss some recent developments on this class of codes in the optical communications arena, and point to some open research problems. Due to space constraints, our main focus is on SC-LDPC codes with SDD, but we also discuss some recent research on SC-GLDPC and HDD.

II. LDPC AND SC-LDPC CODES

A binary LDPC code encoding information messages of length $k_C$ bits into codewords of length $n_C$ bits is defined via an $r_C \times n_C$ sparse binary parity-check matrix $H = [h_{i,j}]$, where $r_C \geq n_C - k_C$ with equality if and only if $H$ has full rank. One popular method to construct LDPC codes is by using protographs. Protograph-based codes are very attractive from a design perspective and allow for a high-speed hardware implementation, suitable for fiber-optical communications. A protograph is a bipartite graph defined by an adjacency matrix $P = [p_{i,j}]$, called the base matrix, with nonnegative entries. Given $P$, the parity-check matrix $H$ is obtained by replacing each entry $p_{i,j}$ with a random binary $M \times M$ matrix which contains $p_{i,j}$ ones in each row and column. This procedure is called lifting and $M \geq \max_{i,j} p_{i,j}$ is the so-called lifting factor. The design rate of the code is given by $R = 1 - r_C/n_C = 1 - r_C/n'_C$, where $r_C = r_C/M$ and $n_C = n'_CM$. The code overhead (in %) is given by $OH = 100 \cdot (1 - R)/R$.

SC-LDPC codes are a class of LDPC codes with an embedded convolutional structure, i.e., they introduce memory in the encoding. SC-LDPC codes can also be constructed using protographs. The base matrix of a $(J, K)$ regular SC-LDPC code

GLDPC codes are a superclass of LDPC codes where the code constraints are linear block codes. LDPC codes are a particular class of GLDPC codes where the code constraints are simple parity-check codes.
is constructed by specifying matrices \( P_i \), \( 0 \leq i \leq m_x \), of dimension \( J' \times K' \), where \( m_x \) is referred to as the memory. SC-LDPC codes are characterized by a semi-infinite parity-check matrix with a band-diagonal structure. Therefore, as convolutional codes, they can generate infinitely long codewords. In practice, however, SC-LDPC codes need to be terminated to operate with a finite block length. Given the matrices \( P_i \), and the spatial length \( T \), one can construct \( P \) as shown in Fig. 1(a) and Fig. 1(b) for two different ways of terminating the code. The resulting codes are called terminated and tailbiting, respectively. The matrices \( P_i \) are such that \( \sum_{i=0}^{m_x} P_i \) has column weight \( J \) and row weight \( K \) for all columns and rows.

Spatial coupling can be easily visualized using protographs. Begin with the protograph of an LDPC code. The protograph of an SC-LDPC code is then constructed by copying this protograph a number of times and properly connecting the copies.

**Example 1:** Consider the \((3, 6)\) regular SC-LDPC code with \( P_0 = P_1 = P_2 = (1, 1) \), \( T = 5 \), \( J' = 1 \), \( K' = 2 \), and \( m_x = 2 \). The protographs corresponding to the terminated and tailbiting cases are shown in Fig. 2(b) and Fig. 2(c). The protographs are constructed by copying 5 times the protograph of the \((3, 6)\) regular LDPC code (shown in Fig. 2(a)) and connecting each protograph to the one to the left, and to the one to the right. The overhanging edges at the boundaries are then connected to extra parity-check nodes (terminated) or to the check nodes at the other extreme of the chain (tailbiting case).

Terminated and tailbiting SC-LDPC codes have design rates
\[
R(T) = 1 - J'/K' - m_x J'/(TK') \quad \text{and} \quad R = 1 - J'/K',
\]
respectively (for the codes in Example 1, \( R(5) = 0.3 \) and \( R = 0.5 \)). Note that the terminated code has a lower rate. This rate loss arises from the fact that the check nodes at the boundaries of the coupling chain have lower degree, i.e., are connected to fewer variable nodes (see Fig. 2(b)). At the same time, the lower degree of check nodes at the boundaries leads to a locally better decoding capability (visualized with the green color in Fig. 1(a)), which is at the basis of the outstanding performance of SC-LDPC codes: This termination boundary effect initiates a wave-like decoding behavior from the exterior of the coupled chain to the interior. Note that the rate loss can be made arbitrary small by letting \( T \to \infty \), but this also leads to very long block lengths \( n_C = TK'M \) (assuming a fixed lifting factor \( M \)). On the other hand, tailbiting does not entail a rate loss. However, by default, tailbiting codes do not experience a boundary effect and perform identically as the underlying LDPC block codes.

SC-LDPC can be decoded using standard SDD on the entire graph. However, due to the long code blocks, doing so would entail a large decoding delay and high complexity, which are not acceptable in optical communications. In order to alleviate this, a window decoder (WD) can be used. The WD restricts message updates in the decoding process to a window of the entire graph. After a predetermined number of decoding iterations, the decoding window slides to the next position. The WD significantly reduces the decoding delay with respect to standard SDD on the entire graph.

**III. SOME RESULTS ON SC CODES**

Significant research has been conducted in the recent years on SC codes with SDD for optical communications, see [4–7] and references therein. In [6] SC-LDPC codes with matrices \( P_i \) (see Fig. 1) with irregular degree distributions were proposed. The idea is to optimize the degree distribution in order to improve the performance for a given number of iterations within the decoding window (i.e., for a given decoding delay). To achieve high spectral efficiencies in future optical communication systems, high order modulations are advocated. In [4, 5], the authors addressed the optimization of the mapping of the code bits to the modulation bits of the signal constellation for SC-LDPC codes with SDD and SC-GLDPC codes with HDD. It is shown in [5] that an optimized bit allocation improves the performance over the baseline sequential allocation at the expense of a marginal increase in complexity. The improvement is especially significant for tailbiting codes, up to the point where they have a comparable gap to capacity as their terminated counterparts, at a lower FEC overhead.

SC codes with HDD have been considered for optical communications in [1, 2, 7–9]. In [8] an ensemble of SC-GLDPC codes based on BCH component codes was considered, and
it was shown that iterative HDD can approach capacity in the high-rate regime. In [2] a new extrinsic iterative decoding rule that improves performance for generalized product codes, and a modified construction of TBB codes to reduce decoding delay were proposed. In [9] staircase codes were optimized based on a brute-force search using extensive software simulations. In [7] the authors addressed the optimization of staircase code parameters based on density evolution, a semi-analytical tool that mimics the probabilistic behavior of the decoding process and allows to significantly reduce the optimization time. An extension of staircase codes with larger staircase block sizes, by allowing for multiple code constraints per row/column in the staircase array, was also proposed in [7]. The proposed codes have steeper waterfall performance curves compared to those obtained from the original construction.

In Fig. 3 we give bit error rate (BER) results for SC-LDPC codes with SDD and optimized bit mapping [4,5], and for staircase codes [9] and the extended staircase codes proposed in [7], both decoded using HDD, for an additive white Gaussian noise (AWGN) channel. The code rate is 0.75 (0.741 for the terminated SC-LDPC code) (OH=33%). The specific code parameters can be found in [4,5,7,9]. Staircase codes and extended staircase codes perform 1.5 and 1.3 dB away from capacity at a BER of $10^{-5}$. An extra coding gain of 2.6–2.8 dB can be achieved by using SC-LDPC codes with optimized bit mapping and SDD (around 0.8 dB away from capacity), at the expense of a higher complexity and power consumption. However, it is worth pointing out that staircase and extended staircase codes perform closer to capacity for higher rates.

### IV. Open Research Problems

SC codes are very promising candidates to be adopted in future optical communication systems. However, there are still several challenges which need to be addressed before these codes make their way into practical systems. In the following, we provide a partial list of open research problems.

- As discussed in the previous sections, SC codes yield performance very close to the Shannon limit. However, their behavior in the error floor region is not well understood yet. GLDPC codes with HDD show very low error floors, which can be estimated analytically, thanks to their rich algebraic structure. SC-LDPC codes (especially irregular ones), on the other hand, may suffer from a relatively high error floor. The error floor is related to graphical substructures, which depend on parameters such as the lifting factor, the window size, and the adopted finite-precision decoding algorithm. Since optical communications require very low error rates ($10^{-15}$), a better understanding of the role of these parameters on the error floor and the impact on the code design is crucial.
- The practical implementation of SC-LDPC codes requires the use of finite-precision decoding algorithms. Furthermore, optical systems have very stringent requirements in terms of power consumption and throughput. No rigorous works on low-complexity decoding algorithms for SC-LDPC codes, and their impact on the performance are available yet in the literature. The code design (i.e., the optimization of the code parameters) should consider the use of a low-complexity decoding algorithm.
- Nonlinear effects are arguably one of the most significant challenges that need to be addressed for further increase in capacity of optical core networks. The code designs proposed so far are blind to nonlinearities and have been optimized for either the AWGN or the binary symmetric channel. While simulation results show good performance in the presence of nonlinearities, to fully exploit the potential of FEC in optical communications, a joint design of the FEC code and the modulation scheme, tailored to the nonlinear regime, should be considered.
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