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PHOTOINDUCED ELECTRON AND ENERGY TRANSFER 

IN Π‒CONJUGATED SYSTEMS 

MÉLINA GILBERT GATTY 
Department of Chemistry and Chemical Engineering 

Chalmers University of Technology 

ABSTRACT 

Photosynthesis is a fascinating process that provides food and oxygen. In this thesis, 

focus is on understanding and controlling the early processes of photosynthesis, namely 

photoinduced energy and electron transfer. Indeed, mimicking these processes in 

synthetic systems could open to a wide range of applications going from renewable 

energy production to molecular devices for information exchange. In this work, 

covalently linked π‒conjugated systems provide a means to get a better understanding 

of the mechanisms and factors that govern transfer of charge and energy in molecular 

systems. 

Photoinduced electron transfer (ET) is investigated in series of donor‒acceptor dyads 

Pn‒C60 and triads Fc‒Pn‒C60 employing butadiyne‒linked zinc porphyrin oligomers 

denoted Pn (n = 1‒8) as photoactive electron donor and π‒conjugated bridging 

structures (wires). In the triads, temperature dependence study of the recombination of 

the long‒range charge separated state Fc
•+

‒Pn‒C60
•-
 provides new insights into the 

mechanistic nature of the charge transport linked to its wire‒like behavior. At high 

temperatures (> 280 K), the weakly distance‒dependent charge transport arises from 

coherent electron tunneling for the entire series. At low temperatures, crossover to 

incoherent hole hopping accompanied by a stronger distance dependence of the charge 

transport is observed in long Fc‒Pn‒C60 (n = 2‒4). Being able to tune the ET rate in 

donor‒acceptor systems is another property which is highly desirable for applications of 

molecules in actual devices. Here, in the long Pn‒C60 (n = 4, 6) dyads, we demonstrate 

the possibility of varying the rate of electron transfer between the photoexcited 

porphyrin oligomer (
1
Pn

*
) and the fullerene (C60) by either optical or chemical control 

of the conformation of the porphyrin chain. Additionally, we show that temperature 

could potentially be used to control the conformation of the porphyrin oligomer. Below 

170 K, all studied systems Pn, Pn‒C60 and Fc‒Pn‒C60 spontaneously form 

highly‒ordered planar aggregates. 

The thesis also discusses photoinduced excitation energy transfer (EET) in the Pn 

systems and two anthracene dendrimers. In the latter, despite weak through‒bond 

electronic coupling, signs of an ultrafast EET between the anthracene dendrons are 

observed by time‒resolved fluorescence anisotropy. For the Pn systems, pump 

intensity‒dependent transient absorption measurements reveal at early times (< 30 ps) 

singlet‒singlet annihilation that is the characteristic of partially coupled systems. 

Keywords: electron transfer, energy transfer, exciton coupling, conformational 

analysis, molecular wire, self‒assembly, conjugated porphyrin oligomers, anthracene 

dendrimers, fs spectroscopy, ps spectroscopy, fluorescence anisotropy 
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nvironment and Energy are two main challenges of this 3
rd

 Millennium. While 

both problems arise from the way we have produced and consumed energy, they 

are now increasingly threatening the way we live, or even more, life and civilization on 

Earth.  

 

Today the annual world energy consumption is estimated to ca. 140 x 10
3 

TWh and is 

forecasted to reach 195 x 10
3 

TWh by 2030.
1
 At present, most of this energy comes 

from burning fossil fuels like oil and coal, which also generates 70 % of the carbon 

dioxide (CO2) emissions that drive climate change. In the last twenty years, raising 

concerns on the climate change, reflections on our place in the natural world and our 

obligations to the generations to come, have come to the general agreement: we need 

urgently environmentally friendly and carbon‒neutral energy sources to limit climate 

change. This problem is not a new one and one could say that we have been slow to 

respond to it. As featured by Richard Hamblyn in The Art of Science: A natural history 

of ideas,
2
 already in 1895 in an address presented at the Royal Academy of Science, 

Svante Arrhenius foresaw the effects of increasing concentration of atmospheric CO2 on 

the greenhouse effect and on climate, i.e. upon the surface’s temperature of the Earth. 

He estimated that doubling of the CO2 concentration in the atmosphere will raise the 

earth’s temperature by 5 ºC.
3
 Arrhenius did not explicitly link the use of fossil fuels to 

the climate change. It was only in the late 1980s that James E. Hansen affirmed publicly 

at the United States Congress the causal association between excessive burning of fossil 

fuels (i.e. build up of atmospheric CO2 and other gases) and global warming.
4
 His 

statement at the Congress made the headline in the New York Times: “Global Warming 

Has Begun, Expert Tells Senate”.
5
 Since then the use of polluting energy sources such 

as fossil fuels has been frequently debated and gained attention of the public realm. 

Fossil fuel resources are also not inexhaustible. Although it has taken millions of years 

for natural photosynthesis to accumulate such sources, in only 100 years most of the 

reserves have been consumed by mankind. 

 

But we are lucky: the Earth is flooded everyday by a considerable amount of sunlight. 

To give some numbers, the solar energy that hits the Earth corresponds to ca. 108 x 10
7 

TWh per year. In comparison to our current energy use, this gives a ratio between the 

annual solar flux and the current demand equal to ca. 7740. Solar light energy is clearly 

enough to meet our current and future needs. Thus, one solution to our energy and 

environmental problems would be to use sunlight to produce our fuels, i.e. solar fuels. 

Here one of the challenges arises from the fact that sunlight is dispersed and hence 

needs to be “captured” in an effective way. Moreover, while solar energy is “free”, the 

development of systems which enable conversion of solar energy into other forms of 

energy such as electrical, chemical or electrochemical comes with a certain cost. In the 

last 20 years, multiple technologies have been developed to harvest solar energy and 

convert it into electricity, such as semiconductor‒based solar cells
6
 (e.g. silicon or 

gallium‒arsenide based ones) or dye‒sensitized solar cells
7-9

 (DSSCs). However, most 

of them possess considerable drawbacks that hinder their global deployment. In short, 

the higher energy cost of such technologies compared to fossil fuels and the lack of 

E 
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storage systems for electricity either for mobile applications (e.g. cars) or during dark 

periods are two main drawbacks that makes us still rely on the past photosynthesis (i.e. 

biomass and fossil fuels). But we can be hopeful just at the time when the first 

round‒the‒world solar flight, Solar Impulse®, is taking place.
10

 We are already able to 

convert light‒to‒electricity and need to perform this conversion in a cheaper and more 

efficient way while adding versatility in the nature of the outcome energy (e.g. 

chemical, electrochemical). 

 

Turning sunlight into other forms of energy is what Nature has been doing for millions 

of years via the photosynthesis in green plants and bacteria. Any photosynthetic system 

is able to convert sunlight into chemical energy. This conversion is realized via a series 

of light triggered step‒wise energy and electron transfer processes between different 

chromophores. The final outcome of this “chain” of reactions is a long‒lived 

charge‒separated state with sufficient potential energy for water oxidation into 

molecular oxygen and carbon dioxide reduction into sugar. All reactions rely on a rather 

complex machinery which, in term of conversion efficiency, is also rather inefficient 

(often less than 1%).
11

 But Nature can be an excellent source of inspiration for 

production of solar fuels such as hydrogen gas H2. Indeed water oxidation produces not 

only molecular oxygen but also hydrogen ions (i.e. protons) whose in an artificial 

photosynthetic system could be further reduced to generate hydrogen gas. In that way, 

hydrogen gas could be produced from water and sunlight, and could remain cheap to 

produce. Part of the storage problem from which the already existing 

light‒to‒electricity conversion technologies suffer (vide supra) could also be solved 

since energy is then stored chemically (i.e. in the form of chemical bonds) in a synthetic 

energy carrier, e.g. hydrogen. Finally, combustion of hydrogen only produces water. 

Artificial photosynthesis has the potential to solve both the environmental and energy 

challenges. Giacomo Ciamician, an Italian professor of Chemistry was among the first 

to publicly express his beliefs in artificial photosynthesis for solar fuels’ production. 

Although he had only his balcony to test his idea on photoinduced reactions, Giacomo 

Ciamician saw the ingenuity in the green plants' photosynthesis and its technological 

potential. In 1912, he gave a rather avant gardist lecture entitled “The Photochemistry of 

the Future” in which some statements still holds today.
12

 After raising the problem of 

limited reserves of coal (today fossil fuels), he proposed the production of fuels via 

artificial photochemical reactions and pointed out a first problem “how to fix solar 

energy through suitable photochemical reactions. To do this it would be sufficient to be 

able to imitate the assimilating processes of plants” which is exactly the aim of 

artificial photosynthesis. He also postulated the existence of photocatalyst that could 

enable endo‒energetic processes such as the production of oxygen from a water and 

carbon dioxide mixture. In 2015, more than hundred years after Ciamician’s lecture, 

efficient artificial photosynthetic devices are yet not available. 

 

Although we have now a much better understanding of the natural photosynthesis,
13-16

 

designing molecular systems that mimic the natural sequence of energy and electron 

transfer processes is not so simple to accomplish; and even more challenging is moving 
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to actual functioning artificial photosynthetic devices. The designed molecular systems 

must (i) significantly absorb over the visible part of the solar spectrum (ii) possess good 

electron donor and acceptor entities enabling the formation of a long‒lived 

charge‒separated state and (iii) possess properties for integration in devices (e.g. 

self‒assembly properties or covalent interactions with other materials). To fulfill all 

these criteria, one relies on supramolecular (i.e. multicomponent) systems and 

coordination compounds (e.g. ruthenium, platinum complexes).
17-20

 Thus, over the last 

two decades, considerable efforts have been devoted to the synthesis of electron 

donor‒acceptor (D‒A) mimics of the more complicated natural photosynthetic 

system.
17, 19, 21-22

 Most of these D‒A systems have been primarily investigated with the 

aim of creating charge separated states that live long enough to drive secondary redox 

reactions.
23-27

 From a fundamental point of view, simple donor‒acceptor model systems 

are also ideal systems to get more insights into excitation energy (EET) and electron 

(ET) transfer processes, i.e. to sort out the molecular parameters (e.g. geometry, 

electronic structure) that govern their kinetics and efficiencies. In the literature, a vast 

variety of D‒A supramolecular systems has been reported employing e.g. porphyrins,
28-

31
 phthalocyanines,

32
 phenotiazines,

33-36
 coordination compounds

19-20, 37
 as electron 

donor and e.g. fullerenes,
28, 38-42

 graphene,
43-44

 perylene imides
33-34

 as electron acceptor. 

 

Exploring how charge or energy moves in donor‒acceptor systems provides guideline 

knowledge that not only applies to the design of efficient molecular systems for 

artificial photosynthesis, but also the design of molecular scale electronics. The 20
th

 

century may be seen as the golden era of the silicon‒based technology for information 

processing. However, at the dawn of the 21
st
 century, this technology seems to have 

already reached some limitation in term of device size with the smallest transistor 

reported at 22 nm (Intel® 22 nm Technology). It is difficult to decrease further the size 

of a single transistor without the use of expensive technologies (e.g. e‒beam 

lithography). Part of the size limitation lies in the approach used to produce such 

structures, that is conventionally a top down approach namely photolithography. How to 

go beyond the 22 nm? This question has attracted much interest since there are many 

reasons why creating smaller devices will be advantageous. First, this allows confining 

more devices in a smaller space, hence realizing more functions. Second, “constructing 

smaller” means also using less material which saves natural resources. One answer to 

the above question is to use molecules to replace components (e.g. wires,
45

 transistors,
46

 

switches
47-48

) in today’s electronics.
49-52

 Indeed the size of molecules is well beyond the 

22 nm and ranges from few angstroms to several tens of angstroms. Even macroscopic 

size can be achieved with polymers. The way molecules can be assembled is also of 

interest. They assemble from the bottom up. In other words, assembling a 

molecular‒based device will be similar to realizing a LEGO® construction. Even better, 

what if these molecules could self-assemble (i.e. spontaneously come together)? Here 

Nature is also inspiring in the way that all molecular components in the natural 

photosynthetic system come together to realize rather complex functions.  
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Regardless of the targeted applications, either for artificial photosynthesis or molecular 

electronics, of utmost importance is to understand how the donor and acceptor 

components in supramolecular systems interact. It means identifying the molecular 

properties that control the signal transmission between the donor and the acceptor, i.e. 

how fast electrons or excitation energy move between the donor and acceptor. 

Ultimately such studies, either theoretical or experimental, provide essential knowledge 

for applied research on how to design controllable molecular systems in which one can 

tune the flow of electrons or energy. 

 

In this work, two series of multichromophoric systems have been investigated. In 

particular, their photophysical properties have been characterized, and their ability to 

mediate either electron and/or energy transport has been probed. In these systems, the 

excitation energy (EET) and electron transfer (ET) reactions were triggered using light 

excitation, and hence are so called photoinduced. The first series is a series of zinc 

porphyrin oligomers linked at their meso positions by 1,3‒butadiyne denoted Pn, 

spanning from monomer P1 (2.4 nm) to octamer P8 (12 nm). These conjugated 

porphyrin oligomers have a rod‒like structure but are not strictly conformationally 

constrained systems. The second series consists of two generations of conjugated 

anthracene dendrimers denoted G1 and G2 containing 3 and 9 anthracene units, 

respectively. In contrast to the linear conjugated porphyrin oligomers, these anthracene 

dendrimers are structurally constrained 3D systems due to large steric hindrance. In 

general, the objective of this thesis is to gain more insights on the relationship between 

molecular properties (e.g. electronic structure, conformational distribution) and 

electronic communication in multichromophoric systems.  

 

The papers included in this thesis are presented in two acts. The first act discusses 

Papers I-III and focuses on photoinduced electron transfer reactions in donor‒acceptor 

systems employing conjugated porphyrin oligomers as the photoactive electron donor 

(Chapter 5). Paper I introduces a series of donor‒bridge‒acceptor (D‒B‒A) systems, 

Fc‒Pn‒C60, in which conjugated porphyrin oligomers Pn of different lengths (n = 1‒4, 

6) bridge a ferrocene (Fc) donor group and a fullerene C60 acceptor group. Our aim was 

to establish the causal relation between the observed wire‒like properties (i.e. weakly 

distance‒dependent electron transfer rates) and the nature of the charge transport 

mechanism (i.e. tunneling or hopping). Following Paper I, Papers II-III are discussed. 

Both papers investigate conformational dynamics effects on the photophysical 

properties of conjugated porphyrin oligomers. Common goal of these two papers was to 

identify how such effects might be of use to control intra‒ or inter‒molecular processes: 

electron transfer in long donor‒acceptor dyads (Pn‒C60) in Paper II and self-assembly of 

Pn in Paper III, respectively. The second act is based on the results in Papers IV and V 

and compares the photophysical properties of the linear conjugated porphyrin oligomers 

with the ones of the anthracene dendrimers (Chapter 6). Special emphasis is put on 

understanding the influence of the linker topology on inter‒chromophore 

communication, i.e. how individual chromophores communicate electronically with 

each other.  
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ature possesses remarkable machineries for conversion of solar energy into 

chemical energy and hence, provides hints for fuel production based on solar 

energy. Taking the green plants' photosynthesis as an example, this chapter attempts to 

give first a brief description of the natural photosynthesis. We will see that 

photosynthesis is a rather complex and interdisciplinary phenomenon that is triggered 

by a multitude of photoinduced energy transfer coupled to electron transfer reactions.
13

 

Since the natural photosystem is quite complex, approaches to avoid complexity in 

mimicking molecular systems have been developed. The second part of this chapter 

describes some of these approaches in view of applications in artificial photosynthesis 

and molecular electronics. Further, self‒assembly is described as a tool to construct 

artificial molecular devices, such as devices capable of artificial photosynthesis. 

Finally, porphyrin‒based molecular wires are introduced as simple model systems for 

photoinduced electron and energy transfer studies. 

 

2.1 THE NATURAL PHOTOSYNTHESIS: A COMPLEX MACHINERY 

 
In any natural photosynthetic systems, photosynthesis starts with absorption of light by 

an antenna system, typically containing chlorophyll molecules which have high molar 

absorptivity ~10
5
 M

-1
cm

-1
. The energy stored in the excited states of these molecules is 

then funneled by fast energy transfer to a reaction center (RC). This occurs in a stepwise 

manner, i.e. the excitation energy moves from one chromophore to another, and reaches 

the RC within 10‒100 ps.
14-15, 53

 In the reaction center, the excitation energy initiates a 

cascade of electron transfer reactions which creates a long‒lived charge‒separated state. 

Thus, it is in the RC that the electronic excitation is converted into an electrochemical 

potential. The process then continues with the so‒called “dark” reactions of 

photosynthesis generating a chemical potential. For oxygenic photosynthetic systems, 

this refers to the oxidation of water into oxygen and protons and the reduction of carbon 

dioxide to carbohydrates (or sugars) or other kinds of chemically stored energy.  

 

The green plants' photosynthesis 

 

In green plants' photosynthesis, water oxidation and carbon dioxide reduction require 

two reactions centers, known as Photosystem I (PSI) and Photosystem II (PSII), to work 

in series. In PSII, water oxidation occurs and generates molecular oxygen and protons, 

while reduction of carbon dioxide into sugar is performed in PSI. The overall 

photosynthetic process often called “Z‒scheme” is illustrated in Figure 2.1. 

 

N 
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Figure 2.1 Simplified schematic of the charge‒separation processes in the green plants' 

photosynthesis. P680: pigment (chlorophyll) absorbing at 680 nm; P700: pigment 

(chlorophyll) absorbing at 780 nm; Mn4CaO5: manganese calcium oxide cluster; Tyr: 

tyrosine; Pheo: Pheophytin; QA: primary plastoquinone electron acceptor; QB: secondary 

plastoquinone electron acceptor; PQ: plastoquinone; FeS: iron sulphur protein; Cytf: 

cytochrome f; PC: plastocyanin; A0: primary electron acceptor of PSI; A1:phylloquinone; 

Fx, FA, FB: three separate iron sulphur centers; FD: ferredoxin; FNR: ferredoxin NADP 

oxido reductase; NADP: Nicotinamide Adenine Dinucleotide Phosphate. Adapted from 

reference 54. 

 

In PSII, direct photon excitation or, more commonly excitation energy transfer from the 

antenna system promotes the pair of chlorophylls P680, often called “special pair” to an 

electronic excited state P680
*
 which rapidly donates an electron to the nearby acceptor 

Pheophytin, creating an initial charge‒separated state. Thus, electrochemical energy is 

generated from electronic excitation. However, this first charge‒separated state is 

vulnerable since it can easily be lost though backward ET processes. To avoid such 

recombination processes, a series of rapid down‒hill electron transfer processes follow 

that moves away the electron from the initial donor P680. In the meantime, in PSI, 

another chlorophyll‒like pigment P700 is promoted to its electronic excited state P700
*
 

by energy transfer from the antenna system. An initial charge‒separated state is formed 

by electron transfer from P700
*
 to A0 the primary acceptor of PSI and subsequently 

followed by a series of electron transfer reactions to hinder its recombination as in PSII. 

This generates a strong reducing species, NADPH, which provides electrons for the 

reduction of CO2 into sugars or other organic molecules. Finally, P700 in PSI is 

regenerated by electron transfer from P680
*
 to the oxidized P700

•+
 via the intermediate 

electron transfer steps described above. P680 in PSII is regenerated through oxidation of 

Tyrosine and subsequently Mn4CaO5 by P680
+
. Thus, common to PSI and PSII is the 

cascade of fast down‒hill electron transfer steps that enables spatial separation of the 
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charges (electron and hole). To give a number, electrons and holes are separated by ~30 

Å within less than 1 ns. This of course has an energy cost, but creates charge‒separated 

states that live long enough to carry out the dark reactions of photosynthesis which are 

typically slow (i.e. tens of seconds) due to their dependence on molecular diffusion.  

 

Parts of the beauty of the natural photosynthesis lay in the way that energy transfer 

reactions are coupled to electron transfer reactions to adjust the ultrafast dynamics of 

light harvesting to the slow biological reactions. The natural chromophores not only 

harvest light efficiently but are also compatible for interaction with the rest of the 

systems.
55

 Here “compatible for interaction” refers to their specific arrangement that 

enables efficient and directed energy transfer in the antenna system and down‒hill 

electron transfer in the reaction center. For example, the groups of Van Grondelle,
56-57

 

Scholes and Fleming
16

 have demonstrated that structural organization of the 

chromophores in the antenna systems is one determining factor for the directionality 

and the rates of energy transfer. Along with the large number of components involved, 

all the structural requirements turn any natural photosynthetic system into a complex 

machinery difficult to reproduce artificially. Further, one may wonder why such 

complex machinery is required for photosynthesis. 

 

The water oxidation reaction 

 

On the PSII side, water oxidation into molecular oxygen and protons is a four‒electron 

process (reaction 2.1). It involves two water molecules and implies the removal of four 

electrons (i.e. two electrons per water molecule) and the transfer of four protons.  

2H2O → O2 + 4H
+
 + 4e

- 
; E

0 
= + 0.82 eV vs NHE at pH 7 2.1 

 

This means that at least four photons are required to reach sufficient electrochemical 

potential, and hence drive the dark reactions in PSII. In other words, four successive 

photoinduced charge separation should take place at a single reaction center. Once more 

the natural photosynthetic system is remarkable, since the catalyst Mn4Ca cluster can be 

oxidized stepwise by Tyr
+ 

and the intermediates generated live long enough for oxygen 

to be produced after four charge‒separation processes. It has also been shown that the 

natural photosynthetic system is able to adapt the antenna size per reaction center 

depending on the light conditions to guarantee an optimal rate of photo‒excitation of the 

reaction center.
58

 Finally, it is interesting to have a look to the photosynthetic overall 

efficiency. As mentioned earlier, PSI and PSII work in series, this means that in total, 

eight photons are required to release one molecule of oxygen and reduce one carbon 

dioxide molecule. Hence, for the formation of one glucose molecule C6H12O6, 48 

photons need to be absorbed. Not only the number of absorbed photons matters, 

formations of the photo-excited states P680
*
 and P700

*
 impose also some conditions on 

the energy of the absorbed photons which must exceed 1.83 eV (i.e. λexc < 680 nm) in 

order to excite P680. In term of energy conversion efficiency, both the large number of 

photons and the type of photon (i.e. photons of about 1.8 eV) required put considerable 
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limitations on the overall photosynthetic efficiency with a maximum of ~9 %. 

Additional losses induced by photodamage and saturation (i.e. excessive excitation) 

brings the energy‒conversion efficiency of the natural photosynthesis down to few 

percent.
11

 Thus, considering the fact that photosynthesis only requires sunlight as power 

and water and carbon dioxide as raw materials to produce fuels, it can be seen as a 

successful system for energy production and storage. However, it is of low efficiency.  

 

If artificial photosynthesis should become one viable solution for renewable energy 

production, much simpler molecular systems need to be developed and a more efficient 

light‒to‒chemical energy conversion needs to be achieved. Another important 

difference is the reaction of interest which is the water splitting reaction not into protons 

and molecular oxygen, but into molecular hydrogen and oxygen using sunlight (reaction 

2.2). 

2H2O   4 h  c→ 2H2   O2
 ;  G

0
   4. 2 e  2.2 

 

If the electronic absorption spectrum of water and the solar spectrum did overlap, 

dissociation of water could take place by direct absorption of sunlight. However, this is 

not the case (“fortunately”): water absorbs significantly only in the far UV at 

wavelengths shorter than 170 nm. The most convenient (or less energy costly) way to 

realize reaction 2.2 using sunlight is via two multi‒electron processes, 

2H2O + 2e
-
 → H2 + 2OH

-
 ; E

0 
= ‒ 0.41 eV vs NHE at pH 7 2.3 

2H2O → O2 + 4H
+
 + 4e

- 
; E

0 
= + 0.82 eV vs NHE at pH 7 2.4 

 

Here in reaction 2.4, one can recognize the water oxidation reaction that occurs in the 

natural photosystem PSII. As it happens in PSII, four successive photoinduced charge 

separations will be necessary. Reactions 2.3 and 2.4 put also some conditions on the 

HOMO‒LUMO gap of the chromophore with a thermodynamic threshold of 1.23 eV. 

Further, if we assume that each reaction has a driving force of 0.3 eV, chromophores 

that have a HOMO‒LUMO gap of more than 1.83 eV (i.e. preferably absorbs in the 

visible region of the electromagnetic spectrum at wavelengths below 677 nm) should be 

ideal. Note that this last condition is fulfilled by the special pair P680 in PSII (vide 

supra), hence the numerous studies on synthetic dyes which are P680‒like molecules. 

 

2.2 AVOIDING COMPLEXITY BY CREATING SIMPLE MODEL 

SYSTEMS 

 
Althougth considerable knowledge on the structures of natural photosystems has been 

acquired in the last 20 years, as illustrated by the number of papers on the crystal 

structure of e.g. PSII presenting a continuous improvement in resolution,
59-67

 it remains 

impossible to envisage an identical reproduction of the natural complexes using current 
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chemical synthesis. Nevertheless, as discussed above, the natural light‒harvesting 

antenna and reaction center structures can be of inspiration for developing 

light‒harvesting devices and photoinduced charge separation devices. Nature provides 

proven examples of the utility of combining several molecular systems in an organized 

architecture to realize different photoinduced reactions. Hence, considerable efforts 

have been devoted to the construction of simpler multi‒component systems mimicking 

of natural photosynthetic systems. These simpler systems not only provide means to 

study the fundamentals of energy and electron transfer processes but also allow for 

exploration of the different functions that can be photoinduced in molecules (e.g. wires, 

switches and transistors) depending on how molecules make use of the photon energy. 

In the design of electron donor‒acceptor systems, the sometimes called supramolecular 

approach has been extensively used. This approach presents several advantages. By 

linking covalently donor and acceptor molecular groups, one avoids the problem of 

having diffusion limited EET and ET reactions and replaces intermolecular 

communication by intramolecular communication. Another advantage is the sufficient 

structural constraint that such D‒A molecules possess. This allows for control of both 

donor‒acceptor distance and orientation. 

 

2.2.1 TOWARDS ARTIFICIAL PHOTOSYNTHESIS 

 

To mimic the charge‒separation function of the reaction center, a primary requirement 

is an electron donor that absorbs efficiently in the visible region and a suitable electron 

acceptor. The second requirement is the formation of a long‒lived charge‒separated 

state in which electrochemical potential is stored for sufficiently long time to carry out 

slower chemical reactions (vide supra). Among the first molecular systems mimicking 

the initial charge separation step of photosynthesis was a simple donor‒acceptor dyad, 

P‒Q, consisting of a porphyrin molecule (P) as electron donor covalently linked to a 

quinone (Q).
68

 Upon photo‒excitation of the porphyrin, the charge‒separated state, 

P
•+

‒Q
•-
, was generated. This charge‒separated state could hold 1.4 eV, i.e. most of the 

intrinsic energy of the porphyrin singlet excited state (1.9 eV). However, P
•+

‒Q
•-
 was 

too short‒lived (τ = 100 ps) to carry out redox reactions. Recalling how in Nature 

long‒lived charge separated state are generated, triad systems have been synthesized 

that employ a secondary donor/acceptor to further separate spatially electrons and holes. 

Such approach was first used by the groups of Gust and Moore who reported a 

carotenoid‒porphyrin‒quinine triad (C‒P‒Q) obtained by appending to P‒Q an 

additional electron donor, the carotenoid group (C).
69

 Upon photo‒excitation of the 

porphyrin in C‒P‒Q, an initial charge‒separated state, C‒P
•+

‒Q
•-
, forms and 

subsequently undergoes charge‒shift creating the final long‒lived charge‒separated 

state, C
•+

‒P‒Q
•- 

(τ = 57 ns). They also demonstrated that further addition of electron 

donors and acceptors to form tetrad (C‒P‒Q1‒Q2) and pentad (C‒ZnP‒P‒Q1‒Q2) 

could lead charge‒separated states with lifetimes as long as 55 μs for the pentad with a 

quantum yield of 0.83.
23

 Since these first reports, a large number of D‒A systems have 

been reported in literature aiming at: generating long‒lived charge‒separated states 
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whose energy can be used to perform water oxidation;
70-72

 coupling artificial antenna 

and reaction center functions within one molecular system;
73-74

 coupling electron 

transfer and proton transfer;
27, 75-77

 coupling the one‒photon photoinduced charge 

separation with the multi‒electron water splitting (reaction 2.4).
18, 26, 78

 

 

2.2.2 TOWARDS MOLECULAR WIRES FOR LONG‒RANGE ELECTRON AND 

ENERGY TRANSFER 

 

Just as donor‒acceptor systems can be used in artificial reaction centers to convert light 

into electrochemical potential, they can also be applied in molecular electronics for 

information exchange. In this context, the simplest electronic component is probably the 

wire whose function is to electrically interconnect two devices. Thus, it is not surprising 

that researchers have first investigated the possibility of creating wires based on 

molecules instead. By covalently linked a donor‒acceptor couple with a molecular 

bridge (B), donor‒bridge‒acceptor (D‒B‒A) systems can be formed that are 

comparable to an electrical circuit where D and A are the input/output components and 

B represents the electrical interconnection. As in electrical circuitry, achieving the 

desired output e.g. voltage or intensity requires an understanding of how the different 

components operate not only individually but also when connected to each other. This 

knowledge can be used to control the output. Likewise, the chromophores (D, B, A) can 

be studied individually. When assembled in D‒B‒A, the weak coupling between the 

donor and acceptor imposed by the bridge separation makes it possible to selectively 

excite the donor or the acceptor. This may trigger electron or/and energy transfer 

reactions. The final “output” is then either the formation of a long‒range 

charge‒separated state D
•+
‒B‒A

•-
 in the case of electron/hole transfer or emission of a 

photon by the acceptor in case of energy transfer. 

 

In the viewpoint of molecular wire applications, the goals are slightly different from the 

ones of artificial photosynthesis. A first goal is the ability to transport charge or energy 

over long distances, i.e. few tens of nanometers with high efficiency. In this regard, 

most studies aim at establishing knowledge on the appearance of weakly 

distance‒dependent wire‒like charge (or energy) transport in molecules. In practice, the 

distance dependence of ET or EET in D‒B‒A is investigating by measuring the rate of 

ET or EET as a function of the donor‒acceptor distance, RD‒A. RD‒A is simply varied by 

modifying the number of rigid repeating units composing the bridge, i.e. “the molecular 

wire”. In the case of ET, the results of such distance dependence studies are often 

presented in a plot of ln kET vs RD‒A and a single exponential decay constant in 

agreement with the McConnell model (vide infra) called the attenuation factor β is 

reported. The β‒values describe how fast the electron transfer rate decreases with the 

distance; hence ideally values as close as to zero as possible are desirable as they would 

enable charge transport over almost infinite distances. In the literature, a multitude of 

D‒B‒A systems capable of electron transfer have been reported. Among them, D‒B‒A 

systems employing π‒conjugated bridges consisting of identical repetitive molecular 



14 

 

motifs covalently connected have emerged as the most promising candidates for 

long‒range energy/charge transport. For a list of D‒B‒A systems employing 

π‒conjugated bridges, please see e.g. our recent review “Photo‒induced Charge and 

Energy Transfer in Molecular Wires”.
79

 The β‒values in these D‒B‒A systems span a 

wide range from 0.8 Å
-1

 to < 0.01 Å
-1

.
28-29, 33-34, 39, 80-87

 However, it was realized quite 

early that the information contained in these β‒values was of rather limited use when it 

came to provide guidelines for designing molecular systems with pre‒defined 

conduction properties. For the same bridge structure, several studies reported different 

β‒values and hence revealing the non‒specificity of the β‒value to a particular bridge 

structure and instead its dependence on the entire D‒B‒A ensemble.
29, 34, 40, 82, 86, 88-89

 

The β‒values are not directly comparable to the conductivity (or resistance), i.e. the 

material‒specific property used in electronic circuitry. Thus, in the last ten years, focus 

has been put on understanding the role played by the molecular bridge in charge 

transport, i.e. tunneling energy gap effects. A second goal that is seeked in molecular 

wire applications is the possibility to control charge or energy transport. In this context, 

conformational effects on electron energy transfer rates in D‒B‒A molecules have 

attracted much interest. The following sections provide examples of D‒B‒A molecules 

in which tunneling energy gap effects and conformational effects on charge and energy 

transport could be investigated in a systematic way.  

 

Tunneling energy gap effects in D‒B‒A molecules 

 

Several groups have devoted much effort to the design of D‒B‒A systems that enables 

to elucidate the role played by the bridge in charge transport. One important outcome of 

these studies is the experimental evidence of tunneling energy gap effects that explain in 

part why β‒values are not bridge‒specific. The bridge energetics does influence the 

kinetics (i.e. distance dependence of charge transport) and the nature of the charge 

transport between the donor and acceptor, in accordance with the prediction of the 

McConnell model (equations 3.24 and 3.25). By bridge energetics, one designate the 

tunneling energy gap between the donor and bridge for electron transfer ∆EDB (or 

energy gap between the acceptor and the bridge for hole transfer ∆EBA). Different 

experimental approaches have been taken to show the dependence of kET, hence β on 

the tunneling energy gap, ∆E. For example, Albinsson and co‒workers designed a series 

of D‒B‒A molecules ZnP‒RB‒AuP
+ 

employing an oligo‒p‒phenylene ethynylene 

(OPE)‒based bridge (RB) of constant length to link the porphyrin donor (ZnP) to the 

electron acceptor (AuP
+
). They could tune the tunneling energy gap for charge 

separation, ∆ECS, by replacing the central benzene of the OPE‒based bridge by either 

naphathalene (NB) or anthracene (AB) while maintaining a constant RDA. As a result, 

when going from anthracene (AB) to naphthalene (NB) to benzene (3B), ∆ECS increases 

due to increasingly higher lying singlet excited state of the bridge unit (see Figure 2.2). 

Very nicely, the measured ET rates also followed the same trend: kET = 2.54 x 10
9
 s

-1
 

for 3B, 4.48 x 10
9
 s

-1
 for NB and 3.03 x 10

10
 s

-1
 for AB.

29, 81, 90
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Figure 2.2 (top) Molecular structures of the OPE‒based bridge in the series of 

ZnP‒RB‒AuP+ with RB = AB, NB or 3B. The donor‒acceptor distance was 26.5 Å in the 

three D‒B‒A systems. (bottom) Schematic energy diagrams for charge separation via 

electron transfer in these systems. Note that the energy barriers are not the true energy 

barriers but are crude estimates from the donor‒acceptor LUMOs. Reproduced from Ref. 79 

with permission from The Royal Society of Chemistry. 

 

Other well suited systems for investigating tunneling energy gap effects are D‒B‒A 

systems employing oligo‒p‒xylenes (xyn) as bridge unit. Oligo‒p‒xylenes bridges 

possess nearly length‒independent (redox) energies which makes them interesting 

systems to test theoretical predictions of superexchange transport.
91-92

 Indeed, the 

McConnell model, i.e. equations 3.23 and 3.25 for the electronic coupling and 

attenuation factor, respectively assumes a constant tunneling energy gap. Wenger and 

co‒workers synthesized two series of D‒B‒A systems employing oligo‒p‒xylenes to 

bridge two different hole donor/acceptor couples. The first series PTZ‒xyn‒Re (n = 

1‒4) used phenothiazine (PTZ) as hole acceptor and rhenium(I) tricarbonyl 

phenanthroline (Re) as hole donor. In the second series PTZ‒xyn‒Ru (n   1‒4), the 

hole donor was replaced by ruthenium(II) tris(2,2’-bypiridine) (Ru). As a result of the 

change of donor, the tunneling energy barrier for hole transfer differed significantly in 

both series: ∆EBA = 0.25 eV for PTZ‒xyn‒Re and ∆EBA = 0.45 eV for PTZ‒xyn‒Ru. In 

agreement with equation 3.25, such ∆EBA difference led to a much stronger distance 

dependence of the hole transfer rates for the PTZ‒xyn‒Ru series (β   0.52 Å
-1

) with 

respect to the PTZ‒xyn‒Re series (β   0.77 Å
-1

).
82

 

 

Of interest is also the implication of these studies for the appearance of wire‒like charge 

transport, i.e. a low β‒value. A small tunneling energy barrier between the donor (or 

acceptor) and the bridge should lead to a low β‒value (equation 3.25). Hence matching 

the energy levels of the donor/acceptor and the bridge has been considered as one 

condition to achieve wire‒like charge transport. This pushes the ET processes in a new 

charge transport regime, i.e. in the incoherent hopping regime, where the electron or 

hole may temporally reside on the bridge before reaching the acceptor. A more 

exhaustive description of charge transport mechanisms in D‒B‒A systems is provided 

in chapter 3. Wire‒like charge transport was successfully observed by Wasielewski and 

co‒workers in a PTZ‒fln‒PDI series consisting of a perylene imide–type (PDI) hole 

acceptor linked to phenotiazine (PTZ) using fluorene bridges (fln) (n   2‒4).
34

 In this 
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D‒B‒A series, the energy level of the acceptor approximately coincided with the bridge 

energy level and led to a nearly constant tunneling energy barrier that was small enough 

(∆E ~ 0.15 eV) for hole transport to occur in the incoherent hopping regime. The hole 

transport via incoherent hopping resulted in a very small β‒value (β   0.0 3 Å
-1

). 

However, the systematic implication of a wire‒like behavior in D‒B‒A systems with 

charge transport in the incoherent hopping regime has recently been questioned. In 

order to favor hopping charge transport, Wasielewski and co‒workers voluntarily 

created a down‒hill energy gradient within a series of fluorenone‒bridged D‒B‒A 

molecules.
87

 They effectively observed electron transfer in the hopping regime but this 

unexpectedly did not preclude a strong distance dependence of the ET rates with β   

0.34 Å
-1

. Thus, designing D‒B‒A systems with pre‒defined wire‒like properties is not 

so simple and remains quite a challenge.
87, 93-94

 In chapter 5, mechanistic criteria for the 

appearance of wire‒like properties in a series of porphyrin oligomer‒bridged 

donor‒acceptor systems Fc‒Pn‒C60 (n   1‒4, 6) are further discussed. 

 

Conformational effects on ET and EET rates in D‒B‒A molecules 

 

π‒conjugated bridged D‒B‒A molecules possess often sufficient structural constraint to 

control the distance between the donor and the acceptor. However, the bridge in such 

systems often remains a dynamic entity. For example, in π‒conjugated bridges made of 

planar units, each unit may rotate in and out of the plane depending on the linkage 

topology, giving rise to a multitude of rotational conformers. In other words, the 

dihedral angles between the planes of two consecutive bridge units (φm), but also the 

dihedral angle between the donor or acceptor plane and the plane of the first bridge unit 

(ωDB or ωBA) may vary as illustrated in Figure 2.3. Several groups have investigated 

how variation of these dihedral angles influences the electronic communication in 

D‒B‒A molecules. In particular, they demonstrated that the inter‒bridge dihedral angle 

imposed often an angular dependence to the inter‒bridge coupling,  BB, hence an 

angular dependence of the overall donor‒acceptor electronic coupling, VDA, and a 

conformational gating of the observed ET rates (equations 3.23 and 3.24, respectively). 

This property is particularly interesting since applying structural constraints to the 

bridge in D‒B‒A molecules could in principle enable the control of the ET rates. Such 

effects, if controlled by some kind of external stimuli, could open the possibility to use 

molecular systems for switching or memory purposes.
47, 95

 

 

 

Figure 2.3 Schematic block diagram of a D‒B‒A system consisting of planar bridge 

subunits. The different dihedral angles used to describe the conformational geometry of the 

bridge are indicated. Adapted from Ref. 79 with permission from The Royal Society of 

Chemistry. 
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One challenge in conformational studies is that variation of dihedral angles (ωDB, φm or 

ωBA) may affect several parameters, i.e. VBB and bridge energetics and hence tunneling 

energy barriers. In addition, conformational effects are also solvent‒and 

temperature‒dependent. This renders interpretation of the kinetics more difficult. For 

example, Wasielewski and co‒workers investigated the influence that bridge dynamics 

has on the ET rates in oligo‒p‒phenylenevinylene bridged D‒B‒A molecules with 

tetracene as donor and pyromellitimide as acceptor.
96

 In these D‒B‒A molecules, 

conformational effects led to a complex temperature dependence of the ET rates which 

did not follow Marcus predictions (equation 3.20). They demonstrated that in all 

D‒B‒A molecules, torsional motion in the excited state between the tetracene donor and 

the first bridge phenyl ring governed the overall donor‒acceptor electronic coupling. In 

the longer systems containing a vinyl group, the “picture” became even more complex 

with additional intra‒bridge torsional motions between the vinyl group and the phenyls 

contributing to the conformational gating of VDA and the ET rates. In a more simple 

approach, Wenger et al. compared the ET rates of a series of D‒B‒A molecules 

employing structurally similar bridges but with different intra‒bridge dihedral angles.
97

 

The series of D‒B‒A molecules had a rhenium complex as hole donor and 

phenothiazine as hole acceptor connected by either two phenyls (ph2), two xylenes (xy2) 

or a fluorene group (fl1). RDA was identical in the three systems. However, they 

measured an increase in hole transfer rates, kHT, when going from xy2 (kHT = 0.5 x 10
8
 s

-

1
; ∆EDB = 0.25 eV) to ph2 (kHT = 2.6 x 10

8
 s

-1
; ∆EDB = 0.54 eV) to fl1 (kHT = 5.3 x 10

8
 s

-

1
; ∆EDB = 0.16 eV), that could not solely be explained by tunneling energy gap effects. 

In fact, they found that variation of the dihedral angle between the two phenyl planes 

(φph-ph = 65º for xy2, 35º for ph2, 6º for fl1) among the compared D‒B‒A molecules 

strongly affected the electronic coupling between neighboring bridge sites, and hence 

VDA and kHT (equations 3.23 and 3.24). They concluded that only the combined effects 

of the tunneling energy gap and conformation of the bridge could explain the observed 

kinetic trend in this series. Similar effects of the inter‒bridge dihedral angle on ET and 

EET rates have been reported in oligo‒p‒phenylene‒bridged D‒B‒A systems by the 

groups of Scandola
98

 and De Cola
99

, respectively. 

Influence of the bridge conformation on EET processes has also been largely 

investigated.
100-105

 Harriman and co‒workers were among the first to demonstrate 

experimentally that the donor‒acceptor electronic coupling for intramolecular triplet 

excitation energy transfer (TEET) is function of the dihedral angle between adjacent 

bridge units.
100-101

 They synthesized a series of ruthenium (II)/osmium(II) (tpy)2 

donor‒acceptor complexes linked by ethynylene‒substituted biphenyl bridges. To 

control the dihedral angle between the two phenyl units, φ, they used a tethering 

strapped chain linking respectively the ortho position of the first phenyl to the ortho 

position of the second phenyl (Figure 2.4). Varying the number of carbon atoms in the 

strapped chain modified the angle φ but kept a fixed donor‒acceptor distance. Their 

measured transfer rates, kTEET, hence VDA displayed a strong dependence on φ, i.e. the 

conformation of the bridge. For example, at the largest dihedral angle of 90º (i.e. when 

the phenyl planes are perpendicular to each other), VDA dropped drastically due to a 
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complete breakdown of the π‒conjugated pathway between the two phenyls, and so did 

the transfer rate which decreased by a factor 80. The strap approach was also used by 

Osuka and co-workers for systematic control of the dihedral angle between directly 

linked meso‒meso diporphyrins.
104

 They demonstrated the strong correlation between 

the dihedral angle and the extent of π‒conjugation and in turn the resulting two‒photon 

absorption properties of these porphyrin dimers.  

 

 

Figure 2.4 (top) Schematic of the tethered strap approach proposed for systematic control 

of the intra‒bridge dihedral angle, φ. (bottom) Molecular structure of one D‒B‒A system 

with a tethered strapped bridge studied by Harriman and co‒workers. Adapted from Ref. 79 

with permission from The Royal Society of Chemistry. 

 

Synthetically less demanding, temperature control of the bridge conformational 

distribution was also proposed by Albinsson et al.
102

 to investigate the impact of bridge 

disorder on TEET in D‒B‒A molecules. In their work, the D‒B‒A molecules were 

linked by OPE bridges of different lengths. The temperature dependence of the 

distance‒dependent kTEET was measured from room temperature to 80 K. The resulting 

β‒value was found to be strongly temperature‒dependent. To explain such 

temperature‒dependence of the β‒value, they developed in parallel a theoretical model 

for the calculation of VDA based on a Boltzmann distribution of conformations.
106-107

 

Their theoretical model demonstrated the conformational gating of the electronic 

coupling, i.e. its dependence on the dihedral angle φ, and hence the conformational 

dependence of the β‒value. Moreover, this model could successfully be used to 

reproduce the experimentally measured temperature‒dependence of the β‒value over 

the entire temperature range 80 ‒ 200 K.  
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2.3 TAKING THE “NM TO MACROSCOPIC SCALES” STEP WITH 

MOLECULES USING SELF‒ASSEMBLY 

 
We have seen that covalently‒linked D‒B‒A systems are useful model systems to study 

the dependence of ET and EET rates on donor‒acceptor distance, electronic coupling 

and orientation. However, such systems often cover distances of only few 

nanometers.
108

 This limits their field of applications. Few exceptions have been reported 

in the literature.
109-113

 For example, giant meso‒meso‒linked zinc porphyrin oligomers 

with micrometer molecular length have been synthesized by Osuka et al.
110

 But the 

resulting structures showed a high degree of conformational flexibility with the longest 

oligomer (ca. 0.85 mm) adopting a snakelike bent structure. Likewise, most of the long 

covalent systems reported in the literature suffer from a lack of rigidity that disrupts the 

electronic communication along the chain.
111

 Further, they often required complex 

synthetic chemistry. Despite powerful synthetic strategies recently developed to build 

large supramolecules (e.g. template‒directed synthesis for long porphyrin oligomers and 

iterative synthetic methods),
110, 112-114

 it remains difficult to synthesize 

micrometer‒sized molecules containing various functional entities. One simpler 

approach to build complex molecular architectures which can achieve microscopic size 

is self‒assembly.
115-116

 By self‒assembly, the pre‒existing components in a “mixture” 

spontaneously come together, i.e. are able to form more complex and ordered structures 

by molecular recognition. The molecular components are hold together by non‒covalent 

or weakly covalent interactions such as π‒π stacking, hydrogen bonds and metal 

coordination bonds. Thus self‒assembly is less demanding in term of synthesis as it is 

based on molecular recognition properties, i.e. geometrical (molecular shapes) and 

chemical (intermolecular interactions) complementarities. Once more, Nature offers 

several examples of self‒assembled systems.
117-118

 For example, the special pairs P680 

and P700 in the RC of PSII and PSI, respectively possess a dimer structure that relies on 

π‒π stacking interactions between two chlorophyll a macrocycles.
62, 117

 In synthetic 

self‒assembled molecular ensembles, for the “molecular‒legos” to spontaneously 

organize themselves the way we want, one need to have the appropriate molecular 

recognition properties. Hence it initially requires a smart design of the different 

molecular‒legos. The idea is to start with the synthesis of functional building blocks as 

simple as possible (i.e. involving a minimum number of covalent bonds) which possess 

the appropriate molecular recognition property for self‒assembly. In regard to the 

production of functional devices, self‒assembly is one practical strategy proposed for 

coupling energy and electron transfer in artificial photosynthetic devices and for 

generating molecular ensembles capable to sustain charge and energy transport over 

micrometer distances. In this context, a fundamental question needs to be addressed: 

Can charge and energy transport between non‒covalent molecular structures occur as 

efficiently as in covalent structures? Wasielewski and co‒workers have addressed this 

question and investigated ET and EET in several self‒assembled molecular 

ensembles.
119

 As “molecular‒legos”, they used primarily perylene‒dicarboximide (PDI) 

and its derivatives. For example, they synthesized a light harvesting block consisting of 
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a central PDI chromophore appended with four peripheral PDI chromophores that 

self‒assembled into ordered dimers via π‒π stacking.
120

 More interestingly, they 

demonstrated efficient energy transfer between the stacked monomers occuring on a 

time scale (ca. 5 ps) comparable to the one observed in the light harvesting systems of 

green plants. To create functional artificial photosynthetic systems, one requirement is 

the ability to perform in series the light harvesting and charge separation functions 

within in a single molecular ensemble. This can be achieved by self‒assembly as 

demonstrated by the groups of Gust
74

 and Wasielewski.
121

 Gust et al. constructed an 

antenna/reaction center heptad complex consisting of two components, i.e. a circular 

hexad antenna system bearing two zinc porphyrins and a fullerene electron acceptor 

bearing pyridil groups.
74

 Both components spontaneously come together by 

metal‒ligand interactions between the zinc porphyrins and the fullerene acceptor. The 

excitation energy was found to funnel very efficiently from the antenna system to the 

porphyrins, where charge separation subsequently occurred by donation of an electron 

to the fullerene. In the work of the Wasielewski group,
121

 the self‒assembly of the light 

harvesting system and the reaction center arose from π‒π interactions between 

monomers consisting of a PDI derivative core decorated by four PDI molecules. Such 

monomers form spontaneously a π‒stacked dimer, in which the peripheral PDI array 

acts as an antenna and the PDI derivative core dimer bio‒mimics the “special pair” of 

the RC. As in the natural reaction center, they also showed that charge separation only 

occurred in the dimeric system.  

 

2.4 CONJUGATED PORPHYRIN OLIGOMERS 

 

2.4.1 MOTIVATION 

 

In this work, porphyrins are used as covalent building blocks to the formation of 

multiporphyrin systems. Porphyrins are planar 18π‒electron conjugated macrocycles 

formed by four pyrrole units and four methine carbons. They are analogous to the 

chlorophyll molecules present in the natural photosynthetic antenna and reaction center 

but their structure is simpler and so is their synthesis (Figure 2.5).  
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Figure 2.5 (A) Molecular structure of a free‒base porphyrin indicating the peripheric 

positions for substitution: α, β, meso. (B) Molecular structure of chlorophyll a. 

 

Just as chlorophyll molecules, porphyrins are good light harvesters with high molar 

absorption coefficient in the visible region (ε ~ 4.2 x 10
5
 M

-1
cm

-1
 at 442 nm for the zinc 

porphyrin monomer P1 studied in this work, see Chapter 6 Figure 6.2). Figure 2.6 shows 

as an example the ground‒state absorption spectrum of zinc tetraphenylporphyrin 

(ZnTPP) measured in toluene. This spectrum is characteristic of metalloporphyrins 

with a strong Soret band centered at 430 nm and less intense Q‒bands that extend from 

ca. 520 nm to ca. 650 nm. The Soret band corresponds to the electronic transition 

S0→S2 and Q‒bands arise from the electronic transition S0→S1. Porphyrins are also 

photochemically and thermally stable. But one particularly interesting property of 

porphyrins is the sensitivity of their electronic structure to substitutions at peripheral 

positions, namely α, β and meso (Figure 2.5). Substitutions at these positions perturb 

their conjugated electronic system and result often in unusual electronic and optical 

properties. In particular, in multiporphyrin arrays, such perturbations enable to access a 

wide absorption range from visible to the near‒infrared region of the spectrum. 

Moreover, the redox properties of the free‒base porphyrin can easily be tuned by 

coordination of metal cations generating derivatives with good electron donor or 

acceptor properties. In the last decade, the versatile, unusual electronic and optical 

behavior of biomimetic porphyrin‒based systems has attracted much interest. A wide 

range of multiporphyrin systems have been synthesized in view of potential applications 

in artificial photosynthesis, molecular electronics and non‒linear optics.
122

 Yet another 

interesting property is their ability to self‒assemble via π‒π and/or metal‒ligand 

interactions. This enables to create large ordered arrays with architectures going from 

simple linear structures to cyclic
123

 and box
124-126

 structures. Finally, the large size of 

the porphyrin macrocycle (~24 Å) allows for building molecular wires covering longer 

distances with a minimum of covalent linkages. This, in addition with their relatively 
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simple synthesis, makes multiporphyrin arrays particularly interesting systems for 

long‒range electron and energy transport studies. 

 

 
Figure 2.6 Ground‒state absorption spectrum of zinc tetraphenylporphyrin (ZnTPP) in 

toluene. Inset: Molecular structure of ZnTPP.  

 

2.4.2 PORPHYRIN‒BASED MOLECULAR WIRES 

 

To construct multiporphyrin arrays, individual porphyrins may be connected either 

directly to each other or using a linker. Over the last 40 years, a multitude of linear 

multiporphyrin arrays have been synthesized, whose structures vary essentially in the 

type of linker and the porphyrin linkage topology (i.e. α, β or meso). As linkers, mostly 

conjugated motifs have been employed including phenyls,
127-128

 alkenes
129

 or alkynes
108, 

130-131
 since they enable to some extent electronic interactions between neighboring 

porphyrins. In these multiporphyrin systems, special emphasis has been put on 

establishing structure‒property relationships. In particular, it has been shown that both 

the type of linker and the porphyrin linkage topology govern the dihedral angle between 

neighboring porphyrins, and hence the inter‒porphyrin electronic communication and 

their photophysical properties.
114, 132

  

 

As the simplest way to assemble linear porphyrin oligomers, directly meso‒meso linked 

porphyrin oligomers have been thoroughly investigated by Osuka and co-workers.
133

 In 

these oligomers, the porphyrins are not strongly conjugated. Indeed, steric hindrance 

with the β‒substituents pushes the individual porphyrins in a nearly‒orthogonal 

arrangement. Such orthogonal arrangement precludes orbital interactions between the 

porphyrins, and leads to a disruption of the π-conjugation along the porphyrin 

oligomers. As a result, through‒space electronic communication, i.e. exciton coupling, 

dominates in these weakly conjugated systems and governs their photophysical 

properties. This exciton coupling arises from the coulombic interaction between 
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transition dipole moments of adjacent porphyrins and can be viewed as their collective 

behavior. In the oligomers containing of two or more units, exciton coupling simply 

manifests by spectral changes in the Soret bands of their absorption spectra. The Soret 

band splits into two bands whose energy and relative intensity depend on the number of 

porphyrin units. As illustrated in Figure 2.7, such splitting can be explained by the 

molecular exciton theory developed by Kasha in the point dipole approximation.
134

 

Considering first the zinc porphyrin monomer, two perpendicular and degenerate 

transitions, denoted Bx, By contribute to the Soret band. Addition of a second porphyrin 

at the meso position leads to four transition dipole moments that may contribute to the 

Soret band. According to Kasha’s exciton model, the transition moment is then given by 

the different combinations of these individual transition dipole moments. However, 

taking into account the orthogonality of the porphyrin planes, three transitions are 

allowed: Bx, By and Bz. While the two electronic transitions Bx, By remain degenerate, 

the electronic transition Bz is red‒shift with respect to Bx, By due to exciton coupling 

arising from the coplanar head‒to‒tail (→ →) configuration of the transition moments, 

hence the splitting of the Soret band.  

 

 
Figure 2.7 Schematic diagram of exciton coupling in directly meso‒meso linked zinc 

porphyrins. Adapted with permission from ref 135. Copyright (2009) American Chemical 

Society. 

 

By appending an energy acceptor to directly linked porphyrin oligomers of different 

lengths, Osuka and co‒workers investigated also their ability to function as molecular 

photonic wire for energy transfer.
133

 Their results revealed remarkably fast excitation 
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energy transfer with rate constants varying from (2.5 ps)
-1

 for the monomer to (108 ps)
-1

 

for the 24‒mer covering a distance of ~109 Å (~11 nm). In this regard, directly linked 

porphyrin oligomers successfully resemble the natural antenna complexes where fast 

excitation energy migration occurs despite negligible electronic delocalization due to a 

lack of bonds between individual chromophores. Fast and efficient energy transfer in 

multiporphyrin arrays due to excitonic interactions was also demonstrated by Lindsey 

and co‒workers. They designed molecular photonic wires for energy transfer consisting 

of meso‒meso diphenylethyne‒linked porphyrin oligomers.
128, 136

 Likewise directly 

linked porphyrin arrays, adjacent porphyrins in these oligomers adopted an orthogonal 

configuration that minimized electronic delocalization and prevented competitive 

electron transfer quenching to occur.  

 

Although weakly conjugated porphyrin oligomers are promising candidates for 

molecular photonics applications, disruption of the π‒conjugation in these oligomers is 

a considerable obstacle to long‒range charge transport. Electrons or holes are very 

unlikely to travel long distance via through‒space interactions. Instead their transport 

requires through‒bond electronic communication. Thus, porphyrin oligomers need to be 

assembled using conjugated motifs that favor the extension the π‒conjugation over the 

entire oligomer. In this effort, different strategies have been employed that again differ 

by the linker motif and the porphyrin linkage topology (β‒β, meso‒meso, meso‒β). For 

example, the groups of Therien
130

 and Anderson
131

 synthesized zinc porphyrin dimers 

linked at their meso position by ethyne and butadiyne linkers, respectively (Figures 

2.8A and 2.8B). In both cases, this type of bond linkage allows a coplanar arrangement 

of the porphyrin macrocycles, and hence merging of the π‒conjugated system of 

individual components along the entire dimers. This leads to a strong interporphyrin 

electronic coupling (i.e. electronic delocalization) in the ground state. Such electronic 

delocalization effects manifest by a strong alteration of the Q‒band in the ground‒state 

absorption spectra of these oligomers. Upon lengthening of the oligomer, the Q‒band 

gradually red-shifts and intensifies.
132

 In the excited state, electronic delocalization is 

further enhanced due, to on average, more planar conformation of the oligomers with 

respect to their ground state.
137-138

 Influence of the porphyrin linkage topology on the 

electronic coupling in ethyne‒and butadiyne‒linked porphyrin dimers was also 

investigated by Therien et al., which demonstrated that the meso‒meso connectivity 

always offered larger π‒overlap, hence maximal electronic coupling.
132

 Other strategies 

used to form strongly conjugated porphyrin oligomers consist in fusing individual 

porphyrins either directly by triple meso–meso, β–β, β–β bonds
139

 or via an aromatic 

linker.
140-141

 In the literature, these porphyrin oligomers are often referred as to 

“porphyrin tapes”. In particular triply linked meso–meso, β–β, β–β porphyrin arrays 

have been synthesized and investigated by the group of Osuka (Figure 2.8C). In contrast 

to alkyne-linked porphyrin oligomers, porphyrin tapes, as their name implies, are 

strictly planar oligomers and displayed even stronger electronic delocalization with 

Q‒bands red‒shifted up to ca. 3000 nm for a 12‒mer fused array. 



25 

 

 

Figure 2.8 Molecular structures of strongly conjugated porphyrin oligomers synthesized by 

the groups of (A) Therien,130 (B) Anderson131 and (C) Osuka.111 Adapted from Ref. 79 with 

permission from The Royal Society of Chemistry. 

 

Alkynes and alkene‒linked porphyrin oligomers have demonstrated ability to mediate 

electron transfer over long distances. This has been characterized experimentally by 

several groups.
93, 142-146

 For example, hole delocalization over more than 50 Å in a 

meso‒meso ethyne‒linked porphyrin pentamer has been reported by Therien and co-

workers.
142

 Our group investigated electron transfer processes in a homologous series of 

D‒B‒A systems Fc
•+

‒Pn‒C60
•-
 (n = 1, 2, 4) where Pn designate meso‒meso 

butadiyne‒linked porphyrin oligomers, Pn (n = 1, 2, 4), to bridge a ferrocene electron 

donor and a fullerene electron acceptor. In these series, charge recombination of 

Fc
•+

‒Pn‒C60
•-
 revealed to be remarkably efficient even for the tetramer (RDA = 65 Å). 

Recently, electron transfer studies in single‒molecule wires have become more and 

more en vogue to characterize the charge transport properties of molecular wires. In 

these studies, the molecular conductance is measured, a property which can be related to 

the electronic coupling in D‒B‒A molecules. The molecular conductance is probed by 

direct electrical measurements by placing single molecules between two metallic 
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contacts, typically an STM tip and a metal surface.
147-148

 In particular, Nichols and 

co‒workers have measured the conductance of single butadiyne‒linked porphyrin 

oligomers and demonstrated their wire‒like behavior (β = 0.04 Å
-1

).
143-144

 In a similar 

work, the group of Therien have shown the quasi‒ohmic behavior of ethyne‒linked 

porphyrin oligomers.
146

 Although this type of electron transfer studies have shown some 

similarities with photo‒induced electron transfer studies in the parameters influencing 

charge transport (i.e. tunneling energy barrier and conformational orientation), electron 

transfer in single‒molecules wires remains a distinct subject with its own challenges.
149-

150
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he World would be rather bland without color. Absorption and reflection of light 

by objects shape daily our vision of the world. Light‒matter interactions are also 

essential to life; as we have seen in chapter 2, the natural photosynthesis is initially 

triggered by light absorption. In this chapter, focus is on how light interacts with matter 

and on the processes that may follow light absorption. By light, I designate radiated 

energy that can cause electronic excitation, i.e. promote a molecule from its electronic 

ground state to one of its electronic excited states. In terms of wavelength, λ, this 

corresponds to the region that extends from the near UV to the visible region to the 

near IR, i.e. λ between 200 nm and 1000 nm. First, the criteria for absorption are 

briefly stated, and then the fate of electronically excited states is discussed. Finally, a 

short introduction to electron and energy transfer theory is given. For a more in‒depth 

description of concepts in photophysics and the energy and electron transfer theories, 

please see e.g. the text‒books by Hollas,
151

 Atkins
152

 and Balzani.
153-154

 

 

3.1 LIGHT‒MATTER INTERACTIONS 

 
Absorption of light by a molecule A in its electronic ground state, can be described by 

the following reaction, 

A   hc λ → A
*
 3.1 

 

where A
*
 represents the molecule in an electronically excited state. The absorbed 

photon is represented by its energy given by    λ, where h is the Planck’s constant, c 

the speed of light and λ the wavelength. For reaction 3.1 to occur, several criteria need 

to be fulfilled. 

 

Molecules consists of atoms, which themselves consist of nuclei and electrons. By 

treating molecules quantum mechanically, their electronic configuration can be 

described by a set of stationary electronic states with discrete energy. Associated to each 

of these stationary states is a wave function Ψi. Solving the Schrödinger’s equation 

(equation 3.2), i.e. determining Ψi, gives access to the energy of each stationary state. 

Ĥ0 Ψi (r)   E Ψi (r) 3.2 

 

where Ĥ0 is the energy or Hamiltonian operator and represents the sum of the kinetic 

and potential energies of both electrons and nuclei of the molecule. This distribution of 

electrons into discrete energy levels leads to the first criterion for light absorption 

(equation 3.3): the energy of the incident photon must match the energy difference 

between an initial (i) and a final state (f) of the molecule. This first criterion is often 

referred to as the Einstein‒Bohr’s frequency condition or resonance condition. 

hc/λ = ∆E = Ef ‒ Ei 3.3 

T 
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where Ei and Ef designate the energies of an initial (i) and a final state (f) of the 

molecule, respectively. This first criterion gives the energy of the electronic transition or 

wavelength at which the measured absorption spectrum of the molecule may display an 

absorption band (vide infra). It also explains why increasing light intensity does not 

affect the wavelength of absorption. While this condition is necessary, it solely does not 

suffice for light absorption. Further, it does not provide any information on the 

probability for the electronic transition to occur (i.e. intensity of the transition). In other 

words, it lacks explanation on why some transitions are strong (i.e. allowed) and why 

some transitions are barely observable (i.e. forbidden).  

 

In reaction 3.1, light is considered as a flow of individual photons. Considering now its 

undulating nature, light is described as a continuum of waves or electromagnetic 

radiation characterized by an electric (E     and magnetic (B     field oscillating in time and 

space in directions perpendicular to each other and to the direction of light propagation. 

Light can through its electrical component strongly interact with distribution of charged 

particles such as loosely bonded valence electrons (i.e. outer electrons) in molecules. 

This may result in a distribution of charges that differs from the one in absence of light, 

leaving the molecule with a different overall electronic configuration. Such small 

perturbation of the charge distribution induced by light can be described using 

time‒dependent perturbation theory. Light absorption is approximated by applying a 

small perturbation to the system and equation 3.2 can be re‒written with an additional 

perturbation operator Ĥ´. 

(Ĥ0 + Ĥ´)Ψi (r, t) = E Ψi (r, t) 3.4 

 

The wave‒function Ψi (r, t) describing the electronic state of the molecule is now 

time‒dependent. The perturbation operator Ĥ´ is expressed as a scalar product of E   (t) 

and the dipole moment operator μ  which represents the spatial charge distribution of the 

molecule according to equation 3.6.  

Ĥ´    E   (t)   μ   3.5 

μ    e   q
j
 rj   

N

j

 3.6 

 

where q
j
 is the charge of the particle   and r j its position vector distance. From equations 

3.5 and 3.6, one can state the second criterion for light absorption: the probability of the 

transition to occur is maximal when the electric field component of the incident light 

and the dipole operator of the molecule (i.e. dipole induced by light in the molecule) 

point towards the same direction. 

 

Here the perturbation, i.e. the electric field, disturbs rather weakly the system that is the 

energies of the stationary electronic states remain unaffected. As a result, the 
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time‒dependent wave function may be expressed as a linear combination of the wave 

functions of the unperturbed system, as shown in equation 3.7, 

Ψ r, t     ak (t) Ψi  r  3.7 

 

where the coefficients ak (t)  “carry” the time‒dependence. When the perturbation is 

removed, the system may occupy an electronic final state Ψf (r) which differs from the 

initial one described by Ψi (r) (i.e. before perturbation). The probability Pfi to find the 

system in a final state Ψf (r) is given by the square of the corresponding coefficients 

 a
f
 (t) 2, which is proportional to the square of the integral  Ψf  r  μ  Ψi (r)  τ taken 

over all space.  

Pfi    Ψf  r  μ  Ψi (r) dτ 
 

  μ  
fi
  
 
 3.8 

 

In equation 3.8, the integral is the so‒called transition dipole moment       which can be 

viewed as a dipole induced by light represented by a vector aligned in the direction of 

the electron flow. From equation 3.8, the third criterion for a transition to occur can be 

derived, that is the integral  Ψf  r  μ  Ψi (r)  τ  (i.e. μ  
fi

) should be non‒zero. 

Mathematically, it can be shown that this integral over all space will vanish if the 

product under the integral is an antisymmetric function and will not vanish for a 

symmetric function. Here, for electronic transitions, the symmetry of Ψf  r  and Ψ   r  

is related to the symmetry of the orbitals, which can be determined using Group Theory. 

Moreover, since the dipole moment operator μ  is a vector in the x or y or z directions, 

all its components are antisymmetric functions. Thus, based on the symmetry of the 

overall product Ψf  r  μ  Ψ   r , it is possible to determine if a transition is allowed or 

forbidden. In addition, if the integral  Ψf  r  μ  Ψi (r)  τ is large, the transition will be 

highly probable (i.e. strong), while barely observable for a small overlap of its three 

components.  

 

From the above discussion, three criteria have been identified as governing the 

probability for an electronic transition to occur, i.e. intensity of absorption band. Taking 

solely these criteria into account, this leads to all the intensity of a transition 

concentrated in a sharp band. However, this is generally not what is observed in 

molecules. Instead, the absorption bands have often their intensity spread out over a 

wide range of wavelength. This can be understood by introducing the Franck‒Condon 

factor. In between the electronic stationary states lie also more closely spaced levels, 

namely the vibrational levels of the molecules (see the Jablonski diagram in Figure 3.1). 

At room temperature, the molecules populate mainly the lowest vibrational level of the 

ground state. However, upon light absorption, the energy of the photon is sufficient 

enough that molecules are not only promoted to higher electronic states but also to 

higher vibrational levels in the excited state. This means that in the expression of the 

transition dipole moment (equation 3.8), the overlap between the vibrational (nuclear) 

wave functions of the two states involved in the transition must also be taken into 
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account. This renders the picture drawn above slightly more complex. However, one 

may recall the time scale at which light absorption takes place. Light absorption, i.e. 

rearrangement of the electron distribution, occurs on a time scale of ~10
-15

 s that is 

much faster than vibrational motions (10
-12

 s). Thus the nuclei positions remain identical 

before and after light absorption (Condon approximation). Under this condition, the 

transition dipole moment may be expressed using the well‒known Born Oppenheimer 

approximation. Under this approximation, one may separate nuclear and electronic 

motions and re‒write the overall wave function Ψi r     as a three‒component product 

where R designate the nuclear coordinates and r the electron coordinates: electronic 

φ
i
(r,  ), nuclear  i( ) and spin Si. 

Ψi  r,      φi
 (r,  )    i ( )   Si 3.9 

 

Since the nuclei positions remain the same before and after light absorption, in the 

expression of the transition dipole moment,    only applies to the electronic wave 

function. The expression for       becomes then, 

μ  
fi
  φ

i
 r,    μ  φ

f
 (r,  ) dτe  i     f ( ) dτN SiSfdτS 3.10 

 

From equation 3.10 one can visualize which terms determine the integrated intensity 

(i.e. probability) and the shape of the absorption band. In the first term, one recognizes 

the electronic transition moment. The third term is the spin integral overlap, i.e. the 

overlap between the spin wave functions of the initial and final states. Since the spin 

wave functions of states with different multiplicity (e.g. singlet and triplet) are 

orthogonal, this integral will vanish whenever the transition implies a change in spin 

multiplicity and the transitions are said to be spin‒forbidden. For example, this integral 

will be zero for singlet → triplet transitions, leading to the overall cancellation of the 

transition dipole moment for these transitions. Both, the first and third terms contribute 

the integrated intensity of the absorption. The second term is the so‒called 

Franck‒Condon factor. This term “carries” the responsibility for the shape of the 

absorption band. It corresponds to the vibrational (nuclear) overlap between the 

vibrational excited state wave function and the ground state lowest vibrational level 

wave function. If the potential energy surfaces of the ground state and excited state were 

identical, this term will sum up to 1 and all the intensity of the transition will be 

concentrated in a sharp band corresponding to the vertical transition 0‒0 (i.e. between 

the lowest vibrational levels of the excited and ground states). However, this is 

generally not the case in molecules, where both the bond strength and the geometry of 

the excited state are often different from the ground state. Vibronic excitation (vibration 

and electronic excitation) of the molecule gives raise instead to a vibronic absorption 

band structure, i.e. a distribution of the integrated intensity of the electronic transition 

over several vibronic peaks. The intensity of each vibronic peak is related to the 

Franck‒Condon factor and depends on the overlap between the nuclear wave functions 

of the corresponding excited and ground state vibrational levels. For an example of 
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absorption spectra showing clear vibronic structure of the absorption band, see e.g. the 

absorption spectra of the anthracene dendrimers (Figure 6.2). Note that such a vibronic 

structure of the absorption band often vanishes due to temperature and solvent effects. 

Finally, some forbidden transitions may have a substantial intensity due to break down 

of the Condon approximation and vibronic coupling. 

 

3.2 THE ELECTRONIC EXCITED STATE AS A NEW MOLECULE 

 
The electronic excited state is energy‒rich compared to the ground state. To have an 

idea of the energy gain in the excited state, it is useful to look at the photon energy. The 

photon energy ranges from 4.41 x 10
-19

 J to 2.36 x 10
-19

 J for the excitation wavelength 

range 450‒840 nm used in this work. For comparison to chemical bond energies, one 

may express the photon energy in kJ per mole of photons. This corresponds to 266 

kJ/mol at 450 nm and to 142 kJ/mol at 840 nm. Such energies are of the same order of 

magnitude as bond energies, e.g. 413 kJ/mol for C‒H, 348 kJ/mol for C‒C, 293 kJ/mol 

for C‒N. Thus it is no surprise that the behavior of the excited state may strongly differ 

from the ground state. In regard to its different charge distribution and high energy 

content, the electronic excited state can be viewed as a new molecule with distinct 

photo‒physical (e.g. absorption spectrum), reactivity (e.g. association) and redox 

properties. The high energy content of excited states also renders excited states 

molecules much less stable than ground‒state molecules. They can deactivate by several 

photochemical and/or photophysical processes. According to the gold book of IUPAC, 

photochemical processes refer to chemical reactions that occur in the electronically 

excited states (e.g. isomerization) and are caused by light absorption while 

photophysical processes designate processes in which relaxation of the excited state 

occurs through radiation and/or radiationless transitions without any chemical 

change.
155

 In my work, deactivation of the electronic excited states mostly occurs via 

photophysical processes, while quenching (i.e. electron transfer) is classified as a 

photochemical process. The following section only presents photophysical deactivation 

processes, while keeping in mind that electron transfer may compete with these 

processes depending on the system studied. 

 

3.2.1 EXCITED‒STATE DEACTIVATIONS 

 

A common way to present photophysical deactivation pathways of electronically 

excited states is using a schematic energy‒level diagram, so‒called Jablonski diagram 

(Figure 3.1).
156
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Figure 3.1 Jablonski diagram showing non‒radiative ( ) and radiative ( ) deactivation 

pathways for an excited state. Here, upon light absorption, the molecule initially in a singlet 

ground state S0 is promoted to higher vibrational levels of the second singlet excited state 

S2. The abbreviations are explained in the text. 

 

In their ground state, most molecules are singlets accordingly denoted S0 where all 

electron spins are paired. The electronic excited states populated by photo‒excitation 

are also singlets (vide supra) denoted S1, S2… The more closely spaced levels 

associated to each electronic state are the vibrational levels. Depending on the energy of 

the absorbed photon, the initially populated excited state is either the n‒vibrational level 

of S1 or S2…. The molecule first dissipates its excess of energy via fast vibrational 

relaxation mechanisms (VR) and populates lower vibrational levels of the excited state 

according to a Boltzmann distribution. The energy is lost as heat through collisions with 

the surrounding molecules or the solvent. In solution, VR is quite fast, i.e. from tens of 

femtoseconds to tens of picoseconds. This means that, in general, all other deactivation 

processes occur from the equilibrated excited states. The excess of energy is then 

released via different competing deactivation pathways classified into non‒radiative and 

radiative processes. Internal conversion (IC) and intersystem crossing (ISC) are both 

non‒radiative decay processes and do not imply absorption or emission of photon. They 

occur between isoenergetic vibrational levels of different electronic states, hence no 

energy is lost. The resulting state is a vibrationally excited state that further relaxes via 

vibrational relaxation. Thus, IC and ISC are represented as horizontal arrow lines (→) 

in the Jablonski diagram. Difference between IC and ISC lies in the spin state of the 

levels involved. Internal conversion moves the molecule between isoenergetic 

vibrational levels of electronic states of the same multiplicity: for example, S1→S0 in 

Figure 3.1. In contrast to IC, intersystem crossing involves electronic states of different 

multiplicity. For example, from the S1 state, the molecule can spin flip its electron and 

move to the triplet excited state T1. The probability of IC and ISC processes (i.e. the 

rates) is dependent on the Franck‒Condon factor and the spin overlap (vide supra). 

Since the change of spin in transitions is formally forbidden, intersystem crossing (i.e. 

S1→T1) is much slower than internal conversion (i.e. S1→S0). 

S2

S1 T1

S0

IC

ISC
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Competing with the non‒radiative IC and ISC are radiative processes that lead to 

emission of photons. Radiative processes involve vertical transitions ( ) between 

electronic excited states and the ground state. The excess energy is released in the form 

of photons with energy matching the energy difference between the two electronic 

states. Once more, one distinguishes photon emission from transitions between states of 

same spin multiplicity and different spin multiplicity. Singlet emission such as e.g. 

S1 S0 is called fluorescence (Fl) and takes place on the nanosecond time scale. Photon 

emission occurring from a triplet state, such as T1 S0 is called phosphorescence (Ph). 

Similar to intersystem crossing (vide supra), triplet emission is a spin‒forbidden 

transition, hence less probable and much slower (i.e. typically microseconds to 

milliseconds or even seconds for organic molecules). In Figure 3.1, note that photon 

emission is voluntarily represented as potential deactivation pathway only from S1 and 

T1. Indeed, due to usually fast internal conversion processes within each high excited 

state (Sn, Tn, n> 1) and fast vibrational relaxation, the emitting level of a given 

multiplicity is the lowest excited level of that multiplicity (Kasha’s rule
157

). While most 

molecules obey this rule, exceptions exist, e.g. azulene,
158

 some porphyrins
159

 and some 

phthalocyanines
160

 for which emission from the S2 state is observed.  

 

In the special case of a donor‒acceptor couple, the donor excited state may be quenched 

via energy and/or electron transfer to the acceptor. In that sense, the excess energy 

stored in the excited state may be used to perform reactions which thermodynamically 

will not be possible from the ground state. For example, in the natural photosynthesis, 

the energy stored in the excited states triggers a cascade of electron transfer steps that 

ultimately results in a charge‒separated state with sufficient energy for water splitting 

and carbon dioxide reduction (vide supra).  

 

3.2.2 RATES, LIFETIMES AND QUANTUM YIELDS  

 

We have seen that Jablonski diagrams are particularly useful to map the different 

pathways that deactivate electronically excited states. Highlighted by such energy level 

diagrams is also the competition between these pathways. Whether the excited state will 

follow a particular pathway i will depend on the relative probability of this pathway 

with respect to the others. For an ensemble of molecules, this is the rate constant    of 

the pathway i with respect to others that tells us about the probability of this pathway to 

occur (i.e. a transition). Intimately linked to the rate constants of the different 

deactivation pathways is the lifetime τ of the excited state.  

 

All deactivation pathways presented in Figure 3.1 are intramolecular reactions, hence 

assuming first‒order decay of the excited state population N(t) as in equation 3.11 is 

appropriate.  

dN(t)

dt
   ‒  kj 

j

N t    ‒ 
N(t)

τ
 3.11 
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 kjj  is the sum over all the rate constants that depopulate the excited state. According 

to equation 3.11, the lifetime τ can be expressed as 

τ   
1

  kjj

   
1

kf     knr
   

1

kf   kIC   kISC
 3.12 

 

In equation 3.12, kf is the fluorescence rate constant.   knr represents the sum over the 

rate constants of non‒radiative processes. In Figure 3.1, this sum consists of kIC the rate 

constant of internal conversion and kISC the rate constant of intersystem crossing. The 

probability of the excited state to deactivate through the given process i, i.e. quantum 

yield of the deactivation process i, denoted Φi, is then given by,  

Φi   
ki

  kjj

   ki   τ 3.13 

 

Most non‒radiative processes have rate constants and quantum yields that are not 

directly accessible experimentally. In constrast, radiative processes, i.e. fluorescence 

and phosphorescence can be experimentally measured. Photon emitted from 

electronically excited states can not only be detected but also counted using different 

experimental techniques named fluorescence spectroscopy. Further experimental details 

on fluorescence spectroscopy are given in chapter 4. From such experiments, two 

quantities are often determined: the fluorescence lifetime τf and the fluorescence 

quantum yield Φf. τf describes how fast the fluorescence intensity of an ensemble of 

molecules decays over time, while Φf represents the number of photons emitted per 

photons absorbed. Both are directly related to the radiative rate constants and the sum of 

the non‒radiative rate constants through equations 3.14 and 3.15. Combining both 

equations enable to evaluate kf and knr from the experimental values of Φf and τf, 

according to equations 3.16 and 3.17, respectively. 

Φf   
kf

  kjj

   
kf

kf     knr
 3.14 

τf   
1

kf     knr
 3.15 

kf   
Φf

τf
 3.16 

knr   
(1 ‒ Φ

f
)

τf
 3.17 

 

Indirectly fluorescence spectroscopy can also provide valuable information on electron 

and energy transfer processes in donor‒acceptor systems. The excited state is then 

further depopulated by energy or electron transfer. In equations 3.14 and 3.15,  knr 

increases due to the additional reaction rates associated to energy or electron transfer. It 

results in both a lower fluorescence quantum yield and a shorter fluorescence lifetime 

compared to the same molecular system without acceptor group. 
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3.3 ELECTRON TRANSFER THEORY 

 
The electron transfer (ET) reactions described in this thesis are intramolecular electron 

transfer reactions. In electron donor‒acceptor (D‒A) systems, this reaction consists of 

the transfer of an electron between the electron donating (D) and accepting (A) parts of 

the molecular system. In this work, ET reactions are triggered using light excitation by 

selectively exciting either the donor or the acceptor. These reactions are called 

photoinduced electron transfer reactions and can be described by the following reaction, 

D‒A   hc λ  → D ‒A 
kET
  D  ‒A

 ‒
 3.18 

 

Here, the donor is initially excited and the ET reaction is the transfer of an electron from 

the donor excited state D* to the ground state acceptor A. The product of the ET reaction 

is the charge‒separated state, D
• 
‒A

•-
. 

 

3.3.1 MARCUS THEORY 

 

Just as chemical reactions, electron transfer reactions can be described by motion of 

atoms along potential energy surfaces. Here, the potential energy surfaces are the ones 

of the photo‒excited reactant D
*
‒A and the ET product D

• 
‒A

•-
 (reaction 3.18) as 

function of the reaction coordinate (Figure 3.2). The reaction coordinates include the 

vibrational (nuclear) coordinates of the reacting molecules and the position and 

orientation of the solvent molecules. Since electron transfer is a dark reaction, it will 

only occur at the configuration of the reacting system (reaction coordinate/potential 

energy) that satisfies both energy conservation and Franck‒Condon conditions. These 

conditions are fulfilled at the crossing point between the two surfaces, the so‒called 

transition state TS. Indeed at the TS, both the reactant and the product have classically 

the same energy. Moreover, the transfer occurs at fixed positions of the atoms, and 

hence the Franck‒Condon principle is also satisfied. At the transition state, the 

electronic coupling between the donor and the acceptor, VDA causes a splitting of the 

two surfaces (Figure 3.2). The extent of this splitting, i.e. the electronic coupling will in 

part determine the probability of D
*
‒A to cross over the “mountain pass” and form 

D
• 
‒A

•-
. Other factors intervene in an electron transfer “journey”. At the beginning of 

the ET journey, the reacting D
*
‒A is in a valley (the lower left region of Figure 3.2). 

Hence to reach TS, D
*
‒A needs to first distort along the reaction coordinate from its 

equilibrium position to the transition state, i.e. changes in bond lengths. This requires 

energy called activation energy, ∆G
≠
. Formation of D

• 
‒A

•- 
is also characterized by a 

change in dipole moment with respect D
*
‒A. As pointed out first by Libby,

161
 this 

charge‒separated state is formed initially in a “unsuitable” solvent environment, i.e. the 

surrounding solvent molecules do not have time to rearrange on the short time scale of 

ET to accommodate the changes in polarization. Reorganization of the solvent 

molecules to bring D
• 
‒A

•- 
to its equilibrium state again requires energy that is involved 
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in the reorganizational energy denoted λ. In Figure 3.2, λ corresponds to the energy to 

bring the reactant to the nuclear and solvent configuration of the final (i.e. equilibrated) 

product. Finally, the rate of electron transfer will depend on the driving force or 

standard free energy of the reaction, ∆G
0
.  

 

 
Figure 3.2 Schematic of the potential energy surfaces of the initial state and the 

charge‒separated state showing the factors governing electron transfer processes: the 

driving force ∆G0, the activation energy ∆G≠, the reorganizational energy λ and the 

electronic coupling VDA. 

 

Depending on the extent of splitting or electronic coupling VDA, electron transfer 

reactions are classified into adiabatic and diabatic. When there is sufficient electronic 

coupling between the donor and the acceptor, large splitting of the potential energy 

surfaces at TS results in a lower surface and an upper surface. At TS, D
*
‒A then moves 

along the lower surface from the reactant to the product side. These electron transfer 

reactions are called adiabatic reactions and are not further discussed in this thesis. When 

VDA is instead very weak (diabatic ET reactions), crossing from the lower surface on the 

reactant side to the lower one on the product side becomes less probable. For weak 

electronic coupling, the rate of transition between two potential energy surfaces may 

then be predicted by the Fermi Golden Rule, 

kif   ( 2π   )  if 
2 FCWD 3.19 

In equation 3.19,  if is the overlap integral between the wave functions of the initial and 

final states upon a small perturbation coupling these two states. FWCD is the 

Franck‒Condon weighted density of states. It describes the influence of nuclear (i.e. 

vibrational) modes. Assuming that the potential energy surfaces of D
*
‒A and D

• 
‒A

•-
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are parabolas with equal curvatures, Marcus predicted that the appropriate Fermi 

Golden Rule leads to
162-163

 

kET    
π

 2λkBT
 DA

2 exp  
  G0   λ 

2

4λkBT
  3.20 

 

with the activation energy ∆G
≠
 is equal to (∆G

0
 + λ)

2
 4λ. 

The photoinduced electron transfer reactions investigated in this work involve weakly 

coupled donor‒acceptor systems and hence are considered under non‒adiabatic 

conditions. Thus, the Marcus equation referred to in Papers I‒II is equation 3.20.  

 

Another prediction of Marcus is the inverted region which derives from the quadratic 

dependence of the activation energy on the sum of the driving force and reorganization 

energy.
164

 Looking at the variation of ∆G
≠
 with ∆G

0
: when ∆G

0
 is decreased from zero 

to a negative value, the activation energy decreases, until it fully vanishes for ∆G
0 
  ‒λ. 

However, when the driving force becomes even more negative, i.e. ∆G
0 
< ‒λ, the 

activation energy starts to increase again. The decrease of ∆G
≠
 with increasingly 

negative ∆G
0 

is the expected trend in chemical reactions and is often referred to as the 

normal region in ET. However, the increase of the activation energy for large driving 

forces was quite surprising and was termed “the inverted region”. Both regions can be 

visualized in Figure 3.3 along with the consequences on the resulting electron transfer 

rates (i.e. plot of ln kET  as a function of ∆G
0
). Clear experimental evidence of the 

inverted region has been long time lacking although theoretically predicted. The first 

experimental evidence of the inverted region was provided in the mid‒80s by Closs and 

Miller.
165-166

  

 

 
Figure 3.3 Schematic of (left) the potential energy surfaces of the excited states D*‒A and 

D• ‒A•- and the charge‒separated states D• ‒A•- for different ET regimes with (I) ∆G0 > ‒λ, 

(II) ∆G0   ‒λ and (III) ∆G0 < ‒λ; (right) the corresponding variation of the ET rate, ln kET 

with ‒ ∆G0. 
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The driving force  

 

As illustrated in Figure 3.2, the driving force, ∆G
0 

corresponds to the energy difference 

between the lowest vibronic levels of the donor excited state D
*
‒A and the charge 

separated state D
• 
‒A

•-
. Forming D

• 
‒A

•- 
from D

*
‒A is downhill in energy. The system 

loses energy (∆G
0 

< 0), and hence ET is thermodynamically favorable from 

photoexcited states. In contrast, the same reaction from the ground state will be highly 

unlikely to occur. ∆G
0
 may be estimated from the redox potentials of the donor/acceptor 

couple and from the energy stored in the excited state using the Rehm‒Weller 

equation,
167

 

∆G
0   e  Eox ‒ Ered  ‒ E0‒0   

e2

4πε0 DA

   
e2

4πε0
 
1

εS
 ‒ 

1

εS
ref
  

1

2 D

   
1

2 A

  3.21 

 

where Eox is the oxidation potential of the donor and Ered is the reduction potential of the 

acceptor. E0‒0 is the energy of the 0‒0 transition of the donor, i.e. the energy difference 

between the thermally relaxed excited state and ground state of the donor. The oxidation 

and reduction potentials can be experimentally determined by e.g. cyclic voltammetry. 

E0‒0 can be estimated spectroscopically, preferably from the wavelength corresponding 

to the intersection of the normalized absorption and emission spectra. The third term in 

equation 3.21 is a coulombic stabilization term, and hence a function of the inverse of 

the donor‒acceptor distance, RDA. Finally, the fourth term is a correction factor that may 

be used when electrochemical and spectroscopic measurements are carried out in 

different solvents. εS  and εS
ref  are the dielectric constants of the solvent in which the 

spectroscopic and electrochemical measurements were conducted, respectively. RD and 

RA are the radii of the donor and acceptor, respectively.  

 

The reorganization energy 

 

Both the reactant and solvent nuclear modes contribute to the reorganization energy, λ, 

which can then be expressed as the sum of two independent parts, i.e. λin and λout, 

λ   λin   λout   λin   
e2

4πε0
  

1

2 D

   
1

2 A

 ‒ 
1

 DA

  
1

n2
 ‒ 

1

εS
  3.22 

 

λin represents the reorganization of the inner (reactant) nuclear modes, i.e. changes in 

bond lengths and bond angles that D
*
‒A undergoes when moving from the reactant to 

the product nuclear configuration. λout involves the reorganization of the outer (solvent) 

nuclear modes which accompany ET  and accommodate changes in polarization around 

the donor/acceptor couple. In most cases, in polar solvents, λout is the dominant term in 

the expression of λ for electron transfer reactions. By approximating the donor and 

acceptor to spheres, λout can be estimated from the refractive index   and the dielectric 

constant of the solvent εS.
168

 This expression for λout implies that λout will be particularly 

large in polar solvents and when RDA is large. 
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3.3.2 ELECTRON TRANSFER IN DONOR‒BRIDGE‒ACCEPTOR SYSTEMS 

 

In D‒B‒A systems, due to the large distance separating the donor/acceptor couple, 

electron transfer occurs preferentially through‒bond, mediated by the bridge. Two 

alternative mechanisms for through‒bond ET are generally proposed: namely the 

coherent tunneling or incoherent hopping mechanism (Figure 3.4). In coherent 

tunneling, electronic communication between the donor and acceptor is sustained by 

interaction of the initial and final states of the system with high energy virtual states of 

the bridges. Such electronic communication is often described by the superexchange 

model (vide infra) which assumes donor and acceptor states energetically well separated 

from the bridge states (i.e. large injection energy barrier ∆E).
169-171

 Thus, no bridge state 

is ever populated during electron or hole transfer. In contrast, the incoherent hopping 

mechanism implies real intermediate bridge states in the electron or hole transport 

between the donor and acceptor. Thus, it is often observed for nearly resonant 

donor/acceptor and bridge states (i.e. low ∆E) or downhill energy gradient within the 

D‒B‒A system. Since bridge states are temporarily populated during transport, the 

incoherent mechanism is often referred to as thermally activated hopping.
172-173

 In many 

D‒B‒A systems, both mechanisms are expected to contribute to the transfer and this has 

been observed experimentally by several groups.
83, 90, 174

  

 

For the coherent electron tunneling mechanism, mixing of the donor/acceptor states 

with virtual bridge states is described by the so‒called superexchange model.
170-171, 175

 

For a bridge consisting of n identical subunits Bn as in Figure 3.4, this model relates the 

total donor/acceptor electronic coupling  DA  to localized electronic interactions 

between neighboring individual subunits according to equation 3.23,  

 DA   
 DB BA

 E
  
 BB

 E
 
n 1

 3.23 

 

where VDB and VBA are the electronic coupling of the bridge to the donor and acceptor, 

respectively. VBB represents the interaction between adjacent bridge subunits and ∆E is 

the injection energy barrier between the relevant donor/acceptor and bridge localized 

states (Figure 3.4). The reciprocal dependence of the total electronic coupling on the 

injection barrier was experimentally demonstrated by Albinsson and co‒workers by 

treating the bridge in a series of OPE‒based bridge D‒B‒A systems as a single 

chromophore.
29

 Moreover, if the electronic coupling between bridge subunits is small 

compared to the injection energy barrier (i.e. VBB << ∆E) and the donor‒acceptor 

distance is directly proportional to the length of one subunit R0 (i.e. RDA = nR0), an 

exponential distance dependence of VDA and the rate kET is obtained, 

kET   k0 exp ‒ β  DA  3.24 

 

where k0 is the limiting rate at donor‒acceptor contact.  is the so‒called attenuation 

factor, that is, within this approximation, given by equation 3.25. 
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β   
2

 0

ln  
∆E

 BB

  3.25 

 

Equation 3.25 implies that β is a parameter specific to the donor‒bridge‒acceptor 

ensemble involved, as it has been shown experimentally by several groups.
29, 81-82

 

Typically, β‒values are larger for D‒B‒A systems connected by non‒conjugated 

bridges than by ‒conjugated bridges.
79, 176

 In the search for efficient long‒range 

electron transfer, β‒values have been extensively used as quality factor. In particular, 

empirical β‒values have been used to report on the distance dependence of ET 

occurring via the incoherent hopping mechanism, although this mechanism is not 

expected to give rise to an exponential distance dependence of the transfer rates.  

 

 
Figure 3.4 Schematic comparison of the tunneling (left) and hopping (right) mechanisms in 

a D‒B‒A system here shown for electron transfer. The McConnell superexchange model 

for electron tunneling through molecular structures is illustrated in the top drawing. For the 

tunneling model, the bridge virtual states are represented as dashed lines; while in the 

hopping model, the local bridge states are drawn as solid lines. ∆EDB represents the 

tunneling energy barrier for electron injection onto the bridge. Note that RDA is the 

donor‒acceptor distance measured along the wire and not through space. Adapted from Ref. 

79 with permission from The Royal Society of Chemistry. 

 

3.4 ENERGY TRANSFER THEORY 

 
The energy transfer processes in this work are intramolecular non‒radiative energy 

transfer between identical chromophores and are referred to as excitation energy 

transfer (EET) or excitation energy migration. They can be described by the following 

reaction, 

A1‒A2   hc λ  → A1
 
‒A2

kEET
   A1‒A2

 
 3.26 
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where A1
 

 and A2
 

 are localized isoenergetic electronic excited states. Excitation 

migration does not affect the fluorescence lifetime of A1‒A2  but may yield to a 

depolarization of its fluorescence.  

 

In the following discussion, for more clarity, I use the notations D and A to designate 

the energy donor and acceptor, respectively. Note that reaction 3.26 implies weakly 

coupled multichromophoric systems. The excitation energy transfer rates, kEET, can thus 

be predicted by the appropriate Fermi Golden Rule, 

kEET   (2π  )   Ψ
D A

  Ĥ´ ΨD  A
 dτ 

 

FWCD 3.27 

 

where Ψ
D -A

 and Ψ
D-A

  are the wave functions of the initial D
*
‒A and D‒A

*
 final states, 

respectively. Ĥ´ denotes the electronic coupling operator between the two excited states 

D
*
 and A

*
. The FWCD‒term consists of the sum of the vibrational overlap integrals at 

thermal equilibrium. Since electronic coupling may occur through‒space (i.e. 

coulombic) or through‒bond (i.e. electron exchange), Ĥ´ can be divided into two parts, 

coulombic Ĥc

´
 and electron exchange Ĥe

´
. Depending on the donor‒acceptor system (e.g. 

donor‒acceptor distance, relative orientation of the donor and acceptor or spin of the 

involved states), through‒space or through‒bond electronic coupling may dominate. 

This leads to two alternative mechanisms by which EET may occur: a coulombic 

mechanism commonly known as FRET (Förster Resonance Energy Transfer) and an 

electron exchange mechanism called Dexter energy transfer (Figure 3.5). 

 

 
Figure 3.5 Schematic comparison of (A) FRET and (B) Dexter energy transfer 

mechanisms. Adapted from reference 153. 

 

 

 

D* A D A*

FRET

D* A D A*

Dexter

A
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Förster Resonance Energy Transfer 

 

In FRET, the coulombic interaction arises from the fact that a chromophore in the 

excited state generates an electric field. Likewise light, this electric field can perturb the 

charge distribution of neighboring chromophores. Thus, the interaction between the 

donor and acceptor in FRET is regarded as the interaction between two transition 

dipoles, i.e. one on the donor and one on the acceptor. Hence, it follows the same 

selection rules as the transition dipole moments associated to the transitions D
*
→D and 

A→A
*
, e.g. resonance condition, no change in spin (vide supra). In this work, the 

energy transfer reactions involve identical chromophores (reaction 3.26); hence the 

resonance condition is always fulfilled. Since the same selection rules as for absorption 

and emission transitions apply, it also means that faster FRET rates will be obtained in 

donor‒acceptor couples that have strong radiative transitions (i.e. large transition dipole 

moments). This is clearly seen in the expression of the FRET energy transfer rate kEET
F

 

predicted by Förster theory that includes the fluorescence quantum yield ΦD , the 

lifetime τD of the donor and an overlap integral  F between the emission spectrum of the 

donor ID ν   and the molar absorptivity spectrum of the acceptor εA ν  ,
177-178

 

kEET
F    8.8  10 25  

 2ΦD

n4 DA
6 τD

 F 3.28 

 

where 

 F   
  

ID ν   εA ν  

ν 4
  dν 

 ID ν   dν 
 

3.29 

 

Note that in  F, normalization is done on the emission spectrum of the donor. This 

means that  F is independent of the oscillator strength of the donor. Equation 3.29 also 

shows how directional energy transfer may be achieved in a multichromophoric system. 

Energy transfer will be directed towards the acceptor chromophore whose absorptivity 

spectrum overlaps the most with the donor emission spectrum.
179

 Hence, faster EET 

will be obtained in systems where the chromophores are spatially arranged according to 

their transition energy gaps, i.e. in a downhill energy gradient.  

 

In equation 3.28, another important parameter is  2 which reflects the directional nature 

of the dipole‒dipole interaction. Its value varies between zero for perpendicular 

transition dipole moments and four for collinear transition dipole moments. n is the 

solvent refractive index and finally RDA is the donor‒acceptor distance.  

 

Dexter energy transfer 
 

As mentioned above, Dexter energy transfer is a through‒bond energy transfer 

mechanism, which can be described as a double‒electron transfer process (Figure 

3.5).
180

 In contrast to FRET, it requires overlap between the donor and acceptor orbitals. 
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The rate for Dexter energy transfer, kEET
D

, can be expressed according to the Fermi 

Golden rule by, 

kEET
D

   (2π  )   Ψ
D A

   Ĥe

´
 Ψ

D  A
 dτ 

 

 D 3.30 

 

where  

  Ψ
D A

   Ĥe

´
 Ψ

D  A
 dτ 

 

 D    DA
EET 0 exp  

β
EET

2
  DA  r0   3.31 

 

and  D is the Dexter overlap integral between the emission spectrum of the donor and 

the molar absorptivity spectrum of the acceptor: 

 D   
 ID ν   εA ν   dν 

 ID ν   dν   εA ν   dν 
 3.32 

 

In equation 3.31,  DA
EETdenotes the donor‒acceptor electronic coupling for exchange 

energy transfer,  DA
EET 0  is the donor‒acceptor electronic coupling taken at the contact 

distance r0 and β
EET

 is the attenuation factor for exchange energy transfer. Likewise the 

electronic coupling for electron transfer,  DA
EET  decays exponentially with the 

donor‒acceptor distance RDA and so does the energy transfer rate kEET
D

. Hence, Dexter 

energy transfer dominates mostly at short distances, provided that the donor and 

acceptor molecular orbitals overlap. In contrast, FRET whose rate decays with the sixth 

power of RDA (equation 3.28) can occur with an appreciable rate for much longer 

donor‒acceptor separation distances.  

 

Another important difference between Dexter energy transfer and FRET is highlighted 

by equation 3.32. In the expression of  D, the normalization is not only made on the 

emission spectrum of the donor but also on the absorptivity spectrum of the acceptor. 

This implies that the Dexter energy transfer rate is in contrast to FRET, independent of 

the oscillator strengths of the donor and acceptor. This means that triplet‒triplet energy 

transfer via Dexter mechanism is not forbidden as it is in FRET. 
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4 PUT THE THEORY TO WORK: IN 

PRACTICE 
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ince Ciamician’s time and his experiments on the balconies of his Bologna 

institute, our experimental labs have evolved. We are not anymore limited to 

outdoor experiments with the Sun as the only convenient light source for investigating 

photoinduced energy and electron transfer processes. More reliable and convenient 

light sources have been developed along with detection systems. Spectroscopy 

designates all experimental techniques based on light‒matter interactions described in 

the previous chapter 3.
151

 In this work, all experimental techniques used are 

spectroscopic techniques. The difference between these techniques lies in the type of 

light (continuous or pulsed illumination) and the mode of detection. 

 

4.1 STEADY‒STATE ABSORPTION AND EMISSION 

SPECTROSCOPIES 

 
Steady‒state absorption and emission spectroscopies are two techniques in which the 

sample is continuously illuminated during the measurements. In this way, the excited 

state population remains constant over the entire measurement.  

 

4.1.1 STEADY‒STATE ABSORPTION 

 

According to the first law of photochemistry (the Grotthus‒Draper law)
181

, “only 

radiation absorbed in a system can produce a chemical change.” Thus, information on 

the response of studied molecules to light comes first from their absorption spectra. 

Absorption of light by molecules is simply measured by letting light pass through a 

sample and monitoring the intensity difference between the incident I0 and transmitted 

light I at each wavelength (Figure 4.1). This produces an absorption spectrum often 

given as the absorbance as a function of wavelength, with absorption bands at 

wavelengths determined by the energies of the electronic states involved in the 

transition and intensities governed by the magnitude of the transition dipole moment, as 

discussed in chapter 3.  

 

 
Figure 4.1 Schematic block diagram of a spectrophotometer. 

 

The absorbance of a sample, A, is also related to the number of molecules present in the 

light path, b, by the Beer‒Lambert law (equation 4.1). 

Lamp Sample DetectorMonochromator
I0 I

b
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Detector
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A(λ)   ‒ log
10

I

I0
   ε λ  b 4.1 

 

In equation 4.1 ε(λ) is the molar absorptivity of the molecule (M
-1

cm
-1

), c the 

concentration. The molar absorptivity relates to the probability of transition between 

two electronic states,  μ  
fi
  
 
, defined in chapter 3, according to equation 4.2.  

 ε ν  dν     μ  
fi
  
2
  4.2 

 

In this regard, the molar absorptivity is the practical measure of the strength of 

electronic transitions between the ground state and any higher electronic excited states. 

Hence, the molar absorptivity is often used as a quantitative descriptor of the light 

harvesting power of a chromophore. 

 

Steady‒state absorption can provide information on intra‒and intermolecular 

interactions. The Beer‒Lambert law is an additive law, which in presence of several 

distinct species can be expressed as 

A(λ)   ‒ log
10

I

I0
   b εi

i

(λ) ci 4.3 

 

The observed absorption spectrum is the sum of the individual absorption spectra of the 

species contained in the sample. This aspect is particularly useful, as it enables the use 

of absorption to follow reactions between chromophores such as the formation of 

dimers of conjugated porphyrin oligomers described in chapter 5. In supramolecular 

systems such as donor‒bridge‒acceptor systems, it provides information on the 

ground‒state electronic interaction between the different components. For D‒B‒A 

systems, the absorption spectrum should ideally be a linear combination of the 

individual spectra (D, B, A) for the donor, bridge, acceptor molecular identity and 

functions to be retained.  

 

4.1.2 STEADY‒STATE EMISSION 

 

In steady‒state emission, this is the reverse process to absorption which is measured; 

that is the emission of a photon induced by the transition of a molecule from an 

electronic excited state to its ground state. This means that as in absorption, the 

emission wavelength is related to the energies of the two electronic states involved in 

the transition. However, although absorption and emission may arise from transitions 

between the same electronic states (e.g. S0‒S1), emission of a fluorophore is typically 

observed at longer wavelengths than absorption. Such difference in wavelength between 

the maxima of the absorption and emission bands is called Stokes shift.
182

 This energy 

loss is often due to higher vibrational levels of S0 being populated upon emission, but 

may also result from solvent effects, formation of excited‒state complexes. The 
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fluorescence rate constant, kf, is related to the probability of the transition to occur or 

molar absorptivity via the Strickler‒Berg relation given in equation 4.4.
183

 

kf   2.88   10
     ν 2    ε ν   dν  4.4 

 

In the above equation, ν  is the transition wave number. 

 

In practice, steady‒state emission is measured by exciting the sample with an intense 

light source and collecting the emitted photons using a photomultiplier tube placed in a 

direction perpendicular to light excitation (Figure 4.2).  

 

 
Figure 4.2 Schematic block diagram of a spectrofluorometer. 

 

Setting the excitation wavelength and scanning over the emission wavelengths produces 

an emission spectrum, i.e. emission intensity as a function of wavelength. The emission 

intensity represents the number of photons emitted which depends on the number of 

molecules in the excited states and the radiative rate constant kf. This means that any 

non‒radiative pathway, such as electron and energy transfer, depopulating the excited 

state will lower the emission intensity. In this regard, the steady‒state integrated 

emission of a donor‒acceptor system provides first evidence of quenching processes in 

the excited state when compared to a donor reference. From emission spectra, the 

fluorescence quantum yield of a sample Φf,S defined in chapter 3 can also be 

determined. This requires the use of a reference whose Φf,R is known and the measure of 

its emission spectrum. The fluorescence quantum yield of the sample is then given by,  

Φf,S   Φf,   
A 

AS

 
If,S

If, 
  

nS

n 
 
2

 4.5 

 

where If,S and If,R are the integrated emission intensities of the sample and the reference, 

respectively. AR and AS are the absorbance of the sample and the reference at the 

excitation wavelengths, respectively, and nS and nR are the refractive indices of the 

respective solvents. This equation is valid on the assumption that the sample and 

reference absorbances are low enough to avoid inner‒filter effects (e.g. reabsorption of 

emitted photons by ground‒state molecules before reaching the detector).
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Another type of measurement is steady‒state excitation spectrum. Instead of scanning 

over the emission wavelengths, one sets the emission wavelength and scans over the 

excitation wavelengths, i.e. the absorption bands of the sample. This produces an 

excitation spectrum that reflects the dependence of the emission intensity on the 

excitation wavelength. In general, most fluorophores have their emission spectra that 

are independent of the excitation wavelength (Kasha’s rule).
157

 Consequently, their 

excitation spectra resemble their absorption spectra. However, in complex fluorophore 

mixtures (i.e. in presence of several emitting electronic states), steady‒state excitation 

may generate an excitation spectrum that reproduces partially the absorption spectrum 

of the sample. If the fluorophores have slightly different emission wavelengths, the 

excitation spectrum will resemble the absorption spectrum of one or another emitting 

species present in the sample depending on the set emission wavelength. In this regard, 

steady‒state excitation can provide information on the emitting states. 

 

Steady‒state methods, absorption and emission, provide both qualitative and 

quantitative information on the ground state and excited states of molecules, 

respectively. However they do not permit access to the time dimension of the absorption 

and emission processes, neither to determine the nature of quenching processes (e.g. 

electron and/or energy transfer). This requires more sophisticated techniques such as the 

ones described in the next section.  

 

4.2 TIME‒RESOLVED SPECTROSCOPIES 

 

4.2.1 LASERS 

 

An important constraint in the study of excited‒state processes is the intrinsic transient 

character of the excited states and their short lifetimes (sub‒nanoseconds to 

nanoseconds). Thus, to resolve these excited‒state processes, a primary requirement is a 

light source able to excite the sample on a time scale that is faster than its lifetime. 

Lasers fulfill this requirement, more particularly ultrafast lasers. Developed in the 1980s 

by Moulton at Lincoln Laboratory, titanium‒doped sapphire (Ti: Al2O3) lasers produce 

ultra‒short laser pulses with sub‒picosecond FWHM (< 10
-12

 s).
185

 A second 

requirement that is equally important to the first one is being able to monitor ultrafast 

excited‒states processes that follow photo‒excitation, i.e. electron and energy transfer 

reactions in this work. By “monitor” one means to time‒resolve these processes, i.e. 

determine their kinetics. This can be done using the pump‒probe technique. In 

particular, this technique was used demonstrated by Prof Ahmed H. Zewail as a means 

to follow intermediates states of chemical reactions for which he received the Nobel 

Prize in Chemistry 1999.
186

 In this work, we were interested in monitoring electron and 

energy transfer processes occurring from electronically excited states on the time scale 

of few picoseconds to hundreds of picoseconds. Thus, we also used a pump‒probe 

technique, namely transient absorption which enables recording of the change in the 

sample’s absorbance induced by light as function of time. 
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4.2.2 TRANSIENT ABSORPTION 

 

Figure 4.3 shows the experimental set up of pump‒probe transient absorption used in 

this work. This technique is based on the use of two laser pulses, namely the pump and 

probe pulses. The pump pulse photo‒excites the sample, i.e. initiates excited‒state 

reactions. The probe pulse is used, as its name implies, to probe the changes that the 

reacting molecules undergo following photo‒excitation, and hence is delayed in time 

relative to the pump pulse. In order to achieve high time‒resolution (< 10
-12

 s
-1

), both 

pump and probe pulses are generated from the same ultrashort laser pulse (FWHM ~ 

100 fs). Such ultrashort laser pulse is originally provided by a femtosecond titatinium 

sapphire laser, also called seed laser. Femtosecond titanium sapphire laser produces 

femtosecond laser pulses centered at 800 nm at a repetition rate of 80 MHz with ~ 10 nJ 

pulse energy. However, such pulse energy is generally not enough to achieve 

sufficiently high concentration of molecules in the electronically excited states that 

changes in absorption will be detectable. Thus, the femtosecond pulses are often further 

amplified. Typically, this is realized by chirped pulse amplification (CPA) in a 

regenerative amplifier. In short, after entering the amplifier, the femtosecond pulses are 

first stretched in time (typically up to 100 ps) to reduce their peak power in order to 

avoid damages of the gain medium during amplification. The stretched pulses can then 

be amplified and enter the gain medium (a Ti:sapphire crystal) that is continuously fed 

by an additional pump laser. After amplification, the high‒intensity stretched pulses are 

compressed back to their original pulse width. This produces a final fundamental laser 

pulse train with duration of ca. 100 fs with ca. 1 mJ pulse energy at a repetition rate of 1 

kHz, which subsequently splits into pump and probe using a beam splitter. For more 

details on the generation of ultra‒short laser pulses and their amplification, please see 

e.g. “Laser Fundamentals” by William T. Silfvast.
187

  

Taking now a journey in Figure 4.3 on the different optical paths followed by the pump 

and probe beam. On the pump beam path, one encounters an optical parametric 

amplifier (OPA). This system, based on non‒linear optical processes induced by 

high‒intensity laser pulses, enables tuning of the excitation wavelength of the pump 

beam (i.e. 800 nm) to a wavelength where the studied sample absorbs, typically in the 

visible region. This gives access to a wider range of photo‒induced reactions that can be 

studied. Thereafter, a chopper is used to block every second pulse of the pump beam. 

The pump pulses are then time‒delayed relative to the probe pulses by increasing their 

path length using a computer‒controlled optical delay line (range 0‒1.6 ns or 0‒10 ns). 

Optical delaying enables here to time‒delay the pump and probe pulses with high 

accuracy, and hence record changes in absorption in steps as small as 100 fs. Note that 

light travels 0.03 mm in 100 fs. Finally, the pump beam is focused on the sample 

contained in a 1 mm thick cuvette. Following now the probe beam path, white light is 

generated by focusing the monochromatic 800 nm probe beam on a 3 mm moving CaF2 

plate. This produces a white light continuum in the region 400‒800 nm. Subsequently 

the probe beam is divided into a reference and probe beam before reaching the sample. 
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At the sample, the probe beam is superimposed spatially with the pump beam while the 

reference beam simply passes through the sample unaffected by the pump beam. Both 

probe and reference beams are then directed to two optical fibers (OF) linked to a CCD 

camera, which records their intensities as a function of wavelength for each 

pump‒probe time delay. Finally, to avoid any polarization effects on the measured 

transient absorption that may arise from the use of linearly polarized pump and probe 

laser pulses, the polarization of the pump pulse is set to 54.7º (magic angle) with respect 

to the polarization of the probe pulse using a polarizer and a Berek polarization 

compensator placed before the sample (not represented in Figure 4.3). Also not 

represented in Figure 4.3 is the possibility to combine femtosecond pumping with 

picosecond probing using a pulsed laser diode (FWHM ~ 100 ps) as probe light. The 

time delay between the femtosecond pump pulse and the picosecond probe pulse is then 

controlled electronically and this is the probe pulse from the laser diode that is 

electronically delayed relative to the pump pulse. As we will see in chapter 5, this 

set‒up allows for probing long‒lived species (> 10 ns).  

 

 
Figure 4.3 Schematic block diagram of the femtosecond transient absorption set up used in 

this work. The different components and their respective purpose are explained in the text. 

 

From the recorded intensities in presence and absence of pump beam, the differential 

absorption ∆A  between the excited AES  and ground‒state AGS  absorptions can be 

determined using the Beer‒Lambert law as in equation 4.6. 



52 
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The intensities I  and I0  are the intensities of the probe and reference beams, 

respectively. The labels “p on” and “p off” designate intensities measured in presence 

and absence of pump beam, respectively. For a perfectly stable laser, in equation 4.6, 

measuring the intensities of the reference beams, i.e. I0
p on

 and I0
p off

 is not required as 

they cancel out. In reality, they must be used for correction of intensity fluctuations of 

the laser. Finally, compilation of the transient absorption spectra recorded at different 

pump‒probe time delays may be viewed as a movie of the “life time” of electronically 

excited states. 

 

Interpretation of the observed ∆A 

 

As ∆A is a differential absorption, both negative and positive peaks can be observed in 

a transient absorption spectrum. According to equation 4.6, a simple and preliminary 

interpretation of positive and negative ∆A is the following: positive peaks are observed 

in regions where excited‒state absorption dominates over ground‒state absorption, 

while negative ∆A peaks arise from dominant ground‒state absorption. This is the 

simplest case and the picture may be a bit more complex since other phenomena may 

also give rise to the observed ∆A. For example, another phenomenon that contributes 

negatively to the observed ∆A is stimulated emission. Molecules in the excited state 

relax to the ground state by emission of a photon, similarly as for spontaneous emission, 

but with the difference that stimulated emission is triggered by the probe beam. Positive 

contribution to ∆A may also be due to absorption of radical species formed from the 

excited state. This means that if absorption of these radical species does not overlap 

with the ones of the excited state or ground state, their formation can be clearly 

demonstrated by transient absorption and their kinetics monitored. In this regard, 

transient absorption is a key experiment in photoinduced electron transfer studies 

providing direct evidence of formed radical species, such as charge‒separated states 

D
• 
‒A

•-
 in D‒A systems. Hence, it enables to relate lower fluorescence intensities of 

donor‒acceptor systems in steady‒state emission to quenching by electron transfer.   

Since negative and positive ∆A can originate from different phenomena, it can be 

difficult to interpret a transient absorption spectrum without any prior knowledge of the 

studied system. In parallel to transient absorption, spectro‒electrochemical 

measurements are often performed in order to identify the wavelength range in which 

the radical species are expected to absorb and how strong their molar absorption is. 
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Quantum mechanical calculations may also be performed to simulate the absorption 

spectra of the excited state and radical species. 

 

Transient absorption contains more than only qualitative information. From the 

accumulated transient absorption spectra, transient absorption time profiles at a chosen 

wavelength (i.e. ∆Aλ as a function of time) can be extracted. The transient absorption 

time profiles describe how fast a species forms or vanishes, provided that at the chosen 

wavelength only this species contributes to the transient signal. 

 

4.2.3 TIME‒RESOLVED EMISSION 

 

Time‒resolved emission spectroscopy is another technique that is based on pulsed laser 

sources of excitation, fast detection and electronics. This technique enables 

measurement of fluorescence lifetimes. As in most lifetime measurement techniques, 

the lifetime is determined by monitoring the number of excited states present over time. 

In time‒resolved emission spectroscopy, it is the emission intensity or number of 

emitted photons from the excited state which is recorded as function of time. Indeed the 

number of emitted photons from a sample at any time is directly proportional to the 

number of excited states present. As discussed in chapter 3, the number of excited states 

is expected to follow first‒order decay kinetics, and so is its emission intensity,  

dI(t)

dt
   ‒ kj

j

I t  4.7 

 

where  kjj  is the sum over all the rate constants that depopulate the excited state. This 

equation solve to a mono‒exponential expression for one emitting state: 

I t    I0 exp( ‒t τ ). Thus, the fluorescence decay of a sample (I t  vs. t) is often plotted 

on a semi‒logarithmic scale and describes a straight line with a slope of –τ . 

Representation of fluorescence decays on a semi‒logarithmic scale enables also to 

identify the presence of several emitting states in a sample. In that case, the fluorescence 

decay does not describe a straight line anymore and instead, a multi-exponential 

expression reproduces the fluorescence decay, 

I t    I0  iexp ‒t τi  

n

i

 4.8 

 

Here, I0 is the intensity at time zero,  i the amplitude contribution of the excited state i, 

τi its corresponding lifetime and n the number of distinct excited states. 

 

Single photon counting is one of most used methods to record fluorescence decays. In 

this work, two techniques based on single photon counting have been used to measure 

fluorescence lifetimes: Time Correlated Single Photon Counting (TCSPC) and a streak 

camera system. Both techniques used the same source of excitation and differ only in 

the system of photon detection and the mode of data collection. These differences and 
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their implications in term of time and wavelength resolutions are explained in the 

paragraphs below. In this work, the fluorescence lifetimes of the studied systems range 

from tens of picoseconds to few nanoseconds. As in pump‒probe transient absorption, 

this put some requirements on the excitation source and electronics. The pulses of laser 

light used to excite the sample should be shorter or of similar time duration as the 

lifetime to be resolved. This requires the use of ultrafast lasers. Here, a picosecond 

titanium:sapphire laser was used as excitation source that generates short light pulses of 

1‒2 ps full‒width at half maximum (FWHM) at a repetition rate of 82 MHz. Its output 

wavelength was tunable between 720 nm to 1000 nm. Both the repetition rate and the 

excitation wavelength could be further modified. By letting the laser pulse through a 

pulse picker, the repetition rate could be reduced. The desired excitation wavelength 

could be obtained by subsequent frequency doubling or tripling of the initial wavelength 

in a generator of wavelength harmonics (GWH). Detection of the emitted photons was 

done using a photomultiplier tube in TCSPC, while in the streak camera set‒up, a 

spectrometer and a CCD camera were combined to detect photons. In both experimental 

set‒ups, as in steady‒state emission, photon collection is in a direction perpendicular to 

light excitation. As for transient absorption, to avoid any polarization effects on the 

decay, a polarizer set at 54.7º (magic angle) relative to the polarization plane of the 

excitation light is placed in between the sample and the detector. By polarization 

effects, one refers to the production of polarized emission which arises from preferential 

excitation of the molecules having their absorption transition dipole moments in line 

with the polarization direction of the excitation laser pulse. Such effects are used in 

fluorescence anisotropy to study rotation and energy migration studies in molecules 

(vide infra). 

 

Time correlated single photon counting 

 

Figure 4.4 shows a schematic of the TCSPC set up used in this work. Here, the time 

resolution is obtained electronically by recording the time difference, ∆t, between the 

excitation pulse and the detection of a single photon by the photomultiplier tube (PMT). 

This is done by having the excitation pulse that both excites the sample and triggers a 

Time to Amplitude Converter (TAC) through a photodiode. The triggering of the TAC 

constitutes the START signal for time counting. The TAC voltage increases then 

linearly with time. When the first photon emitted by the sample hits the PMT, the 

voltage ramping of the TAC stops and the PMT becomes in some way “blind” until the 

STA T signal of another cycle of excitation‒emission. The acquired voltage is then 

converted into a time difference ∆t by an Analog to Digital Converter (ADC). This ∆t is 

then stored in one of the time channels of a Multi Channel Analyzer (MCA). Such cycle 

of excitation‒emission is repeated many times and every measured ∆t is stored in the 

corresponding channels of the MCA (Figure 4.5). From the information stored in the 

MCA, a histogram can be build that represents how many times a single photon has 

been detected at a given ∆t. This histogram reproduces the fluorescence intensity decay 

of the sample. However this measured fluorescence decay is a convolution of the real 

fluorescence intensity decay of the sample and the Instrument Response Function (IRF) 
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which represents how the excitation pulse appears to the detector. The shape of the IRF 

depends on the type of detector and the width of the excitation pulse. For example, the 

NIR detector (R3809U‒50, Hamamatsu) used in TCSPC measurements of Paper II 

produces an IRF width of ca. 110 ps for laser excitation pulses in the wavelength range 

730 ‒ 840 nm. Thus, two sets of data are generally measured in a TCSPC measurement: 

one is the fluorescence decay of the sample and the other one is the IRF which is 

measured at the excitation wavelength by directing the laser pulse to the detector using a 

scattering solution. In that way, the real decay of the sample can be obtained by 

deconvolution of the measured data with the IRF.  

 

 
Figure 4.4 Schematic block diagram of the experimental set up for time correlated single 

photon counting consisting of a Pulse Picker (PP), a Trigger (Tr), a Time‒to‒Amplitude 

Converter (TAC), a Multi‒Channel Analyzer (MCA), a Monochromator (MC) and a 

Photomultiplier Tube (PMT). 

 

 
Figure 4.5 Schematic representations showing (left) how the photons are randomly detected 

after a certain time delay and (right) how the detected photons are stored in the MCA to 

obtain a histogram representation of the intensity decay. 

 

Typically, for good statistical quality, excitation‒emission cycles are repeated until 

10 000 photons are counted in the top channel. Another important criterion of this 

technique is that only one photon is detected per excitation pulse. This requires 

adjusting the measurement conditions (e.g. intensity of the excitation pulse, emission 

bandwidth of the monochromator). Indeed at high emission intensity, two photons 
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originating from the same excitation event may eventually hit the PMT. This will not be 

a problem if the electronics were fast enough to correlate all photons in time. However, 

this is not the case. They need to reset after each photon detected which take time. If 

two photons reach the detector, only the earliest photon will be counted. This is the 

so‒called “pile‒up” effect where early photons are preferentially detected. In 

consequence, the measured fluorescence decay is biased toward early time. To avoid 

this, the emission intensity at the PMT is reduced so that a photon is counted for no 

more than about 1 % of the excitation‒emission cycles. 

 

Streak camera system 

 

This technique differs from TCSPC by the system of photon detection and presents two 

strong advantages. The streak camera system combines a spectrometer and a CCD 

camera. The first advantage of such system is the higher time resolution down to few ps 

that can be achieved. The second advantage is that in contrast to TCSPC, measurement 

of the complete emission spectrum as a function of time is possible within a single 

experiment. This produces 2D‒images of the fluorescence emission with time along the 

vertical axis, the wavelength along the horizontal axis and the intensity along the z‒axis. 

In short, this is done by first dispersing the emitted photons by wavelength using a 

spectrometer in a line on a photocathode. Thereafter, in the streak tube, the produced 

photoelectrons are deflected at different angles in the vertical direction depending on 

their arrival time before hitting a phosphor screen and readout is made by the CCD 

camera.
188

 

 

4.3 FLUORESCENCE ANISOTROPY SPECTROSCOPY 

 
Much more information can be obtained from the emission of a sample than its simple 

lifetime. In time‒resolved fluorescence spectroscopy, effects of polarization due to the 

polarized laser excitation source are voluntarily avoided using polarizers at magic angle. 

In fluorescence anisotropy, polarization of the excitation source is put “at work”. By 

illuminating the sample with polarized light, molecules which have their absorption 

transition dipole moments oriented in the same direction as the excitation source are 

preferentially excited (see in chapter 3, the second criteria for light absorption). 

Emission may then also occur in a preferential direction, i.e. may be polarized. 

However, this directional information is only conserved if the molecules are not free to 

rotate or if their rotation is much slower than their lifetime. Indeed any rotation of a 

molecule during its lifetime will randomize the direction of its emission. 

This brings us to the definition of fundamental fluorescence anisotropy, denoted r0, in 

absence of any depolarization processes 

r0   
2

5
 
3cos2β ‒ 1

2
  4.9 
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where β is the angle between the absorption and emission transition dipole moments. 

From equation 4.9, the maximum anisotropy value is 0.4 that corresponds to collinear 

absorption and emission transition dipole moments (β = 0º). As mentioned earlier for 

random distributions of linear molecules in solution, a polarized excitation source 

excites preferentially molecules oriented in the direction of polarization resulting in a 

polarization of the emission. However, if emission collection is done at 54.7º (i.e. magic 

angle) relative to the polarization of excitation, equation 4.9 applies at a macroscopic 

scale gives r0 = 0, hence the choice for the magic angle conditions to eliminate 

polarization effects in time‒resolved emission and transient absorption measurements 

(vide supra). For any fluorophore, lower anisotropy values observed than the one 

predicted by equation 4.9 will suggest a depolarization of its emission. As mentioned 

previously, one common cause of depolarization is rotational diffusion of the molecules 

during their excited‒state lifetime. In this regard, fluorescence anisotropy spectroscopy 

has been used to get structural information such as binding of ligands. Indeed any 

changes in the size and/or shape and/or surrounding environment of a molecule will 

affect its rotation, and hence the depolarization of its emission and its fluorescence 

anisotropy. However other processes may also induce a depolarization of the emission. 

Depolarization can result from excitation energy migration if accompanied by a change 

in the direction of the emission transition dipole moments. In this work, it is this 

application of fluorescence anisotropy that has been of interest.  

 

In practice, both steady‒state and time‒resolved fluorescence anisotropy may be 

measured using the respective experimental set‒ups described above. Additional 

polarizers are used to control polarization of the excitation and emission light. In 

steady‒state, excitation anisotropy spectra, i.e. plots of the anisotropy as a function of 

the excitation wavelength, are usually measured since anisotropy is often independent of 

the emission wavelength (Kasha’s rule).
157

 Excitation anisotropy spectra are calculated 

from the excitation spectra recorded at both vertical (V) and horizontal (H) polarization, 

using both vertically and horizontally polarized light excitation, 

r(λ)   
I  (λ) ‒ GI H(λ)

I  (λ)   2GI H(λ)
 4.10 

 

G is a correction factor that is dependent on the instrument. It corrects for the difference 

in sensitivity of the detection system to vertical and horizontal polarized light, 

G   
IH 

IHH
 4.11 

 

Steady‒state anisotropy measurements reveal the average anisotropy value, i.e. the 

average angular displacement between the absorption and emission transition dipole 

moments. Comparing the measured steady‒state anisotropy value to the predicted value 

(equation 4.9) gives some hints on the presence/absence of depolarization processes, 

although quite limited information on their nature. In this regard, time‒resolved 

fluorescence anisotropy provides further information. Using a similar equation to 
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equation 4.10, the fluorescence anisotropy decay, r(t) , can be determined from the 

fluorescence intensity decays I  (t)and I H(t)  measured with the emission polarizer 

parallel or perpendicular to the vertically polarized excitation pulse, respectively. The 

correction factor G is then given by  IH (t) IHH(t)   where IH (t)  and IHH(t)  are the 

fluorescence intensity decays with the emission polarizer parallel or perpendicular to the 

horizontally polarized excitation pulse, respectively. Following pulsed excitation, the 

fluorescence anisotropy decay is often reproduced by a sum of exponentials 

r t     r0,jexp(

j

‒t  j ) 4.12 

 

where r0,j is the fractional amplitude anisotropy at time zero and  j are the rotational 

correlation times. Note that if  r0,jj  does not sum up to the r0value (equation 4.9); all 

processes that contribute to emission depolarization have not been time‒resolved. 

Depolarization by excitation energy migration in addition to the natural rotational 

motion of the fluorophore will also lead to a multi‒exponential fluorescence anisotropy 

decay. These effects can be distinguished by adjusting the experimental conditions in 

order to prevent occurrence of one of them. Typically this is rotational motion of the 

fluorophores which is inhibited using high‒viscosity solvents (e.g. glycerol) or solvents 

that form glass at low temperature (e.g. 2‒MTHF (Tglass~90 K)
189

). Under these 

conditions, the fluorophores are stationary, and hence only excitation energy migration 

may contribute to the anisotropy decay. 

 

4.4 DATA ANALYSIS 

 
In order to get meaningful information (rate constants, lifetimes) from transient 

absorption spectra (∆A(t, λ)) and time‒resolved fluorescence decays (I(t, λ)), one needs 

to have a model that interconnects real components (e.g. population of excited states, 

ground‒state, charge‒separated states,…) via a kinetic scheme so that it is possible to 

relate the variation of their concentration with time to the measured time‒dependent 

values, ∆A(t, λ) or I(t, λ). Simulated data generated according to this model can then be 

compared to the raw data. If sufficient agreement between the two sets of data is found, 

reaction rate constants (e.g. ET or EET rates) and lifetimes may be extracted. In this 

work, data fitting has been done with Matlab for transient absorption and 2D 

time‒resolved fluorescence data.  

As mentioned earlier, all reactions investigated in this work are intramolecular, and 

hence are assumed to be first‒order. This means that in general, the overall 

concentration C (i.e. of all contributing states) at any time t is given by solving the 

master equation, 

dC

dt
   KC 4.13 
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where K is a matrix containing the relevant combination of rate constants (according to 

the kinetic model used) and C is a concentration matrix containing the concentration of 

each individual state. The K matrix off‒diagonal elements are the rate constants that 

populate each individual state while the diagonal elements are the rate constants by 

which it is depopulated.  

 

4.4.1 INDIVIDUAL FITTING 

 

When fitting fluorescence decays or transient absorption time profiles at wavelengths 

where the signal arises from a single electronic state i, the data are generally fitted 

individually (i.e. independently). Indeed equation 4.13 simplifies then to a one 

dimensional equation. The solution of such equation is a mono‒exponential function, 

ci t    ci(0) exp(‒ t τi ) 4.14 

 

where ci(0) is the population of the state i at time zero and τ  is equal to the inverse of 

the sum of the rate constants of all depopulating paths (vide infra).  

 

Equation 4.14 is general. To fit transient absorption time profiles, this equation needs to 

be slightly modified. Likewise measured fluorescence intensity decays which are a 

convolution of the fluorescence intensity decay of the sample and the instrument 

response function (IRF), measured transient absorption time profiles contain both the 

real transient absorption time profile and a “certain” temporal response function. This 

temporal response function arises from the fact that both pump and probe pulses possess 

a temporal width. In the experimental data, this result in a rise in the absorption time 

profile of the excited state. This temporal response function is usually approximate by a 

Gaussian function F(t)  with a FWHM equal to 2 2 ln 2   in the fitting procedure 

(equation 4.15). 

F(t)   
1

  2π
exp 

(t‒t0)
2

2 2
  4.15 

 

This leads to the expression for the simulated transient absorption time profiles 

 Aλ,fit(t), 

∆Aλ,fit t    
1

2
  iexp 

 2

2τi
2
 exp 

‒ t‒t0 

τi
 erfc  

 

τi
 
 t‒t0 

 
 

1

 2
  4.16 

 

where erfc designates the complementary error function. 

 

4.4.2 GLOBAL DECAY FITTING 

 

Some molecular systems can display more complex fluorescence intensity decays or 

transient absorption time profiles or spectra. For example, 2D time‒resolved 
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fluorescence may reveal multi‒exponential fluorescence decays that vary across the 

emission spectrum of a sample. This often results from the presence of more than one 

emitting states along with several processes correlating their respective populations. In 

this case, individual fitting is not an option and a global decay fitting may be more 

appropriate. By global decay fitting, several individual fluorescence decays at different 

emission wavelengths are fitted simultaneously with the same parameters. Moreover in 

such data sets, it is often difficult to estimate the relevant number of states that 

contribute to the signal. 

 

One way to identify the minimum number of emitting states that is needed to describe 

the entire set of data, is by singular value decomposition (SVD) of the data set. SVD is a 

general mathematical tool that enables factorization of a rectangular matrix in matrices 

of orthogonal components. This method is applicable to any two dimensional data sets, 

e.g 2D transient absorption data. In this work, this method is applied to 2D 

time‒resolved fluorescence data (Paper II), and hence is described in this context. By 

SVD, if A is a rectangular n x m matrix containing the fluorescence data where n refers 

to the wavelengths points and m the time points, this matrix may be decomposed as, 

A       S    T 4.17 

 

U is a n x n matrix consisting of the orthogonal emission spectra, V is a m x m matrix 

consisting of the orthogonal fluorescence decay and S is a diagonal n x m matrix 

containing the positive singular values arranged in descending order. The singular 

values reflect how much each respective orthogonal component (spectral or temporal) 

contributes to the signal. While a 2D time‒resolved fluorescence image contains few 

hundred spectra and time profiles, only few components are needed to describe them. 

To identify the minimum number of components   required to describe the data set (i.e. 

number of emitting states), one may inspect the singular values or the orthogonal 

components. For example, some of the spectral orthogonal components will lead to 

actual spectra; however, most of them will just be noise. The minimum number of 

components   is then given by the number of orthogonal components that lead to actual 

spectra. Only these components can therefore be retained in the analysis resulting in a 

data matrix A expressed as, 

A    red    red 4.18 

 

where Ured and Vred are the reduced n x l and l x m matrices, that only contain the l 

relevant orthogonal emission spectra and corresponding fluorescence decay, 

respectively. The next step is then to construct a suitable kinetic scheme through which 

populations of these l emitting states are related. Note that in other cases, populations 

may be thermodynamically related and instead a thermodynamic scheme is constructed 

(e.g. see the SVD analysis performed on absorbance data to determine enthalpy and 

entropy changes associated to the formation of porphyrin aggregates in Paper III). Here, 

according to the kinetic scheme, it should then be possible to relate their respective 
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variation of population with time to the measured variation of the emission spectra with 

time by optimizing of the reaction rate constants. Ured and Vred should be related through 

matrix rotation to the true spectral and time‒dependent concentration matrices, T and C, 

 red   T    
-1 and  red       C  4.19 

 

where R is a square l x l rotation matrix. In short, the procedure starts by determining 

the the C matrix by solving equation 4.13 using an initial guess of the K matrix which 

contains the relevant combination of rate constants (not known a priori) determined 

according to the kinetic scheme. From the obtained C matrix, the R matrix can be 

determined according to      red   C
-1

 and subsequently, T can be obtained: 

T    red    . Repeating this procedure many times enables then to find the 

time‒dependent concentration matrix C through non‒linear optimization of the rate 

constants searching for the minimum of the norm,  A‒TC . Finally from the optimized 

rate constants, the lifetime of each emitting state can be determined as well as their 

individual emission spectra and their respective fluorescence decays. 
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5 PHOTOINDUCED ELECTRON TRANSFER 

IN PORPHYRIN OLIGOMER‒BASED 

DONOR‒ACCEPTOR SYSTEMS 
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he central theme of this chapter is photoinduced electron transfer reactions in 

donor‒acceptor systems, in which butadiyne‒linked zinc porphyrin oligomers Pn 

(n = 1‒4, 6) act as a photo‒active primary donor. After introducing the 

butadiyne‒linked zinc porphyrin oligomers, this chapter describes the original work in 

Papers I‒III. In general, this work aims at creating valuable knowledge to design 

molecular systems with pre‒determined electron transfer properties, i.e. wire‒like, 

controllable charge transport in solution and self‒assembled systems. In Paper I, ET 

processes in triads, Fc‒Pn‒C60, are discussed while Paper II concers ET reactions in 

simpler dyad systems, Pn‒C60. In both studies, the electron transfer reactions are 

initiated by photo‒excitation of the porphyrin oligomers, forming the porphyrin excited 

states Fc‒
1
Pn

*
‒C60 and 

1
Pn

*
‒C60, respectively. Although both papers involve 

photoinduced electron transfer, different aspects of the ET process have been 

investigated.  

 

In Paper I, the triads Fc‒Pn‒C60 are referred to as molecular wires and it is the ability 

to transport charge over long distances (nanometers) that is of interest (vide supra). In 

the last decades, much research efforts have been devoted to relate the appearance of a 

wire‒like behavior (i.e. weakly distance dependent charge transport) to the mechanistic 

nature of the charge transport (i.e. tunneling or hopping). As in the natural 

photosynthesis (Figure 2.1), it was thought that in synthetic D‒B‒A systems, charge 

transport in the incoherent hopping regime will promote wire‒like behavior. However, 

is this always the case and is this a necessary condition for wire‒like charge transport? 

In particular, a recent paper by the group of Wasielewski has recently revived the 

discussion on the mechanistic requirements for wire‒like charge transport in D‒B‒A 

systems. In their D‒B‒A systems, charge transport occurs in the incoherent hopping 

regime but is surprisingly characterized by a fairly large β‒value (β = 0.34 Å
-1

).
87

 From 

this study, one may also ask: is it possible “or even relevant” to establish general 

mechanistic rules for wire‒like charge transport in D‒B‒A systems? Here, in Paper I, 

we investigate the charge recombination mechanism in the series of long‒range 

charge‒separated states Fc
•+
‒Pn‒C60

•- 
(n = 1‒4). A previous study by Winters et al.

93
 

revealed similar recombination rates for the dimer and the tetramer with an apparent 

β‒value of 0.003 Å
-1

 at room temperature. However, the distance‒dependence 

information at room temperature was not sufficient to conclude on the nature of the 

charge recombination mechanism behind such low β‒value. As a follow‒up study, 

Paper I investigates the influence of temperature on the recombination process in the 

more complete series Fc
•+
‒Pn‒C60

•- 
with n = 1‒4, 6.  

 

In view of applications in practical devices, Paper II investigates potential “knobs” that 

optimize electron transfer rates and can be used to regulate the electron transfer in the 

simpler donor‒acceptor dyads Pn‒C60 (n = 4, 6). In particular, we are interested in 

whether the inherent conformational flexibility of the porphyrin chain can be used to 

control the charge separation rate in Pn‒C60 (n = 4, 6). In practice, we demonstrate that 

the conformational states of the porphyrin chain can be controlled either optically by 

varying the excitation wavelength or chemically by reversible ligand coordination. In 

T 
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that regard, Paper III can be put in relation to Paper II, although it does not investigate 

ET reaction. Both papers II & III propose means to control the conformational 

distribution of the porphyrin chain. Paper III investigates the influence that the 

temperature has on the conformational distribution of the porphyrin chain, Pn. 

 

5.1 THE SYSTEM STUDIED: BUTADIYNE‒LINKED PORPHYRIN 

OLIGOMERS 

 
The porphyrin oligomers used in this work as building block for model systems to 

investigate photoinduced electron and energy transfer processes are meso‒meso 

butadiyne‒linked porphyrin oligomers, Pn (Figure 5.1). Their sizes range from the 

monomer, P1, to the octamer, P8.  

 

 
Figure 5.1 Molecular structure of the reference systems Pn, the dyads Pn‒C60 and the triads 

Fc‒Pn‒C60 studied in this work. The aryl substituents are 3,5‒bis(octyloxy)phenyl groups 

which are used to enhance solubility of the oligomers in organic solvents. 

 

The conjugated porphyrin oligomers, Pn (n ≥ 2), possess a rod‒like structure but are not 

free of conformational heterogeneity. At room temperature, owing to the use of alkyne 

linkers, the energy barrier for rotation of individual porphyrins is very small (ca 0.03 eV 

for P2).
190

 Consequently, in the longer oligomers (n ≥ 2), there exists a wide distribution 

of rotational conformers in the ground state. However, in the excited state, the planar 

conformers are more stabilized. For example, the perpendicular conformer in P2 lies at 

ca. 0.17 eV higher energy than the planar conformer.
190

 Influence of this conformational 

heterogeneity on the photophysical properties of these oligomers has been previously 

investigated for P2, both experimentally and via quantum mechanical calculations.
190

 It 

was shown that two spectroscopic species, namely, a planar and a twisted conformer, 

with distinct electronic transition energies contributed to the absorption spectrum of P2. 

In addition, in the excited state, twisted conformers were found to relax almost 

quantitatively to the more stable planar conformer before emission. Such 
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conformational effects were used to control photoinduced electron transfer processes in 

the donor‒acceptor fullerene‒appended porphyrin dimer, P2‒C60 (Figure 5.1).
95

 Here, in 

Paper II, we further investigate the conformational aspects of the electron transfer 

between the porphyrin oligomer and the fullerene in the long Pn‒C60 systems, i.e. the 

tetramer, P4‒C60 and the hexamer, P6‒C60. The Pn systems can also be used as 

molecular bridge between a donor/acceptor couple by appending a ferrocene group (Fc) 

as electron donor and a fullerene (C60) as electron acceptor to the porphyrin oligomer. 

This results in a series of D‒B‒A systems, Fc‒Pn‒C60 (n = 1‒4, 6) with donor‒acceptor 

separation between 24 Å and 92 Å.  

 

5.2 IDENTIFYING THE CHARGE TRANSPORT MECHANISM 

BEHIND THE “WIRE‒LIKE” PROPERTIES OF 

PORPHYRIN‒BRIDGED TRIADS  

 
Determining whether charge tunnels or moves in a step‒wise fashion in D‒B‒A 

systems is often quite a challenge.
87, 94

 Despite their intrinsic experimental difficulties, 

temperature‒dependent studies of electron transfer reactions have often been carried out 

to gain additional insights in the dominant charge transport.
94, 191-195

 In Fc‒Pn‒C60 

systems, photo‒excitation of the porphyrin bridge triggers a sequence of electron 

transfer steps producing a final, long‒range charge‒separated state, Fc
•+

‒Pn‒C60
•-
 

(Figure 5.2). It is this long‒range charge‒separated state that is of interest and the 

mechanistic details behind the weakly‒distance dependent recombination. As illustrated 

in Figure 5.2, its formation is limited by several processes that compete with the initial 

charge separation (CS1) and the charge shift reaction (CSh). Hence, a first query was to 

ensure that Fc
•+

‒Pn‒C60
•-
 is formed for all lengths of the porphyrin oligomer bridge (n = 

1‒4, 6). Temperature‒dependent fluorescence and femtosecond transient absorption 

were used to follow both charge separation ( Fc‒ Pn
 
‒   

kCS1
   Fc‒Pn

 +
‒   

 -
) and 

recombination (Fc
 +

‒Pn‒   
 - kC 2
   Fc‒Pn‒   ) processes as a function of temperature. 

For the formation of the initial charge‒separated state, Fc‒Pn
•+

‒C60
•- 

, a charge 

separation scheme similar to the one previously reported in the dyads Pn‒C60 (n = 1‒4, 

6) was observed.
195

 As in the natural photosynthesis, excitation energy may initially 

localize to some part of the porphyrin bridge far from the electron acceptor and needs to 

subsequently funnel close to C60 for charge separation to occur. This implies two 

possible scenarios for charge separation. If porphyrin units close to the C60 are initially 

excited, direct and fast charge separation takes place. Instead, if porphyrins far from the 

C60 are excited, migration of the excitation energy along the porphyrin bridge close to 

C60 is a prerequisite for charge separation. Formation of the long‒range 

charge‒separated state Fc
•+

‒Pn‒C60
•-
 was spectroscopically confirmed by following the 

porphyrin ground‒state recovery and the fullerene radical anion transient signals in the 

regions at 600‒800 nm and 1018 nm, respectively. Fc
•+

‒Pn‒C60
•-
 only forms in 

detectable amounts for systems up to the tetramer (n = 1‒4) at temperatures above 200 

K. Combining femtosecond excitation with picoseconds probing enabled to follow its 
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recombination by transient absorption. In the long triads (n = 2‒4), unusual change in 

recombination mechanism was observed in the temperature interval 200‒300 K. At high 

temperatures (≥ 280 K), Fc
•+

‒Pn‒C60
•- 

(n = 1‒4) recombines to the ground state via 

coherent electron tunneling. However, at lower temperatures (< 280 K), the relatively 

long lifetimes of Fc
•+

‒Pn‒C60
•-
 (n = 2‒4) push surprisingly charge transport into the 

incoherent hopping regime with the oxidized bridge state Fc‒Pn
•+

‒C60
•-
 transiently 

reformed during recombination. 

 

 
Figure 5.2 Schematic decay scheme of Fc‒1Pn

*‒C60. The formation of Fc‒Pn
• ‒C60

•- (CS1) 

is limited by the quenching of Fc‒1Pn
*‒C60 by the ferrocene group via energy transfer (Q). 

Likewise, the formation of Fc• ‒Pn‒C60
•- (CSh) is further reduced by recombination of 

Fc‒Pn
• ‒C60

•- to the porphyrin‒localized triplet excited state Fc‒3Pn
*‒C60 (CR1). 

Recombination of Fc• ‒Pn‒C60
•- (CR2) may take three different pathways represented in 

dashed arrows: (1) direct recombination to the ground‒state via coherent electron tunneling, 

(2) recombination to the porphyrin‒localized triplet excited state Fc‒3Pn
*‒C60, or (3) 

stepwise recombination with first reformation of the oxidized bridge state Fc‒Pn
• ‒C60

•- by 

hole hopping followed then by rapid recombination. Note that the relative positions of the 

different states are not representing the real relative energies levels and are only indicative.  

 

5.2.1 DIRECT VERSUS STEPWISE CHARGE SEPARATION IN Fc‒Pn‒C60 

 

Figure 5.3 compares the ground‒state absorption spectra of Fc‒Pn‒C60, Pn‒C60 and Pn 

for n = 1‒4, 6 at room temperature. In general, the visible parts of these spectra are 

nearly superimposed, despite the additions of the acceptor C60 in Pn‒C60 and the 

secondary donor Fc in Fc‒Pn‒C60. This indicates that neither the ferrocene group or the 

fullerene perturb the electronic ground state of the porphyrin‒based bridge.
93, 195

 All 

compounds show the characteristic absorption bands of porphyrins: an intense Soret 

band (S0→S2) centered at 450 nm for Fc‒P1‒C60, at 466 nm for Fc‒Pn‒C60 (n ≥ 2) with 

a shoulder at 495 nm and a broad Q‒band (S0→S1) that extends from ~550 nm to 850 

nm. The increasingly broad Q‒band observed for long porphyrin systems (n ≥ 2) arises 

from a large distribution of rotational conformers contributing to ground‒state 

absorption. To enable comparison with the previous study on charge separation in 

Pn‒C60 by Kahnt et al.
195

, the same excitation wavelength in the Soret band was used to 
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initiate the charge separation reaction (CS1) in Fc‒Pn‒C60: 450 nm for Fc‒P1‒C60 and 

495 nm for Fc‒Pn‒C60 (n ≥ 2). Thus, in both studies, dyads and triads, virtually 

identical conformational distributions are initially excited, and in regard to the similar 

absorption spectra, formation of the initial charge separated state is expected to occur by 

a similar charge separation scheme in both dyads and triads. 

 

 
Figure 5.3 Ground‒state absorption spectra of Pn (black), Pn‒C60 (red) and Fc‒Pn‒C60 

(blue) (n = 1–4, 6) at room temperature in 2‒MTHF with 1% pyridine added. The spectra 

have been normalized and offset by (n–1) x 0.25 absorbance units. 

 

Steady‒state fluorescence measurements reveal significantly quenched emission of the 

porphyrin excited state in Fc‒Pn‒C60 compared to their corresponding Pn‒C60, Fc‒Pn 

and reference systems Pn over the temperature range 180–300 K (see Paper I Figure 4). 

Despite the competing quenching by energy transfer to the ferrocene group, the initial 

charge separation is sufficiently efficient that Fc‒Pn
•+

‒C60
•-
 is formed for the entire 

series. Nevertheless, significant differences in the quantum yield for formation of 

Fc‒Pn
•+

‒C60
•-
, are observed with the length of the porphyrin bridge and/or temperature. 

When going from Fc‒P1‒C60 to Fc‒P6‒C60, ΦCS1 drops from > 0.90 in Fc‒P1‒C60 to 

nearly 0.45 in Fc‒P6‒C60 at room temperature. At lower temperatures, ΦCS1 further 

decreases for the long systems (n ≥ 3). Clear evidence of the similar charge separation 

scheme in triads and dyads is provided by temperature‒dependent fluorescence decays. 

As mentioned earlier, charge separation may occur via two scenarios: either directly for 

excitation energy initially localized close to the C60 or in a step‒wise fashion with 

excitation energy migration close to the C60 followed by charge separation. Such charge 

separation scheme should translate to kinetically more than one rate constant for charge 

separation. Remarkably, this is confirmed by the measured fluorescence decays for the 

porphyrin excited states over the temperature range 300‒180 K, shown in Figure 5.4. 

Except for Fc‒P1‒C60, all fluorescence decays need to be fitted to bi-exponential 

expressions. The fitted lifetimes (see Table 5.1) are both shorter than the ones of the 

corresponding reference compounds Pn (P1: 1450 ps, P2:1210 ps, P3:1100 ps, P4:830 ps 

and P6: 650 ps) and the dyads Fc‒Pn (Fc‒P1: 7.1 ps and 109 ps, Fc‒P2: 18 ps and 67 ps, 
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Fc‒P4: 27 ps and 243 ps), confirming the efficient quenching of Fc‒
1
Pn

*
‒C60 by C60. 

Looking at the bridge length dependence, both lifetimes increase with the bridge length 

with the longer lifetime (τ2) overall contribution increasing with the oligomer length. 

Longer triads show strong temperature dependence of their lifetimes which increase 

with decreasing temperature. 

 

 
Figure 5.4 (Left) Fluorescence decays for the Fc‒Pn‒C60 compounds at 200 K: Fc‒P1‒C60 

(black), Fc‒P2‒C60 (red), Fc‒P3‒C60 (green), Fc‒P4‒C60 (blue) and Fc‒P6‒C60 (cyan). 

(Right) Fluorescence decays for Fc‒P3‒C60 at different temperatures. All measurements 

were done in 2‒MTHF with 1% of pyridine added. The excitation wavelength was 450 nm 

for Fc‒P1‒C60 and 495 nm for Fc‒Pn‒C60 (n ≥ 2). 

 

Table 5.1 Temperature dependence of the fitted fluorescence lifetimes for Fc‒1P1
*‒C60, 

Fc‒1P2
*‒C60, Fc‒1P3

*‒C60, Fc‒1P4
*‒C60 and Fc‒1P6

*‒C60 
a 

T / K Fc‒1P1
*‒ 60

b
 Fc‒1P2

*‒ 60 Fc‒1P3
*‒ 60 Fc‒1P4

*‒ 60 Fc‒1P6
*‒ 60 

 τ1/ps  τ1/ps τ2/ps τ1/ps τ2/ps τ1/ps τ2/ps τ1/ps τ2/ps 

300 2.6  8.4 55.3 11.4 58.6 28.4 149.7 N.R.c 250.4 

280 2.7  8.3 56.6 12.3 60.3 29.2 155.6 53.1 295.7 

260 2.7  8.5 57.9 14.0 61.8 31.8 161.0 76.7 301.9 

240 2.8  8.6 57.9 14.9 63.7 39.9 175.1 101.6 365.5 

220 3.0  9.0 57.9 14.5 64.2 44.1 192.9 119.8 426.9 

200 3.4  9.8 73.5 16.8 66.7 49.2 203.0 164.8 475.9 

180 3.6  10.0 79.4 19.8 73.9 84.4 242.2 222.2 537.1 

a 
The normalized pre‒exponential factor are provided in Paper I supporting information Table 

S2. 
b 
The lifetimes for Fc‒P1‒C60 were obtained from single exponential fits. Since the values 

were below the FWHM of the IRF, femtosecond transient absorption measurements were 

employed to control the reliability of the fitted values. 
c 
The notation N.R. refers to lifetimes / 

pre‒exponential that could not be resolved.  
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Figure 5.5 shows a schematic of the charge separation model in Fc‒Pn‒C60 that can 

explain the observed bi‒exponential and temperature‒dependent fluorescence behavior. 

This model differs from the charge separation model in Pn‒C60 only by the additional 

quenching pathway by the ferrocene group (kQ). Upon photo‒excitation of the 

porphyrin‒based bridge, one may distinguish two populations of excited states which 

differ by where on the bridge excitation energy is initially localized: either far from C60 

(i.e. close to the ferrocene) or close to the C60. The latter population is said to be active 

and can directly charge‒separate, given rise to the short lifetime τ1. However, for the 

population of porphyrins excited far from the C60, charge separation is delayed by 

excitation energy migration, hence the long lifetime τ2. Statistically it gets more and 

more probable to excite porphyrins moieties far from the C60 as the oligomer length 

increases. Thus, it is not surprising that τ2 makes larger contribution to the fluorescence 

decay in the longer oligomers (n ≥ 3). Moreover, τ2 shows more pronounced 

temperature dependence. Pump light of 495 nm primarily excites twisted conformations 

in the longer oligomers. This means that planarization of the oligomer also occurs in 

parallel to the charge‒separation reaction (vide supra). Winters et al.
190

 have previously 

shown that, for P2, the perpendicular conformer planarizes within ~100 ps in 2‒MTHF 

at room temperature. Here, excitation energy migration is on the order of 150 ps to 250 

ps for long triads (n ≥ 3) at room temperature, and hence likely to be assisted by 

planarization of the porphyrin chain. Both lower temperatures and increased solvent 

viscosity slow down this planarization, and consequently restrain excitation energy 

migration along the porphyrin chain. This explains the longer τ2 observed at low 

temperatures. Thus, in long Fc‒Pn‒C60, quenching of Fc‒
1
Pn

*
‒C60 by the ferrocene 

group and excitation‒energy migration significantly limit the outcome of the charge 

separation reaction (CS1) and explain the lower yield of formed Fc‒Pn
•+

‒C60
•-
 measured 

in steady‒state fluorescence.  

 

 
Figure 5.5 Schematic of the charge separation model for the formation of Fc‒Pn

• ‒C60
•-. 

The localized excitation energy is represented in red. k1 is the rate constant for excitation 

energy migration and f represents the fraction of excited Fc‒Pn‒C60 molecules which 

undergo direct charge separation (kCS1). kQ is the rate constant for the quenching by the 

ferrocene group. 

 



71 

 

5.2.2 COMBINING TRANSIENT ABSORPTION WITH TIME‒RESOLVED 

FLUORESCENCE TO INVESTIGATE FORMATION AND DECAY OF 

RADICAL SPECIES 

 

More direct observation of the formed Fc‒Pn
•+

‒C60
•-
 is the detection of the fullerene 

anion transient absorption signal in the NIR region. For all Fc‒Pn‒C60 (n = 1–4, 6), a 

positive transient at 1018 nm was measured over the entire temperature range 300‒180 

K. Transient absorption is also a key tool to detect formation and decay of the 

long‒range charge‒separated state, Fc
•+

‒Pn‒C60
•-
. Here, the challenge is the absence of 

transient absorption features that are solely attributed to Fc
•+

‒Pn‒C60
•-
. As the 

absorption of Fc
•+ 

is very weak,
93, 196-197

 Fc
•+

‒Pn‒C60
•- 

and Fc‒Pn
•+

‒C60
•-
 have 

essentially the same transient absorption features: e.g. for Fc‒P3‒C60, a weak positive 

signal in the region 530–680 nm attributed to both the excited state 
1
P3

*
 and the radical 

cation P3
•+

 and a strong negative signal at 770 nm dominated by the porphyrin 

ground‒state recovery (see Figure 5.6).
93

  

 

 
Figure 5.6 Femtosecond transient absorption spectrum of Fc‒P3‒C60 in 2‒MTHF at 200 K 

at 75 ps. The pump wavelength was 495 nm. 

 

Since several absorption bands overlap in the region 500‒700 nm, this leaves only the 

porphyrin ground‒state bleaching and the transient signal at 1018 nm of C60
•-
 to follow 

both charge‒separated states. Figure 5.7 shows transient absorption time profiles for the 

entire series of triads at room temperature. Despite similar absorption features, the two 

charge‒separated states may be distinguished by the time scale on which they form and 

decay. For all compounds, both transient profiles are multi‒exponential. In practice, 

fitting these transient absorption profiles in an accurate way may be difficult without 

prior knowledge of the expected lifetimes. However, from time‒resolved fluorescence, 

the lifetimes τ1 and τ2 associated with formation of Fc‒Pn
•+

‒C60
•-
 are known and can be 

used to reduce the number of unknown parameters in the fitting procedure. The 

porphyrin ground‒state recovery contains information on the initial charge separation 



72 

 

reaction as well as the lifetime of Fc‒Pn
•+

‒C60
•-
. Thus, using the lifetimes τ1 and τ2 

measured in time‒resolved fluorescence in the fitting of the porphyrin ground‒state 

recovery enables to extract the lifetime of Fc‒Pn
•+

‒C60
•-
. If the charge shift reaction 

(CSh) is sufficiently efficient, this lifetime should be shorter than the ones observed for 

Pn
•+

‒C60
•-
. This is the case for all Fc‒Pn‒C60 up to the tetramer at room temperature 

(Table 5.2). Only Fc‒P6
•+

‒C60
•-
 has a lifetime which is nearly the same as for P6

•+
‒C60

•-
 

indicating that the long‒range charge‒separated state Fc
•+

‒P6‒C60
•-
 does not form. 

Considering now the transient signal at 1018 nm ascribed to C60
•-
, its decay must be 

slower than the porphyrin ground‒state recovery if Fc
•+

‒Pn‒C60
•-
 is formed. At long 

delay times (> 2 ns), although the porphyrin ground‒state absorption is recovered, a 

small transient absorption is indeed observed that decays according to the lifetime of 

Fc
•+

‒Pn‒C60
•-
 (τ4) in Table 5.3. 

 

 
Figure 5.7 Room temperature normalized transient absorption time profiles measured at 

1018 nm (top) and in the Q‒band (bottom) and their respective fitted curves for Fc‒P1‒C60 

(black), Fc‒P2‒C60 (red), Fc‒P3‒C60 (blue), Fc‒P4‒C60 (green) and Fc‒P6‒C60 (magenta). 

The raw data are represented as circles while the fitted curves are shown with solid lines. 

For more clarity, the transient absorption time profiles measured at 1018 nm are only shown 

for delay times up to 9 ns but were measured up 800 ns. 
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Table 5.2 Lifetimes extracted from the fits of time‒resolved fluorescence and transient 

absorption data at room temperature  

Lifetime 

(ps) 
n = 1 n = 2 n = 3 n = 4 n = 6 

τ (Pn
*)a 1450  1210 1100 830 650 

τ (Pn‒ ‒P1
*‒C60)

a 4.4 19 20 24 26 

τ (Pn‒ 
*‒P1‒C60)

a ‒ 489 119 216 285 

τ (Pn
•+‒C60

•-)a 189 276 463 499 643 

τ (Fc‒Pn‒ ‒P1
*‒C60) = τ1 2.6b 8.4b 11.4b 28.4b N.R.c 

τ (Fc‒Pn‒ 
*‒P1‒C60) = τ2 ‒ 55.3b 58.6b 149.7b 250.4b 

τ (Fc‒Pn
•+‒C60

•-) = τ3 38 N.R.c 237 331 692d 

τ (Fc•+‒Pn‒C60
•-) = τ4 687 783 1552 1977 ‒ 

a 
From reference 

195
. 

b 
From time‒resolved fluorescence measurements. 

c 
The notation N.R. 

refers to lifetimes that could not be resolved. 
d 

For the hexamer Fc‒P6‒C60, the fully charge 

separated state is not formed. 

 

5.2.3 HOPPING VERSUS TUNNELING RECOMBINATION MECHANISMS 

 

The recombination rate constants of the fully charge separated states, kCR2, are simply 

given by the inverse of the lifetimes τ4 summarized in Table 5.3. Figure 5.8 shows the 

plot of ln (kCR2T
1/2

) against the inverse of temperature for Fc‒Pn‒C60 (n ≥ 4). In case of 

coherent tunneling, the Marcus equation predicts a linear decrease of ln (kCR2T
1/2

) with 

T
-1

 (equation 3.20). Here, only data for Fc‒P1‒C60 describe a straight line that can be 

fitted to the linearized Marcus equation. The data for longer triads Fc‒Pn‒C60 (n ≥ 2) 

clearly deviate from a single straight line and describe seemingly two straight lines with 

a change in slope above 260 K. 

 

Table 5.3 Lifetimes of Fc•+‒Pn‒C60
•- obtained from the transient absorption decays at 

1018 nm a 

 τ (Fc•+‒Pn‒C60
•-) = τ4 / ps 

T/K n = 1 n = 2 n = 3 n = 4 

300 687 ± 94 783 ± 188 1552 ± 147 1977 ± 273 

280 749 ± 91 772 ± 184 1822 ± 246 1858 ± 254 

260 660 ± 41 1257 ± 304 1888 ± 303 N.R 

240 825 ± 70 2510 ± 64 2443 ± 114 4952 ± 1031 

220 628 ± 54 2771 ± 34 2843 ± 380 13620 ± 4121 

200 1110 ± 178 ‒ 5189 ± 1591 ‒ 

180 1261 ± 103 ‒ ‒ ‒ 
a 

The errors on the lifetimes represent fitting errors. Since a sequential fitting procedure was 

used, these errors are estimates. 

 

These differences in the temperature dependence of the recombination rates with the 

porphyrin‒bridge length were interpreted by distinct mechanisms governing charge 
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recombination in Fc‒P1‒C60 and in long Fc‒Pn‒C60 (n ≥ 2). Detailed analysis of the 

possible recombination scenarios (Figure 5.2) in accordance to the relevant states 

energies (see Paper I supporting information Figure S7.1) leads to the conclusion that 

Fc
•+

‒Pn‒C60
•-
 recombines to the ground state via coherent electronic tunneling above 

280 K for the entire series. Below 280 K, in long triads (n ≥ 2), recombination of 

Fc
•+

‒Pn‒C60
•- 

follows a step‒wise scheme with first reformation of the oxidized bridge 

state Fc‒Pn
•+

‒C60
•‒

 followed by its rapid recombination either to Fc‒
3
Pn

*
‒C60 or to the 

ground state. This crossover from coherent tunneling at high temperatures to incoherent 

hopping at low temperatures is rather unusual, especially since incoherent hopping is a 

thermally activated process and reforming Fc‒Pn
•+

‒C60
•‒

 is uphill in energy for all triads 

(n ≥ 2). Nevertheless, it may be rationalized by considering the lifetimes of 

Fc
•+

‒Pn‒C60
•-
 (see Table 5.3). Below 260 K, these ones become increasingly long, and 

hence one may assume that there is a non negligible probability of reforming the 

oxidized bridge state Fc‒Pn
•+

‒C60
•‒

 despite the low temperatures.  

 

 

Figure 5.8 Plots of ln(kCR2T
1/2) vs (1/T) for Fc‒P1‒C60 (black), Fc‒P2‒C60 (red), 

Fc‒P3‒C60 (green)  and Fc‒P4‒C60 (blue). The black solid line for Fc‒P1‒C60 represents the 

fit to the linearized form of the Marcus equation, while for other triads Fc‒Pn‒C60 (n ≥ 2), 

the solid lines are only guides to the reader. The error bars are calculated from the estimated 

errors on the lifetimes of Fc•+‒Pn‒C60
•- reported in Table 5.3. 

 

5.2.4 CONCLUDING REMARKS 

 

Finally, the distance dependence study (i.e. plot of ln kCR2 vs the Fc…C60 distance) 

reaffirms the weakly distance dependent charge transport in Fc‒Pn‒C60 with a β‒value 

of 0.028 Å
-1

 at room temperature (see Paper I Figure 13). Below 280 K, crossover to 

incoherent hopping translates in empirical β‒values higher than for coherent electron 

tunneling. This work demonstrates that charge transport in the hopping regime does not 

necessarily lead to wire‒like charge transport. In D‒B‒A systems bridged by strongly 
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conjugated systems, such as Fc‒Pn‒C60, charge transport in the tunneling regime may 

have even weaker distance‒dependent charge transport. This example demonstrates 

again the difficulties in establishing general rules based solely on the charge transport 

mechanism for the appearance of wire‒like properties.
87, 94

 

 

5.3 CONFORMATIONAL CONTROL OF ELECTRON TRANSFER 

RATES AND EFFICIENCY IN PORPHYRIN‒FULLERENE DYADS 

 
A peculiar consequence of the butadiyne linkers in the Pn systems is a broad distribution 

of rotational Pn conformers which spectrally give rise to a broad Q‒band (see Figure 

5.9). In the donor‒acceptor dimer, P2‒C60, Winters et al. have shown that the dihedral 

angle between the two porphyrin moieties exerts a significant influence on the 

donor‒acceptor electronic coupling ( DA) and the ET rates. By controlling the 

conformation of the porphyrin chain in P2‒C60, they could tune the rate of electron 

transfer between the porphyrin and the fullerene. Here, conformational gating of the 

electron transfer rates in long dyads, i.e. P4‒C60 and P6‒C60 is investigated. 

 

5.3.1 OPTICAL VS CHEMICAL VS PHYSICAL CONTROL OF 

CONFORMATION 

 

Several approaches can be envisaged to control the conformational distribution of 

porphyrin‒based systems. Substitution at peripheral positions has been a popular 

approach to induce geometric control of the torsional angles. For example, McLendon et 

al. synthesized a series of bis‒porphyrin adducts connected at the meso positions by a 

biphenyl group in which they varied the porphyrin‒porphyrin dihedral angle by 

substituting the 2 and 2’ positions of the phenyl rings with different groups.
198

 In 

metalloporphyrin‒based systems, substitution at the meso positions by pyridyl groups 

has been preferentially used to realize different architectures. In particular, the groups of 

Kim and Osuka substituted directly linked porphyrin dimers at their meso positions with 

a pyridyl group to form multiporphyrin boxes. Using a similar approach, Aida and 

co‒workers also used meso‒pyridyl functional groups to induce self‒assembly of 

ethynylene‒linked zinc porphyrin dimer into a multiporphyrin box. While this approach 

enables realization of complex molecular architectures, one disadvantage in regard to 

device applications is its irreversibility or the absence of the “on demand” function. A 

more interesting approach to control conformation of supramolecular structures “on 

demand” is by non‒covalent ligand coordination. This approach is particularly adapted 

to metalloporphyrin oligomers such as the conjugated zinc porphyrin oligomers studied 

here, for which pyridine or ligands with peripheral pyridyl groups coordinate relatively 

strongly to the zinc centers. Recently, this approach was successfully employed by 

Winters et al.
95

 to control the electron transfer rate in the dimer P2‒C60. Upon titration 

with a bipyridyl pyrrole ligand (L), P2‒C60 forms a strong 1:1 P2:L‒ 60 complex 

(K~4.10
7
 M

-1
 in CHCl3), in which the porphyrin dimer is forced to adopt a planar 
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conformation. This conformational restriction leads to a significantly reduced rate of 

electron transfer in the planar P2:L‒ 60 compared to its unconstrained counterpart 

P2‒C60 (i.e. with random conformation). In an even simpler approach, they could also 

control the conformational state of the oligomer using light as an external stimulus. 

They showed that excitation in the blue‒part of the Q‒band promoted mostly twisted 

conformers to the excited state, while excitation in its red‒end favored the planar 

conformer. Applied to the donor‒acceptor dimer, P2‒C60, this approach produced 

different initial excited states for charge separation. About four times faster charge 

separation rates were measured for twisted conformers, due, in part, to an electronic 

coupling twice as large for these conformers with respect to the planar conformer. 

 

Considering the longer oligomers, P4‒C60 and P6‒C60, a much larger number of 

rotational conformers exist due to the increasing number of combinations of dihedral 

angles between the neighboring porphyrin moieties. This renders control of 

conformation in these long dyads more difficult than in the shorter P2‒C60. 

Nevertheless, the possibility to excite different population of conformers by tuning the 

excitation wavelength in the Q‒band is expected to also prevail for longer oligomers. In 

particular, time‒dependent DFT calculations of the electronic transitions for the planar 

conformer in the entire series confirm their absorption at long wavelengths in the 

Q‒band (see Paper II Figure 3). Figure 5.9 shows the ground‒state absorption spectra of 

P4‒C60 and P6‒C60 with arrows indicating the different excitation wavelengths chosen 

to prepare different excited states for charge separation. Self‒assembly by ligand 

coordination was also envisaged to restrain the conformational distribution of these long 

oligomers. In principle, bidentate ligands with pyridyl groups such as the ones used for 

planarization of P2‒C60 could have been used. However, these ligands are here far from 

being ideal since many different complexes could form, i.e. Pn:L2‒C60, Pn:L1‒C60 for n 

≥ 4. Instead multidentate ligands with several pyridyl groups may be used. Here, we 

used an octa‒dentate template with eight axial pyridine groups to prevent rotations of 

individual porphyrins in P4‒C60 and P6‒C60 (Figure 5.16).
199

 Upon titration of the 

porphyrin oligomer with a solution of T8, 1:1 Pn:T8‒ 60 (n = 4, 6) semi‒circular 

complexes form by coordination of the zinc centers to the pyridyl groups of T8. In these 

complexes, the neighboring porphyrin molecular planes are nearly coplanar. This leads 

spectrally to a new red‒shifted peak growing in at the red‒edge of the Q‒band and a 

more structured Q‒band, as shown in Figure 5.9. The self‒assembled Pn:T8‒ 60 

dissociate with a large excess of pyridine.
199

 The following sections describe how the 

selected conformation by optical or chemical external stimuli influences the outcome of 

the charge separation reaction (i.e. kinetics and yield) in long Pn‒C60 (n = 4, 6). In both 

cases, the charge separation reaction was followed by means of steady‒state and 

time‒resolved fluorescence emission. Finally, we demonstrate that temperature may be 

used as a physical means to control conformational distribution. 
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Figure 5.9 Ground‒state absorption spectra of the linear systems, (A) P4‒C60 (red) and (B) 

P6‒C60 (red) in 2‒MTHF with 1% pyridine added, and the semi‒circular complexes, (C) 

P4:T8‒ 60 (red) and (D) P6:T8‒ 60 (red) in DCM/Toluene (60/40) with 0.1% pyridine 

added. The absorption spectra of the reference systems, Pn and Pn:T8, are plotted in black. 

All measurements were done at room temperature. Note that T8 has only absorption bands 

in the region from 300 to 650 nm, and hence the absorption bands above 650 nm are 

exclusively due to the oligomer part of the complexes P4:T8‒ 60 and P6:T8‒ 60. 

 

5.3.2 OPTICAL GATING OF ELECTRON TRANSFER 

 

For both P4‒C60 and P6‒C60, as well as their corresponding reference systems Pn (n = 4, 

6), wavelengths in the blue‒end of the Q‒band (i.e. λexc < 790 nm) excite predominantly 

twisted conformers, while the more planar conformations are excited at excitation 

wavelengths in the red‒end of the Q‒band (i.e. λexc > 790 nm). In steady‒state 

fluorescence, quenching of the porphyrin emission can be directly related to the charge 

separation reaction. Small variations of the quantum yield for charge separation, ΦCS, 

with the excitation wavelength are observed. In general, higher ΦCS values are measured 

when the conformation initially excited is twisted (e.g. for λexc = 730 nm and λexc = 780 

nm in P6‒C60). However, the information contained in steady‒state emission spectra 

remains limited. 2D time‒resolved fluorescence measurements with a streak camera 

provide more detailed dynamic information on the influence of conformation on the 

charge separation process. The 2D streak camera emission images of Pn‒C60 (n = 4, 6) 

and respective Pn systems were recorded with the same excitation wavelengths used in 

steady‒state experiments. As an example, Figure 5.10 shows the 2D streak camera 

emission images of P6‒C60 at 300 K excited at 730 nm, 780 nm, 820 nm and 840 nm. 

These images reveal a moderately complex behavior with emission shapes and decays 

that vary with both excitation and emission wavelength. In agreement with steady‒state 

measurements, fast fluorescence decays are observed at short emission wavelengths 
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when exciting twisted conformers (λexc = 730 nm and λexc = 780 nm), while emissions 

of more planar conformers (λexc = 820 nm and λexc = 840 nm) decay much slower over 

the entire emission wavelength range. The variation of the fluorescence decays with 

emission wavelength is highlighted in Figure 5.11, which compares extracted 

fluorescence decays at different emission wavelengths of P6‒C60 excited at 780 nm. 2D 

streak camera emission images of P4‒C60 measured with λexc in the range 730‒810 nm 

showed similar excitation and emission wavelength dependency of fluorescence (see 

Paper II supporting information). Such behavior is rationalized by the combination of 

processes occurring in the excited state for twisted conformers, i.e. structural relaxation 

(via planarization) and charge separation.  

 

 

 

Figure 5.10 2D streak camera emission images of P6‒C60 at 300 K in 2‒MTHF with 1% 

pyridine excited at 730 nm (top left), 780 nm (top right), 820 nm (bottom left) and 840 nm 

(bottom right).  
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Figure 5.11 Extracted fluorescence decays of P6‒C60 at three emission wavelengths 788 

nm, 803 nm and 817 nm. The excitation wavelength was 780 nm. 

 

In practice, separating both processes and extracting the rate constants associated to 

each process can be difficult. However, by performing a singular‒value‒decomposition 

analysis (SVD) of the emission data, we can first determine the number of excited states 

that significantly contribute to the emission (see Section 4.4.2). In general, when 

exciting twisted conformers, fitting of the fluorescence decays requires a three‒state 

model in which twisted excited states relax into more planar conformers. Figure 5.12 

shows the three‒state model describing relaxation of the reference porphyrin oligomers 

with Pn
 , Pn

 

 and Pn
  representing a twisted, intermediately twisted and planarized 

oligomer in the excited state, respectively. For the donor‒acceptor systems, a similar 

three‒state model can be used in which charge separation from either non‒relaxed or 

relaxed states can occur in addition to planarization and natural decays. To reduce the 

number of unknown parameters, the rates constants related to planarization (k1, k2) and 

natural decays (k
#
, k

¤
, k

*
) are assumed to be the same in Pn and Pn‒C60 and are obtained 

from the fitted fluorescence decays of Pn. 
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Figure 5.12 Three‒state models describing (left) the excited state structural relaxation in 

the model systems Pn and (right) the interplay between excited state structural relaxation 

and charge separation in the donor‒acceptor Pn‒C60. The different rate constants involved 

are explained in the text. 

 

This SVD‒based analysis enables spectral and temporal resolution of the different 

conformational populations that contribute to the emission. Figure 5.13 shows an 

example of this analysis applied to the room temperature 2D streak camera emission 

image of P6‒C60 excited at 730 nm. Three populations of conformers contribute to the 

fluorescence emission in this case (Figure 5.13c). The first population (in blue) emits 

over nearly the entire wavelength range but dominates the emission at short 

wavelengths, while the third one (in red) emits mostly at longer wavelengths. Looking 

at their respective decays (Figure 5.13d), the first population of conformers may be 

assigned to twisted conformers and decays with a short lifetime, while the third 

population arises from two consecutive relaxations of twisted conformers and represents 

the relaxed planar conformer. The measured (Figure 5.13a) and reconstructed (Figure 

5.13b) 2D emission images agree reasonably well supporting the validity of the 

proposed model, although one may discern an overestimation of the fast decays (i.e. 

charge separation occuring from non‒relaxed states). This may be due to the assumption 

made in the fitting procedure that is an excitation energy initially located close to C60. 

We neglect the fact that in these long oligomers, porphyrin units far from the C60 may 

initially be excited (see Figure 5.5 and the discussion of charge separation in the 

Fc‒Pn‒C60 systems vide supra).  
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Figure 5.13 a) Normalized 2D streak camera emission image of P6‒C60 excited at 730 nm 

at 300 K in 2‒MTHF with 1% pyridine. b) Reconstructed 2D emission image of P6‒C60 

excited at 730 nm. This image was built from the data obtained in the fitting procedure. c) 

Spectral components and d) decays of the 3 species contributing to the fluorescence 

emission. The color code used in c) and d) is the same, i.e. the fluorescence decay in blue 

corresponds to the species with the blue emission spectrum etc. 

 

The charge separation rate constants derived from the fitting procedure are summarized 

as a function of excitation wavelength for P4‒C60 and P6‒C60 in Table 5.4. 

Independently of the excitation wavelength and the size of the oligomer, charge 

separation is most efficient from non‒relaxed states. When exciting twisted 

conformations of P6‒C60 (λexc = 730 nm and λexc = 780 nm), the charge separation rate 

constants of the non-relaxed states (kCS
 

) is at least 20 times larger than the ones from 

the relaxed planar conformers (kCS
 

). Direct excitation of more planar conformers (λexc = 

840 nm) leads to very slow charge separation kCS
 

 = 0.9 x 10
9
 s

-1
. This difference in 

kinetics is well reflected in the calculated charge separation quantum yields, ΦCS, shown 

in Figure 5.14 as a function of excitation wavelength for P6‒C60.  
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Table 5.4 Wavelength dependence of the charge separation rate constants for P4‒C60 

and P6‒C60 at 300 Ka 

 
P4‒C60   P6‒C60  

λexc/nm kCS
 

/ns-1 

/109
 s

-1 

kCS
 

/ns-1 

 

/109
 s

-1 

kCS
 

/ns-1 

 

/109
 s

-1 

λexc/nm kCS
 

 /ns-1 

 

/109
 s

-1 

kCS
 

 /ns-1 

 

/109
 s

-1 

kCS
 

 /ns-1 

 

/109
 s

-1 

730 13.1 2.7 0.9 730 8.6 0.0 0.3 

760 14.9 2.7 0.0 780  8.8 2.8 0.5 

790 - 7.4 1.5 820 - 3.3 0.5 

810 - 6.0 0.6 840  - 0.0 0.9 

a 
Estimated average errors in the fitted rate constants are below 0.5 10

9
 s

-1. 

 

 

Figure 5.14 Charge separation quantum yield ΦCS as a function of excitation wavelengths 

within the Q‒band based on time‒resolved fluorescence measurements for P6‒C60 in 

2‒MTHF with 1 % pyridine added at 300 K. The Q‒band region of the absorption spectrum 

of P6‒C60 is reproduced in grey dashed line for indication to the reader.  

 

The charge‒separation rate constant depends on several factors: the electronic coupling, 

the reorganization energy and the thermodynamic driving force for charge separation 

(equation 3.20). The driving forces for charge separation between Pn and C60 are quite 

small. When going from n = 1 to n   6, the driving force decreases from ‒0.6 e  to –0.2 

eV.
93

 Here, the overall rate of charge separation decreases when going from P4‒C60 to 

P6‒C60 in agreement with the decreasing driving forces with increasing oligomer length, 

confirming that the charge separation process is in the Marcus normal region. 

Considering driving force differences between different populations of conformers, 

larger driving forces are expected for non‒relaxed twisted conformers since they lie at 

higher energy in the excited state as shown in Figure 5.15.
95, 190

 Planar conformers due 

to the increased conjugation are more stabilized in the excited state, and hence lie closer 
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to the charge‒separated state energy level. This means that the driving force for charge 

separation is very small and hence the slow charge separation rate constants observed 

for more planar conformers. Of course, other factors, such as the reorganization energy 

and electronic coupling may affect the charge separation rate. Here, the measurements 

performed at room temperature did not permit access to VDA and λ for the different sets 

of conformers. A previous study on the temperature dependence of the charge 

separation in Pn‒C60 revealed nearly length‒independent reorganization energies. What 

cannot be discerned is how electronic coupling varies for different population of 

conformers. Nevertheless, calculation of the activation energy barrier ∆G
≠
 using 

previously reported λ values gives substantial differences in ∆G
≠
 between twisted and 

planar conformers due to large difference in driving forces. This explains, in part, the 

distinct charge separation rate constants observed for different excited populations of 

conformers in long Pn‒C60 (n = 4, 6).  

 

 

Figure 5.15 Energy diagram for the charge separation process. The distribution of 

conformers gets broader as the length of the oligomer increases. The methods used to 

determine the energies of the excited and charge separated states are described in Paper II 

supporting information. 

 

5.3.3 CHEMICAL GATING OF ELECTRON TRANSFER  

 

Alteration of the conformation in long Pn‒C60 (n = 4, 6) may be realized by ligand 

coordination. Both Pn‒C60 and Pn systems form 1:1 semi‒circular complexes with the 

octadentate ligand T8 denoted Pn:T8‒C60 and Pn:T8, respectively. The molecular 

structure of P6:T8‒C60 is shown in Figure 5.16. In contrast to their linear counterparts, 

these semi-circular complexes have dramatically reduced conformational heterogeneity. 

Coordination of the pyridyl groups of T8 to the zinc centers hinders the rotational 

motions of individual porphyrins and induces a nearly coplanar arrangement of 

neighboring porphyrins. Since T8 only absorbs in the wavelength region from 300 nm 

to 650 nm, this gives use the possibility to excite above 650 nm exclusively the 

oligomer part of the complexes P4:T8‒C60 and P6:T8‒C60 with excitation wavelengths 
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similar to the ones used for unconstrained systems (vide supra). As a result of increased 

rigidity, no clear excitation wavelength dependence of the charge separation quantum 

yields was observed in these semi‒circular complexes when varying the excitation 

wavelength within the Q‒band (Figure 5.16). Moreover, charge separation was slow 

and inefficient compared to the linear counterparts (Table 5.5). The charge separation 

rate constants were comparable to the ones observed for the relaxed (planar) linear 

conformers ( kCS
 

). The nearly coplanar arrangement of individual porphyrins in 

Pn:T8‒C60 (n = 4, 6) result in excited states of these complexes that lie very close to the 

charge‒separated state energy level, and hence a small driving force for charge 

separation can be expected.  

 

 
Figure 5.16 (left) Molecular structure of the semi‒circular complex P6:T8‒C60. (right) 

Quantum yield for charge separation for excitation wavelengths within the Q‒band based 

on time‒resolved fluorescence measurements for P6:T8‒C60 in DCM/Toluene (60/40) with 

0.1 % pyridine added at 300 K. The Q‒band region of the absorption spectrum is 

reproduced in grey dashed line for indication to the reader.  

 

Table 5.5 Fluorescence lifetimes τf, rate constants for charge separation kCS and 

quantum yield for charge separation ΦCS for Pn:T8‒C60 complexes excited at 735 nm 

 τf (Pn:T8)/ps τf(Pn:T8‒C60)/ps kCS/s-1 c ΦCS 
d 

Tetramer System a 499 398 0.51 x 109 0.20 

Hexamer System b 430 374 0.35 x 109 0.13 
a
The lifetimes for P4:T8 and P4:T8‒ 60 were obtained from fitting the fluorescence decays 

measured using TCSPC. 
b
The lifetimes for P6:T8 and P6:T8‒ 60 were obtained from fitting the 

fluorescence decays measured using a streak camera system. 
c
The charge separation rate 

constant kCS was determined using the formula kCS   1 τf (Pn:T8‒C60) – 1 τf (Pn:T8). 
d
The 

quantum yield for charge separation ΦCS was calculated as ΦCS = kCS  τf (Pn:T8‒C60). 
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5.3.4 TEMPERATURE‒INDUCED SELF‒ASSEMBLY OF PN, PN‒C60, 

FC‒PN‒C60 MOLECULES 

 

Another approach to restrain the conformational distribution in strongly conjugated 

systems is by using temperature as an external stimulus. The absorption spectra of the 

entire series Pn (n = 1‒4, 6, 8) are measured upon lowering the temperature. From 300 

K to 170 K, not much happens to the absorption spectra. However, below 170 K, drastic 

changes particularly in the Q‒band region are observed for longer oligomers (n ≥ 4). 

Figure 5.17 shows the temperature‒dependent ground‒state absorption spectra for P8, 

P6 and P4. All oligomers show similar changes in their absorption spectra below 170 K: 

a more structured Q‒band and a new absorption band at the red‒edge of the Q‒band. 

This new red‒shifted peak is similar to the ones observed in semi‒circular complexes 

due to coplanar adjacent porphyrin units (see Figure 5.9), and suggests a planarization 

of the oligomers below 170 K. These spectral changes also resemble the ones observed 

in the formation of J‒aggregates.
200-201

 We concluded that the porphyrin oligomers 

spontaneously self‒assembled at low temperatures into highly ordered planar 

aggregates. These planar aggregates reversibly disassemble by raising the temperature 

again. Self‒assembly is dependent on the cooling speed, with quick cooking from room 

temperature to 77 K avoiding their formation.  

 

 
Figure 5.17 Temperature‒dependent absorption of P8 (upper), P6 (middle) and P4 (lower) in 

2‒MTHF. The displayed temperature intervals are 170‒150 K for P8 and P6 and 165‒135 K 

for P4. A weak baseline distortion at 900 nm is observed at lower temperature and is 

attributed to changes in the solvent absorptivity (vibrational overtone absorption). 
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To relate the observed spectral changes to the structure of these aggregates, a SVD 

analysis of the absorption data was performed. For all P4, P6 and P8, two spectral 

components contribute to the absorption spectra below 170 K, as shown by several 

isobestic points in the absorption spectra. Self‒assembly could be well described by a 

two‒state model between the free oligomer and the aggregate, 

2 Pn    Pn 2 5.1 

 

Figure 5.18 shows the extracted spectral components for P8, corresponding to free P8 

(dashed line) and a dimeric array (solid line) along with the evolution of their respective 

concentration with temperature. Table 5.6 summarizes the optimized enthalpy, entropy 

changes and melting temperatures associated to the dimerization obtained from the 

fitting procedure. The enthalpy (∆H) and entropy (∆S) changes become more negative 

and decrease nearly linearly with the oligomer size while the melting temperature (Tm) 

increases with the length of the oligomer. The large negative ∆S‒values point towards 

highly ordered aggregates. The ∆H‒value decreases with ca. ‒ 20 kJ/mol per porphyrin 

unit added to the oligomer chain. This value is lower than the value reported by Hunter 

and Sanders for π‒π interactions between two zinc porphyrins (i.e. 48 ± 10 kJ/mol).
202

 

Such difference may lie in the distinct solvent used in these two studies and/or different 

π‒π interactions between the porphyrins. From this analysis, we conclude that 

self‒assembly is likely to result from intermolecular π‒π interactions between zinc 

porphyrin units and produces monodisperse, highly ordered, dimeric Pn arrays.  
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Figure 5.18 (Top) The two most significant spectral components extracted from SVD-

analysis of the P8 dimerization and (Bottom) the corresponding concentration profiles of the 

monomer (squares) and the dimer (triangles). The spectral profiles and concentration 

variations correspond to the optimized enthalpy (H) and entropy (S) values in Table 5.6. 

The dimer concentration is displayed in units of P8 concentration. 

 

Table 5.6 Optimized enthalpy and entropy changes of the porphyrin oligomer 

dimerization and melting temperatures extracted from the fita  

 ∆H (kJ/mol) ∆S (J/mol K) Tm (K) 

Tetramer -86 -459 146 

Hexamer -137 -749 158 

Octamer -168 -906 163 

a
Tm is the apparent melting temperatures where 50 % of the oligomers have formed aggregates. 

The total oligomer concentration is 0.19 µM for P4, 0.48 µM for P6 and 0.29 µM for P8. 

 

For supramolecular arrays in solution, small and wide angle X‒ray scattering often 

enable to determine their structures, and hence establish direct structure-property 

relationship. Here, the low temperature condition for formation of these aggregates 

prevents us to use these tools to determine their structure and size. Instead, we 

performed resonance light scattering, dynamic light scattering and steady‒state 

fluorescence anisotropy measurements, that all showed virtually no change in signal 
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before and after aggregation. Hence, a rather small aggregate can be assumed from 

these experiments. Another indication of small aggregates arises from the very similar 

fluorescence rate constants in the free oligomer and the aggregate (see Table 5.7). Note 

that these measurements are done at 163 K, i.e. a temperature at which both free 

oligomer and aggregate are present in nearly identical concentrations (see Figure 5.18). 

This suggests that the transition dipole moments in the free oligomer and the aggregate 

are comparable in size. This can only be envisioned for a small stack of the oligomers. 

This is further supported by formation of these aggregates in presence of a small 

amount of pyridine (1 %) showing similar but red‒shifted absorption spectra. An 

identical red‒shift of the absorption spectra is obtained when adding pyridine to a 

solution of free oligomers as pyridine coordinates to the zinc atoms. If large stacks of 

porphyrin oligomers form, only few peripheral zinc atoms will be accessible to 

pyridine. This will give at most a minor red‒shift of their absorption spectra. Here, the 

observed red‒shift is clearly non negligible with the strongest absorption peak in the 

Q‒band red‒shifted by 12 nm, indicating that most zinc atoms in the stack are exposed 

to pyridine. 

 

Table 5.7 Fluorescence quantum yields (Φf) and lifetimes (τf) and radiative rate 

constant (kf) of the free and aggregated porphyrin octamer measured at 163 K where 

approximately half of the oligomers have converted to aggregates.  

Compound Φf
a τf(ps)b kf(ns-1) 

Free octamer 10 % 930 0.107 

Aggregate 7 % 575 0.122 

a
Optical density of the two species at the excitation wavelength was scaled with their 

corresponding absorptivities and their individual emission spectra was obtained by subtracting 

the contribution from the other species. The quantum yield of P6 in toluene was used as 

reference.
203

 
b
The sample was excited at 495 nm and the emission decay was measured at 800 

nm and 867 nm for the free octamer and aggregates respectively. 

 

Finally, the D‒A systems, Pn‒C60 and Fc‒Pn‒C60, absorption spectra undergo identical 

changes to Pn below 170 K (see Paper III Figure 8). This indicates that low temperature 

also favors their self‒assembly into highly ordered planar aggregates. The formation of 

such aggregates for Pn‒C60 and Fc‒Pn‒C60 is at first quite surprising since the bulky C60 

could impose significant steric hindrance to the stacking. Once more, we conclude that 

only small stack of Fc‒Pn‒C60 or Pn‒C60 can accommodate such bulky group like C60. 

We propose a dimeric Pn‒C60 array with a structure similar to the one sketched in 

Figure 5.19. 
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Figure 5.19 Schematic structure of the dimeric P4‒C60 aggregate. 

 

5.3.5 CONCLUDING REMARKS 

 

These arrays of planar Pn‒C60 and Fc‒Pn‒C60 may be of interest for energy migration 

and charge transport studies in self‒assembled non‒covalent structures. Practically their 

formation is easy compared to semi‒circular complexes whose multi‒dentate ligands 

require some synthetic work. However, important questions remain: how efficient are 

intermolecular electronic communication within the stack and photoinduced charge 

separation in these aggregates? Upon photo‒excitation of the stack, does one‒electron 

or two‒electron reduction occur? Given our observation of low charge separation 

efficiency for nearly coplanar porphyrins in semi‒circular complexes, we may predict 

that charge separation in these planar aggregates will also be slow and of low efficiency. 
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6 EXCITON ENERGY TRANSFER: A 

COMPARISON BETWEEN WEAKLY AND 

STRONGLY CONJUGATED 

MULTICHROMOPHORE SYSTEMS 
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ommon theme in many areas ranging from nuclear physics to materials science to 

biology is the transport of energy from one site to another with the question of 

what govern its kinetics and efficiency. In the context of the natural photosynthesis, this 

question may be reformulated as how energy is efficiently transferred from the initial 

location of photon absorption to the reaction center. Even though the crystal structures 

of some light harvesting complexes are now known,
204-205

 it remains difficult to predict 

kinetics and overall efficiency of the energy transfer from the antenna to the reaction 

center. Part of this challenge lies in the complexity of the natural light harvesting 

complexes which involve many subsystems rendering in vivo energy transfer studies 

difficult. Another difficulty is linked to a broad landscape of electronic couplings 

between chromophores, from strong to weak, which arises from some chromophores in 

the light harvesting complexes being very close to each other and other remaining far 

away from each other. Consequently, excitation energy is not transferred from the 

antenna to the reaction center via a single mechanism but via a combination of 

short‒range and long‒range energy mechanisms (e.g. FRET, exciton coupling). Here, 

two synthetic multichromophoric systems, i.e. anthracene dendrimers G1 and G2 and 

the butadiyne‒linked zinc porphyrin oligomers Pn (n = 1‒4, 6, 8) previously introduced, 

are used as simple model systems to investigate the influence of linker topology on the 

inter‒chromophore communication and resulting excitation energy transfer (EET). Both 

systems possess sufficient structural rigidity that enables spatial control of the relative 

orientation and distance of neighboring chromophores. The results presented in this 

chapter are from the original work in Papers IV‒V. This work attempted to bring some 

answers to the following questions: to what extent does the linker topology influence the 

inter‒chromophore communication? Do chromophores in the studied systems behave as 

chromophores in the absence of the others or do they form a new chromophore with 

distinct properties from the individual chromophoric components?  

In the following sections, after introducing the anthracene dendrimers, we first examine 

the influence that the linker topology has on the overall photophysical properties of 

these multichromophoric systems using steady‒state absorption and emission, 

fluorescence lifetimes. In the second part, we investigate excitation energy migration in 

the anthracene dendrimers and the linear porphyrin oligomers using different 

spectroscopic methods, fluorescence anisotropy and pump‒power dependent transient 

absorption, respectively. 

  

C 
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6.1 ANTHRACENE DENDRIMERS 

 
Two generations of conjugated anthracene dendrimers denoted G1 and G2 were 

investigated as three‒dimensional multichromophoric model system for energy transfer. 

Figure 6.1 shows their molecular structure that contains 3 and 9 anthracene units, 

respectively. In contrast to the conjugated porphyrin oligomers, these dendrimers are 

conformationally more constrained due to large steric hindrance preventing the 

anthracene planes to be co‒planar. Their photophysical properties have been 

characterized and compared to the reference system, 9,10‒diphenylanthracene DPA 

(vide infra).  

 

 
Figure 6.1 Molecular structures of DPA, G1 and G2.  

 

6.2 INFLUENCE OF LINKER TOPOLOGY ON THE 

PHOTOPHYSICAL PROPERTIES: ANTHRACENE DENDRIMERS 

vs PORPHYRINS OLIGOMERS 

 
A first evidence of through‒space and/or through‒bond electronic interactions between 

neighboring chromophores in G1 and G2 and in the Pn systems can be obtained from 

the comparison of their absorption spectra to the ones of their respective monomer 

reference, i.e. DPA and P1 (see Figure 6.2). 
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Figure 6.2 (top) Ground‒state absorptivities of diphenylanthracene DPA (black) and the 

anthracene dendrimers G1 (red) and G2 (blue) in toluene. (bottom) Ground‒state 

absorptivities of the butadiyne‒linked porphyrin oligomers Pn in chloroform with 1% 

pyridine added: P1 (black), P2 (red), P3 (green), P4 (blue), P6 (cyan) and P8 (magenta).  

 

The ground‒state absorption spectra of G1 and G2 are similar to the one of DPA and 

show a linear increase of the molar absorption from DPA to G1 to G2. Only minor 

changes in the ratio of the intensities of the vibronic peaks may be distinguished. In 

contrast, the ground‒state absorption spectra of Pn (n > 1) clearly do not resemble the 

one of the monomer. When going from P1 to P8, the spectra are markedly altered 

especially in the lowest absorption band (i.e. the Q‒band). The Q‒band progressively 

red‒shifts as the number of porphyrin moieties increases. In the Soret‒band, further 

spectral splitting over the 400‒500 nm wavelength region is observed. From the 

presence or absence of these spectral changes, one can already see a clear difference in 

the strength of the inter‒chromophore coupling in the Pn systems and in the G1 and G2 

dendrimers. In the Pn systems, the inter‒chromophore coupling seems sufficiently 

strong that the multiporphyrin systems behave as new chromophores with their own 

spectral features (i.e. different from the sum of the individual porphyrins). Instead, for 
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G1 and G2 dendrimers, their ground‒state absorption spectra are a simple addition of 

the absorption spectra of the individual DPA moieties. To go further, it is useful to take 

a closer look at the linkage topology in these two systems. In the case of G1 and G2, the 

anthracene moieties are connected to each other using phenyl linkers. Due to steric 

constraints with the anthracene groups, these phenyl linkers impose relatively large 

dihedral angles between the DPA moieties.
206

 Such large dihedral angles disrupt the 

π‒conjugation within the dendrimer structure. This results in a weak through‒bond 

electronic coupling between the individual DPA moieties in G1 and G2, hence the 

observed monomer‒like absorption spectra of G1 and G2. One may refer to them as 

weakly conjugated multichromophoric systems. In contrast, the butadiyne‒linked 

porphyrin oligomers, or at least the planar conformers, are strongly conjugated systems. 

With the use of alkyne linkers such as butadiyne in Pn, the coplanar arrangement of 

neighboring porphyrin macrocycles is possible and allows for significant π‒overlap 

between neighboring porphyrins. The increased size of the conjugated system leads to a 

gradual red‒shift of the Q‒band with the length of the oligomer as observed in Figure 

6.2. Thus, the strong inter‒chromophore coupling in the Pn systems mainly arises in the 

ground state from electronic delocalization. Note that as discussed in chapter 5, the 

spectrally broad Q‒band observed for Pn (n ≥ 2) also arises from the use of butadiyne 

linkers that allow for nearly barrierless rotation of individual porphyrin macrocycles in 

and out of the plane at room temperature. 

 

Another manifestation of electronic delocalization in multichromophoric systems is the 

reduction of the HOMO‒LUMO gap with the increasing size of the system which can 

be estimated from the experimental E0‒0 energy of the lowest electronic transition.
111

 

For the porphyrin oligomers, E0‒0 decreases from 1.9 eV for P1 to 1.5 eV for P8 due 

mainly to an enhanced stabilization of the excited state as the oligomers adopt on 

average a more planar conformation than in the ground‒state.
137-138

 In contrast for the 

dendrimers, minor changes in the E0‒0 values are observed indicating that electronic 

delocalization in these systems is negligible: E0‒0 = 3.09 eV for DPA, E0‒0 = 3.06 eV for 

G1 and E0‒0 = 3.04 eV for G2. 

 

Thus, steady‒state absorption and emission reveal that the Pn systems already in the 

ground state show signs of strong electronic coupling and behave as new chromophores, 

while in the anthracene dendrimers G1 and G2, the spectroscopic individuality of the 

monomeric units is retained. However, is it also the case in the excited state? To get a 

partial answer, it is interesting to look at the radiative rate constants, kf, of the 

dendrimers (see Table 6.1). When going from DPA to G1 to G2, kf increases quite 

substantially, suggesting a more collective emission behavior of the DPA moieties, i.e. 

exciton coupling within the dendrimer structure.
207
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Table  .  Fluorescence quantum yields (Φf),
a lifetimes (τ)b and  corresponding 

radiative rate constants (kf) of DPA and the dendrimers G  and G2 in argon‒purged 

toluene 

 Φf τ (ns) kf (s
-1) 

DPA 1.02c 7.0 1.4·108 

G1 1.03c 5.3 1.9·108 

G2 0.99 4.5 2.2·108 
a
Fluorescence quantum yields were determined using DPA in cyclohexane as reference (Φf = 

0. 7) with λexc = 354 nm.
208

 
b
The lifetimes were measured using a TCSPC set up. The excitation 

wavelength was 385 nm and photons were collected at 430 nm. 
c
The quantum yields for DPA 

and G1 appear to exceed unity but this is a mere effect of the real quantum yield being very 

close to unity in combination with minor measurement fluctuations.  

 

6.3 RESOLVING EXCITATION ENERGY TRANSFER IN 

ANTHRACENE DENDRIMERS AND PORPHYRINS OLIGOMERS 

 
The following sections aim at answering the question of how localized or delocalized 

(i.e. distributed over multiple chromophores) excitation energy is in the anthracene 

dendrimers and the butadiyne‒linked porphyrin oligomers. 

 

6.3.1 FLUORESCENCE ANISOTROPY AS A PROBE FOR ENERGY 

MIGRATION IN ANTHRACENE DENDRIMERS 

 

For the anthracene dendrimers G1 and G2, exciton coupling becomes apparent through 

fluorescence anisotropy. We measured the temperature‒dependent steady‒state 

fluorescence excitation anisotropy spectra of G1 and G2 and the reference DPA (Figure 

6.3). At 100 K, the fluorescence anisotropy of DPA reaches, as reported previously, a 

maximum anisotropy close to 0.4 at the red‒edge of the absorption, indicating nearly 

collinear absorption and emission transition dipole moments.
209

 At the same 

temperature, the fluorescence anisotropy spectra of G1 and G2 are much more 

surprising (and interesting) and show oscillations with maxima off resonance with the 

vibronic peaks of the absorption band. This oscillatory behavior is also accompanied by 

a decrease of the anisotropy in G1 and G2 compared to DPA. 
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Figure 6.3 Steady‒state fluorescence excitation anisotropy (solid lines) and absorption 

spectra (dashed lines) of (A) DPA, (B) G1 and (C) G2 in 2‒MTHF at 100 K. The emission 

wavelength was 415 nm for DPA and 430 nm for G1 and G2. 

 

Such oscillations in G1 and G2 fluorescence anisotropy are clearly not consistent with 

an excited state localized on a single DPA unit that would have, as reported for DPA, an 

emission dipole moment along the phenyls direction (Figure 6.3).
206

 However, if one 

considers a fully delocalized exciton model, taking G1 as an example, this consists in 
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assigning a transition dipole moment along the phenyls direction to each DPA moiety 

(Figure 6.4). The overall transition moment is then given by the sum of the individual 

transition dipole moments. Three combinations of the individual transition dipole 

moments can be envisaged that lead to only two allowed transitions from the ground 

state (μ  
fi
 ≠ 0). These allowed transitions are lower in energy and perpendicular to each 

other in a system with threefold symmetry. Thus the excited state in G1 splits into 3 

new levels: one above forbidden state E’ and two degenerate states E’’ and E’’’ below 

the excited state energy level of three separate DPA units (Figure 6.4). 

 

 
Figure 6.4 Exciton band energy diagram for G1 in the case of the fully delocalized exciton 

model.  

 

By considering such a fully delocalized exciton model and assuming that one of the two 

perpendicular transitions as a limiting anisotropy of 0.3 (i.e. the maximum value 

observed at the red‒edge of the absorption band), one can calculate according to 

equation 4.9 that the other perpendicular transition has a limiting anisotropy of ‒ 0.15. 

Since anisotropy follows an additive law, it is then possible to resolve the absorption 

spectra corresponding to the transition from the ground‒state to each of these exciton 

states E’’ and E’’’ using the excitation anisotropy spectrum of G1.
210

 The resolved 

absorption spectra for GS → E’’ and GS → E’’’ transitions are shown in Figure 6.5 

along with the absorption spectrum of G1. 
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Figure 6.5 Resolved absorption spectra for the transitions GS → E’’ and GS → E’’’ (blue 

and red). Also shown in black is the absorption spectrum of G1 at 100 K. The dashed lines 

indicate the excitation wavelengths chosen for time‒resolved anisotropy measurements 

(vide infra). 

 

As seen in Figure 6.5, degeneracy of the lower exciton states (∆E = 250 cm
-1

) relaxes 

due to static and dynamic distortions of the dendrimer geometry. This gives rise to a 

lower excited state (in red) with high anisotropy (r0 = 0.30) and a higher excited state (in 

blue) with low anisotropy (r0 = ‒ 0.15). Thus, from the resolved absorption spectra, we 

could successfully explain the oscillating behavior of anisotropy by two nearly 

degenerate perpendicular transitions, in agreement with a delocalized exciton model. 

For G2, given its similar absorption spectrum to G1, the same explanation for the 

anisotropy oscillations can be proposed, although a more complex exciton structure can 

be expected since more DPA moieties are involved.  

 

The excitation wavelength‒dependent fluorescence anisotropy decays further support 

the presence of two nearly degenerate exciton states with respective populations closely 

related. Excitation wavelengths λexc = 385 nm and λexc = 395 nm were selected 

approximately in resonance with a local max and min of the excitation anisotropy, 

respectively (Figure 6.3B). These excitation wavelengths initially populate different 

excited states. At λexc = 385 nm, the lowest excited state with high anisotropy is 

populated, whereas at λexc = 395 nm, the higher excited state with low anisotropy is 

predominantly occupied. When measured at room temperature, the fluorescence 

anisotropies decay mono‒exponentially at all excitation wavelengths with as expected 

increasing correlation times from DPA to G1 to G2 assigned to rotational motions of 

the chromophores. However, at 160 K and at 140 K, G1 exhibits much more interesting 

excitation wavelength‒dependent fluorescence anisotropy decays that needed a 

bi‒exponential fit (Figure 6.6). The anisotropy decays measured at λexc = 385 nm show 

an initial fast decay whereas the anisotropy decays measured at λexc = 395 nm display a 

corresponding rise time, and a subsequent slow decay as for λexc = 385 nm.  
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Figure 6.6 Fluorescence anisotropy decays of G1 in 2‒MTHF excited at 385 nm (black) 

and at 395 nm (red) at (a) 160 K and (b) 140 K. The emission wavelength was 430 nm. The 

solid gray lines represent the fits to bi‒exponential functions r t    r0,ae
-t  a    r0,be

-t  b .  

 

For both excitation wavelengths, the long correlation time is 8.6 ns and 34 ns, at 160 K 

and at 140 K, respectively and agrees well with estimated values for rotational motions 

of G1 at these temperatures (Table 6.2). The short correlation time is nearly the same 

for both excitation wavelengths, i.e. approximately 0.5 ns at 160 K and > 1 ns at 140 K. 

These short correlation times are, however, quite long compared to the times expected 

for internal conversion (few ps or less) or incoherent energy transfer processes (τEET ~ 

100 fs estimated from the FRET model). Instead, we believe that this short correlation 

time is the time to reach thermal equilibrium of the two emitting states E’’ and E’’’. The 

low temperature conditions and one of the reactions being uphill in energy may explain 

such slow relaxation dynamics. At lower temperatures (100 K and 80 K), the upward 

reaction becomes too slow to be observed during the lifetime of the excited state. 

Hence, at these temperatures, as the excitation wavelength is varied, the proportion of 

high energy (low anisotropy) and low energy (high anisotropy) emitting states 

populated varies as well and so does the anisotropy, leading to its oscillatory behavior in 

the steady‒state spectra (Figure 6.3).  
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Table 6.2 Fitted fluorescence anisotropy decay parameters for G1 as a function of 

temperature and excitation wavelength 

T(K) λexc (nm) r0,a  a(ns) r0,b  b(ns)  2  calc(ns)* 

160 385 0.04 0.42 0.09 8.6 1.516 5.8 

 395 ‒0.04 0.66 0.09 8.6 0.879 5.8 

140 385 0.02 1.5 0.14 34 1.187 32.8 

 395 ‒0.02 1.04 0.02 34 0.973 32.8 
*
The rotational correlation time  calc was estimated using the equation  calc   kBT  where   is 

the viscosity of 2‒MTHF at the temperature T, V is the volume of the rotating fluorophore
211

 

and kB is the Boltzmann constant. For G1, the volume of the rotating fluorophore is assumed to 

scale linearly with the molecular mass, taking the molecular mass of DPA as a reference. 

 

Finally, judging from the decrease of the r0  values (i.e. r0,a   r0,b ) for G1 and G2 

compared to DPA (r0 = 0.34 at 160 K and r0 = 0.36 at 140 K in Paper IV supporting 

information Table S2), one can assumed the presence of an additional ultrafast 

depolarization channel in G1 and G2, i.e. excitation energy migration among the DPA 

moieties. However, on the time scale of our experiments (time resolution of 10 ps), the 

excitation energy distributes immediately within the dendrimer structure.  

 

6.3.2 SINGLET‒SINGLET ANNIHILATION AS A PROBE FOR ENERGY 

MIGRATION IN PORPHYRIN OLIGOMERS 

 

In the Pn systems, the signs of strong electronic coupling in the ground and excited 

states (vide supra) leave us to predict an ultrafast delocalization of the exciton over the 

oligomer chain. However, pump intensity‒dependent transient absorption measurements 

performed on the entire series give a slightly different picture with signs of an, at least, 

partially localized exciton at early times (t < 30 ps). Figure 6.7 shows the 

intensity‒dependent transient absorption time profiles of P2 and P4 probed at 540 nm 

where the transient absorption (TA) signal solely arises from the porphyrin excited 

states, 
1
P2

*
and 

1
P4

*
. 
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Figure 6.7 Intensity‒dependent transient absorption time profiles of (A) P2 and (B) P4 

probed at 540 nm. The pump intensities x x 1029 photons/cm2/s are indicated next to the 

respective decays. The excitation wavelength was 670 nm for P2 and 800 nm for P4.  

 

Both P2 and P4 exhibit non‒exponential TA‒decays with intensity‒dependent 

amplitudes and lifetimes. At low pump intensity, the TA signals remain constant over 

the first 30 ps following photo‒excitation in accord with their much longer singlet 

excited state lifetimes, i.e. τ(
1
P2

*
) = 1210 ps and τ(

1
P4

*
) = 830 ps.

195
 However, at higher 

pump intensity, short intensity‒dependent lifetimes precede the natural decay of 
1
P2

*
and 

1
P4

*
. Such pump intensity dependence of the TA signals is observed for all porphyrin 

oligomers containing more than one porphyrin unit (see Paper V supporting information 

Figures S1‒S3). In contrast for the monomer, this is not seen. The transient signal of 
1
P1

* 
remains constant over the first 30 ps (see Paper V Figure 3) as expected by its long 

lifetime (i.e. τ(
1
P1

*
) = 1450 ps). In the long oligomers (n ≥ 2), we explain this pump 

intensity dependence of the transient absorption by the presence of singlet‒singlet 

annihilation reactions preceding the natural decay of their excited states. Indeed, at high 

pump intensity, it becomes possible in the long oligomers to excite simultaneously two 

or more porphyrin units. This leads to the following excited state reaction applied to the 

dimer for simplicity: 

1
P

*
‒

1
P

* 
             
           

1
P

**
‒P 

                             
                          

1
P

*
‒P 

            
            P‒P 6.1 

 

where 
1
P

**
 designates a porphyrin unit in a higher singlet excited state. At first, the 

singlet‒singlet annihilation is quite surprising given the strong though‒bond electronic 

communication that exists in the Pn systems. It implies that there is in these systems 

either a disruption of the π‒conjugation or sufficient structural disorder to enable a 

temporary localization of the exciton states. The singlet‒singlet annihilation is further 

supported by the increasing contribution of the short lifetime to the overall transient 

decay with increasing pump intensity.  

 

In order to assess the oligomer size effect on the singlet‒singlet annihilation reaction, it 

is interesting to compare the normalized intensity‒dependent TA decays obtained for 

the entire series at approximately identical pump intensity (Figure 6.8). Upon 
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lengthening of the oligomer, the contribution of the short lifetime to the overall transient 

absorption decay increases. This may be explained by the higher probability of multiple 

excitations in the longer oligomers but also more conformational heterogeneity. Indeed, 

conformational heterogeneity varies significantly when going from the dimer to the 

octamer. In particular, these measurements were carried using 800 nm as pump 

excitation wavelength for Pn (n ≥ 3). This promotes different populations of conformers 

to the excited state. For P3, this creates a more planar excited state while in P8, more 

twisted conformations of the oligomer chain are excited. Such conformational effects 

render the picture even more complex. In particular, any attempt of full modeling of the 

excitation migration in these oligomers remains difficult. These transient absorption 

measurements do not provide a way to estimate the location of the exciton neither their 

distribution along the oligomer chain that may significantly vary with the oligomer size 

and its conformation.  

 

 
Figure 6.8 Normalized intensity‒dependent transient absorption time profiles of the entire 

series: P1 (black), P2 (red), P3 (green), P4 (blue), P6 (cyan) and P8 (magenta) probed at 540 

nm. The excitation intensities was 18 x 1029 photons/cm2/s for P1, 19 x 1029 photons/cm2/s 

for P2 and 22 x 1029 photons/cm2/s for Pn (n = 3, 4, 6, 8). 

 

In an attempt to probe conformational effects on the singlet‒singlet annihilation 

reaction, we measured the pump intensity dependence of the TA signal of a 

template‒bound hexamer ring of P6R:T6 that consists of a porphyrin hexamer ring P6R 

hold by a hexapyridyl ligand T6 (Figure 6.9). In this complex, the template T6 provides 

a means to structurally constrain adjacent porphyrins into a close‒to‒planar 

arrangement. Figure 6.9 compares the normalized pump intensity‒dependent TA decays 

of P6 and P6R:T6 probed at 540 nm following photo‒excitation of the porphyrin 

hexamer at 800 nm. At all pump intensities, P6R:T6 exhibits a short lifetime sign of 

singlet‒singlet annihilation preceding its natural decay (τ(
1
P6R

*
:T6) = 340 ps).

203
 

Surprisingly, the more planar arrangement of the neighboring porphyrins in P6R:T6 do 

not induce a full delocalization of the exciton. We note that the short lifetime 

contribution to the overall decay in P6R:T6 seems reduced compared to the linear 
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hexamer. However, this may be due to experimental limitations. The time resolution of 

these experiments (~100 fs) may not be sufficient to resolve the entire fast decay. 

Nevertheless, these experiments provide first evidence of a localization of the exciton at 

early times (< 30 ps) in linear and circular strongly conjugated butadiyne‒linked 

porphyrin oligomers.  

 

 
Figure 6.9 Normalized Intensity‒dependent transient absorption time profiles of P6R:T6 (●) 

and P6 (○) probed at 540 nm. The excitation intensities x x 1029 photons/cm2/s are indicated 

next to the respective decays. The excitation wavelength was 800 nm. 

 

6.3.3 CONCLUDING REMARKS 

 

The comparison of the anthracene dendrimers and the porphyrin linear oligomers 

reveals significantly different behaviors in term of inter‒chromophore communication. 

In the anthracene dendrimers, in the ground state, DPA moieties behave as localized 

chromophores in the absence of the others. However, in the excited state, evidence of a 

fast delocalization of the exciton over the entire dendrimer structure is revealed by 

steady‒state and time‒resolved fluorescence anisotropy. In contrast, the porphyrin 

linear oligomers, already in the ground state, form a new chromophore with absorption 

spectra that due to electronic delocalization strongly differ from the one of the monomer 

unit. Nevertheless, pump intensity‒dependent transient absorption experiments reveal 

that the individuality of the porphyrin subunit is, in part, retained at early times (> 30 

ps) despite the strong electronic coupling.  
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7 CONCLUSION 
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In this Thesis, the butadiyne‒linked zinc porphyrin oligomers Pn are versatile model 

systems that can be used to investigate both photoinduced energy transfer and electron 

transfer when incorporating in a donor‒acceptor couple. 

 

In electron transfer studies (Chapter 5), appending to the Pn systems (n   1‒4, 6) a 

ferrocene‒fullerene donor‒acceptor couple led to the formation of a series of 

Fc‒Pn‒C60 D‒B‒A triads. In these triads, the formation and recombination of the 

long‒range charge separated state Fc
•+ 

‒Pn‒C60
•-
 generated upon photoexcitation of the 

porphyrin bridge was studied in detail. The temperature dependence of both its 

formation and decay probed by combining time‒resolved fluorescence and transient 

absorption experiments provided mechanistic details of the electron transfer in these 

triads. In particular, we could relate the weakly distance‒dependent charge 

recombination of Fc
•+ 

‒Pn‒C60
•-
 (β   0.028 Å

-1 
at 300 K) to recombination to the ground 

state via coherent electron tunneling for the entire series. However, at lower 

temperature, the temperature dependence of the recombination rates revealed an unusual 

switch in charge transport mechanism from coherent electron tunneling to incoherent 

hopping in the long triads (n ≥ 2). Such crossover was evidenced by recombination rates 

that strongly deviated from the Marcus description with a single set of parameters (∆G
0
, 

λ,  ) and was rationalized by the long lifetimes of the charge separated state that push 

charge transport into the hopping regime. Overall, the implication of this work is that 

there is not a single modus operandi by which wire‒like charge transport may be 

achieved in highly conjugated systems. 
87, 212

  

 

Another aspect investigated in detail is the influence that the conformation of the 

photoexcited porphyrin oligomer has on the charge separation process in long dyads 

Pn‒C60 (n = 4, 6). In contrast to the previous study, this study can be placed in a more 

practical context where primary requirement is the control of signal transmission (here 

electron transfer). By probing the excitation wavelength dependence of the charge 

separation process in Pn‒C60 (n = 4, 6), we showed that exciting twisted conformations 

led to significantly faster charge separation than excitation of the more planar 

conformers. Such optical gating of the charge separation could be explained, in part, by 

differences in driving forces. In addition, we showed that changing the geometry of the 

porphyrin oligomer from a linear to a semi‒circular dyad by ligand coordination nearly 

shut down the electron transfer between the porphyrin photoexcited state and the 

fullerene, due to a considerably reduced driving force for charge separation in the 

semi‒circular complexes. This result could be used to create a simple switch device. A 

potential improvement could be the optical control of the assembly and disassembly of 

these semi‒circular complexes using a photoactive ligand instead.
47

 We also 

demonstrated that temperature could be a simple means to control the conformation of 

the porphyrin systems. Lowering the temperature induced the reversible self‒assembly 

of the Pn, Pn‒C60 and Fc‒Pn‒C60 systems into planar dimeric arrays. In these dimeric 

systems, several questions arise that could be the subject of follow‒up studies: how 

strong is the intermolecular communication between the monomers within the stack? Is 

electron transfer in stack of Pn‒C60 as efficient as in the free Pn‒C60?  
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The last part of the Thesis (Chapter 6) has been focused on establishing the relationship 

between the electronic structure and the photophysical properties in two 

multichromophore systems: the Pn systems and the anthracene dendrimers G1 and G2. 

In both systems, we demonstrated that the linker topology strongly influenced their 

photophysical properties. In the anthracene dendrimers, collective analysis of their 

steady‒state absorption and emission revealed an apparent conservation of the 

individuality of the chromophores. However, excited state dynamics probed by steady-

state and time-resolved fluorescence anisotropy showed a rather different behavior of 

the chromophores in the excited state. In the excited states, the anthracene dendrimers 

can be viewed as single chromophores due to fast delocalization of the exciton within 

the dendrimer structure. In contrast, in the Pn systems, pump intensity‒dependent 

transient absorption measurements provided strong indication of singlet‒singlet 

exciton‒exciton annihilation reactions in the multiporphyrin systems. This was 

interpreted as a partial coupling of the porphyrin subunits in the excited state. In 

addition, qualitative comparison of the pump intensity dependent transient decays of the 

linear hexamer P6 and the template‒bound hexamer ring P6R:T6 suggested that the 

backbone conformation of the oligomer chain influenced the rate and the occurrence of 

the singlet‒singlet annihilation reaction. In the future, complementary experiments 

could include fluorescence‒up conversion anisotropy or singlet‒singlet annihilation 

measurements in the anthracene dendrimers to probe the early times (t < 10 ps) 

following photon absorption while in the Pn systems, varying the pump wavelength at 

which the pump intensity dependent transient absorption decay is measured could 

provide more insights of the importance of conformation in the singlet‒singlet 

annihilation reaction.  
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